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New insights and successful use of computational catalysis are highlighted. This is within

the context of remaining issues that prevent theoretical catalysis to be fully predictive of

catalyst performance. A major challenge is to include in modelling studies the transient

initiation as well as deactivation processes of the catalyst. We will illustrate this using as

an example for solid acid catalysis, the alkylation process, and for transition metal

catalysis, the Fischer–Tropsch reaction. For the alkylation reaction of isobutane and

alkene, an important reaction for high octane gasoline, we will present a deactivation

model. For the Fischer–Tropsch reaction, which converts synthesis gas into gasoline

grade molecules, we discuss structural reorganization of the catalyst induced by reaction.
1 Introduction

One of the holy grails of computational catalysis is to change catalysis from
a science dominated by empirical correlation into a science based on predictive
mechanistic modelling.

Here we will investigate what is the current state of affairs of the computational
catalysis project. We will argue that, notwithstanding major advances in under-
standing the kinetics of many systems, great challenges remain. This is due to
complex feedback loops not only between the elementary reactions that take
place, but also because of their strong coupling with the inorganic chemistry of
the catalytic system. For practical invention the empirical approach remains
indispensable and highly useful. Computational catalysis science plays an
increasing role to rene and optimize such experimental catalysis programs.

A major reason for this state of affairs is that for many systems state of the
catalyst surface may change during reaction. The structural changes of the
Fischer–Tropsch catalyst that we will discuss illustrate this.
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The catalyst reactive life can be distinguished in several oen closely inter-
linked stages: reaction initiation, stable operation and catalyst deactivation. Not
only the inorganic chemistry of the catalyst surface may change through the three
stages, but also the mechanism of the reaction. The latter we will illustrate for the
alkylation reaction of isobutane and propylene catalyzed by solid acids. We will
present kinetics modelling results of this reaction that includes the three reac-
tivity changes of initiation, propagation and deactivation in an integrated way.

Advances in computational modelling have been impressive, beginning with
the rst principle quantum-chemical calculation of the propylene insertions step
in the Ziegler–Natta polymerization reaction catalyzed by TiCl3 of Clementi et al.1

up to the Sabatier volcano type rst principle microkinetics prediction of
composition dependence of the ammonia synthesis reaction by Dahl et al.2

Force eld based molecular mechanics and dynamics approaches are useful to
study structural changes of the catalytic systems. Force eld based methods
originate from solid state chemistry and have been explored in early simulations
by Thomas and Catlow3 to predict the optimum nanopore structure and dimen-
sions of microporous zeolites for a particular reaction. Force elds derived from
quantum-chemical calculations can be applied also to study complex catalytic
reactions and reorganization of catalyst structure.4,5

Whereas microkinetics simulations are usually done assuming one or two
reaction rates to be rate controlling,6 current state of the art computational
catalysis investigating catalytic reactivity–structure/composition relations can
also be done with microkinetics simulations, that include all of the elementary
reaction steps.7,8

The elementary reaction constants can be deduced from rst principles
methods, mainly DFT-based quantum-chemical calculations. Development of
improved methods with increasingly better accuracy is rapid.9–12 Computational
studies have become available that do not limit themselves to only a few reaction
steps, but rather elementary reaction steps of the full catalytic cycle are
considered.7,8,13

Microkinetics simulations do not only deliver overall reaction rates, but also
predict the composition of the surface overlayer that develops during reactions.
Surface thermodynamic techniques14 are available to calculate the equilibrium
composition of a surface overlayer as a function of reaction environment.
Molecular dynamics approaches are useful to study the surface reconstruction of
transition metals or oxides, but have to be done separately from kinetics simu-
lations because of the different timescales that are involved.

An important simulation method for the calculation of adsorption isotherms
of complex mixtures of organic molecules or reaction intermediates in zeolite
micropores based on tted force elds is the congurational-bias Monte Carlo
approach. It has been used to successfully predict the selectivity of the hydro-
cracking reaction.15

The reaction mechanism and state of the catalyst surface for a reaction are
interdependent. The mechanism of a reaction denes the network of elementary
reactions that connect reactants with products. The interdependence of reaction
mechanism and surface state makes catalyst performance prediction an iterative
problem. As we will see it is the main reason why for many reactions there is still
no consensus on its reaction mechanism. This constrains prediction of catalyst
reaction–catalyst structure/composition relations.
36 | Faraday Discuss., 2018, 208, 35–52 This journal is © The Royal Society of Chemistry 2018
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In the next section we will discuss the interdependence of the different stages
of catalyst reactivity. We will illustrate this with an analysis of the change in
reaction mechanism in the initiation versus stationary propagation phase of the
alkylation reaction of propylene and isobutane catalyzed by zeolitic solid acids. In
particular, we will discuss a nonlinear catalyst deactivation model due to the
changing reactivity of catalyst protons when partially deactivated.

In a following section we will highlight structural changes of transition metal
catalysts for the Fischer–Tropsch reaction catalyzed by Co or Ru and their relation
to the mechanism of the reaction.

We will conclude the paper with a Discussion and Conclusion section where
we will summarize current controversies on the reaction mechanisms of a few
additional selected reactions. We will emphasize the consequences for catalyst
performance–structure/composition relations.

2 Solid acid catalysis, the alkylation reaction

An essential elementary reaction step in many solid acid catalyzed reactions is
protonation of an unsaturated molecule, such as an alkene, that produces a car-
benium ion. Some of these carbenium ions act as organo-catalytic intermediates
in solid acid catalyzed reactions without direct involvement of the protons.
Formation of these intermediate organo-catalytic molecules usually occurs in the
initiation phase of the reaction. Examples of such reactions are the catalytic
cracking reaction or the methanol to olen reaction.16,17

In this section we will provide a kinetic analysis of a reaction cycle that
includes initiation, propagation and deactivation for the alkylation reaction of
isobutane and propylene catalyzed by a solid acid material.

The product of this reaction is a branched C7 or C8 alkane. The reaction is of
interest as the alkylation reaction catalyzed by liquid sulfuric acid or hydrogen
uoride is widely applied to produce high octane gasoline and there is a need to
replace the uid acid by a solid acid.18

To reduce the complexity of the kinetics analysis we will use a reduced,
simplied model of the kinetics of the reaction, that is schematically shown in
Fig. 1. We only consider production of one of the C7 isomers and ignore the auto
alkylation reaction that produces the C8 molecules.19 For a detailed discussion
and complete rst principles modelling of the reaction see ref. 20 and 21 that
contain a compilation of quantum-chemically calculated reaction intermediate
energies as well as corresponding elementary reaction steps.

We present here the transient solutions of the kinetics of the reaction cycle
presented in Fig. 1. In this minimalistic reaction scheme, several elementary
reaction steps are combined into one “elementary” reaction step.

The initiation reaction, with combined reaction rate k1 in Fig. 1, generates the
isobutyl cation iC4

+ that can be considered an organo-catalytic intermediate
molecule of the reaction. It is formed aer protonation of ethylene and subse-
quent reaction with isobutane. Propane is a coproduct of the initiation reaction.
Direct competition with propylene oligomerisation is not considered here , but is
discussed in an extended model of the alkylation reaction to be published
elsewhere.27

In the propagation reaction cycle, the C7
+ carbenium ion is formed by reaction

of the isobutyl cation with propylene (with rate constant k2). The desired product
This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 208, 35–52 | 37
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Fig. 1 Minimalistic schematic model of the initiation, propagation and deactivation
reaction cycles of the alkylation process. Initiation, propagation and deactivation are
closely entangled. [C3], [C7] are products; [iC]

4 ], [C]
7 ] are undesirable intermediates.

Protons are consumed in the deactivation reactions.22,23
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C7, the alkylate, is formed by a subsequent hydride transfer reaction with another
isobutane molecule (with rate constant k3). This regenerates the isobutyl cation.
In this propagation cycle the proton is not back donated to the solid.

Non selective catalysis occurs when C]
7 or iC]

4 alkenes are formed and
a proton is back donated to the solid. This not only fuels the initiation reaction
and non-selective propane formation, but it also initiates deactivation reactions.
We describe that by the single lumped kinetics rate parameters k6 and k7.

Catalyst deactivation can occur by the paring reaction,24 by which a complex
series of hydride transfer reactions and additional alkylation reactions of the C7

+

cation lead to stable cyclopentanyl cations, and which deactivates the catalyst
because they consume a highly reactive proton. Alternatively the alkenes can
oligomerize to give aromatic hydrocarbons. This reaction is less proton reactivity
demanding.

The reaction only becomes stationary when deactivation is ignored. Then the
steady state solutions to the reaction are readily found. The selectivity of the
reaction, dened as the percentage of isobutane converted versus C7 production is
given by eqn (1a):

SD ¼
d

dt
½C7�

d

dt
½C3� þ d

dt
½C7�

SD ¼ k2k3½iC4�
�
C¼

3

�

k2k5
�
C¼

3

�þ k3k4½iC4� þ k4k5 þ k2k3½iC4�
�
C¼

3

�

(1a)
38 | Faraday Discuss., 2018, 208, 35–52 This journal is © The Royal Society of Chemistry 2018
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The steady state production rate of C7 production is given by eqn (1b):

d

dt
½C7� ¼

k1k2k3½iC4�2
�
C¼

3

�2

k2k5
�
C¼

3

�þ k3k4½iC4� þ k4k5 þ k1½iC4�
�
C¼

3

��
k3½iC4� þ k5 þ k2

�
C¼

3

��

d

dt
½C7�z

k2k3½iC4�
�
C¼

3

�

k2
�
C¼

3

�þ k3½iC4�
ðk1 � k4k5Þ

(1b)

The rate constants used in eqn (1) are as indicated in Fig. 1. The selectivity of
the reaction (eqn (1a)), is independent of initiation kinetics. In order to have high
selectivity of reaction, rates of alkene production have to be slow compared with
the rates of reactions that participate in the propagation cycle.

The rate of C7 production is only independent of the initiation reaction rate
when the rate of initiation reaction is fast compared to the rates of carbenium ion
deprotonation. The rate controlling step of the initiation reaction is the hydride
transfer reaction of isobutane and propyl cation. The rate of the hydride transfer
reaction as well as C–C bond formation between isobutyl cation and propylene
has to be fast compared with the rate of olen deprotonation for stable catalysis.
This condition is only for solid acids with high proton reactivity and strong
competitive adsorption of reactants.21

In Fig. 2 and 3, we compare the product distributions of the reaction cycle in
Fig. 1 as deduced from the solutions of the corresponding kinetics equations.
Since catalyst deactivating reactions are included, the reaction now is transient.
The results presented in Fig. 2 are for a solid acid that contains only one type of
proton and its reactivity is independent of the degree of deactivation versus the
case presented in Fig. 3, when proton reactivity becomes non-uniform by deac-
tivation and two protons of different reactivity are considered.

Fig. 2 shows that the relative site concentrations of iC4
+ and C7

+ are propor-
tional to the rate of C7 and iC]

4 production. Also the changes in proton concen-
tration H1

+ and deactivated sites H0
+ are shown. Different time regimes have been

chosen to discriminate between initiation, quasi-stable and deactivation regimes.
The choice of default parameters is consistent with the activity of the La–Y

zeolite system studied in ref. 21, where it was found that the reaction rate
constants k1, and k3 are comparable.
Fig. 2 Kinetic simulation according to the catalytic reaction cycle of the alkylation
reaction of Fig. 1. There is one type of proton. Figures (a), (b) and (c) show the change in
relative surface concentrations of iC4

+, C7
+, free proton sites H+ and deactivated proton

H0 at different timescales: (a) timescale 10; (b) timescale 100; (c) timescale 1000. Default
reaction rate parameter values are k1 ¼ 1 ¼ k2 ¼ k3 ¼ 1, k4, k5 ¼ 0.1, k6, k7 ¼ 0.01;
concentration parameters are [C]

3 ] ¼ [iC]
4 ] ¼ 1.

This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 208, 35–52 | 39
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Fig. 3 (a) Schematic product formation and site development according to experiment by
Feller et al.;23 (b) schematic illustration of the deactivation according to the one proton site
(b1) and dual site interacting proton site (b2) models; (c) simulations of the time devel-
opment of proton state probabilities n1, n2 and n3. p12, p13 and p23 are rate constants as
indicated in eqn (2). Figures (c1) and (c2) compare the effect of changes in the ratio p12/p13.
Figure (c3) compares a change in the ratio p13/p23; (d) surface intermediate concentrations
and product distributions as a function of time for the alkylation reaction cycle according
to the two proton lateral interaction model of figure (b2). Figures (d1) and (d3) show
surface reaction intermediate concentration at short and long timescales, respectively.
C3

+ is the propyl cation concentration adsorbed to the proton in state H3
+. Figures (d2) and

(d4) show as a function of time the product distributions and rates of change in product
distributions also at short and long timescales, respectively. Compared to the products in
Fig. 2 C]

n appears as an additional product. Rate parameters labelled according to Fig. 1:
k1 ¼ k2 ¼ k4 ¼ 1, k3 ¼ k5 ¼ 0.1, k6 ¼ k7 ¼ 0.001. Reaction rate parameter of H1

+ to H3
+

conversion is 1, the reaction rates of olefin protonation and oligomerization catalyzed by
H3

+ have been set equal to 01 and that of deactivation by oligomerization to 0.01.
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Elegant experimental studies by Feller et al.23 have demonstrated that aer
a nite reaction time the rate of alkylate formation suddenly stops. Usually such
rapid deactivation is explained by pore blocking of the zeolite micropores due to
40 | Faraday Discuss., 2018, 208, 35–52 This journal is © The Royal Society of Chemistry 2018
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internal or external coke deposition. Feller et al. reject this possibility because the
oligomerization continues. They suggest that two protons of different reactivity
are involved.

The site interaction model that we present is based on that suggestion and
indeed shows autocatalytic deactivation when the reactivity of the protons
decreases upon deactivation. This deactivation mechanism is related also to the
proposal by ref. 25 that aer an initial slow deactivation, a more rapid deactiva-
tion occurs due to the onset of rapid oligomerization.

In Fig. 3a1, we have schematically sketched the alkylate and alkene production
rates as experimentally observed. In the Contineous Stirred Tank Reactor (CSTR)
experiment, we see an initial linear increase in alkylate production that stops aer
approximately 10 hours, but alkene production continues. In Fig. 3a2 we have
sketched what this means for the availability of reactive proton sites.

To explain the sudden drop, we have to introduce two coupled deactivating
reactions. We model this here by protons that get a different reactivity when their
neighbors are isolated. In this lateral interaction model there are two kinds of
proton sites: a reactive proton that catalyzes production of alkylates and is slowly
consumed by deactivating reactions, and a less reactive one that cannot catalyze
alkylation, but only catalyzes olen oligomerization. Oligomerization of alkenes
deactivates these sites. The deactivation rate of acidic protons by oligomerization
tends to be faster than the deactivation rate by the alkylation related deactivation
reactions that are activated by carbenium ion deprotonation.21

Once one proton is consumed, a negative charge builds on the zeolite
framework that deactivates a neighboring proton. Such a difference in reactivity
of protons is well known and is also observed when protonic zeolites become
partially exchanged with alkali cations.26 This is sketched in Fig. 3b.

The mean eld equations of a model that simulates the interaction between
the two protons as a function of their decay rate are given by eqn (2):

dn1

dt
¼ �p13n1 � p12n1n2 (2a)

dn2

dt
¼ p13n1 þ p23n3 (2b)

dn3

dt
¼ �p23n3 þ p12n1n2 (2c)

In these equations, n1, n2 and n3 represent the respective proton state proba-
bilities of protons H1

+, H2
+ and H3

+: H1
+ is the proton state that catalyzes alkyl-

ation, H2
+ the deactivated non-reactive state and H3

+ the proton state that cannot
catalyze alkylation, but will only oligomerize deactivating alkenes.

In Fig. 3c two representative results of the time dependence of the three proton
state probabilities are shown.

The ratio p12/p23 determines the relative amount and rate at which site H3
+ is

generated. It is the ratio of the rate of H3
+ generation versus its lifetime. The

deactivation rate of the state H3
+ has to be slow enough to obtain a high and

delayed concentration of the H3
+ protons. The rate of change of proton sites H1

+

relates to the ratio of p13/p23. When this ratio is small, the generation rate of sites
This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 208, 35–52 | 41
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H3
+ is fast compared to the decay rate of protons H1

+. In Fig. 3c the effect of
variation of the ratio p12/p23 on the rate of change of proton state probabilities n1,
n2 and n3 is compared.

Fig. 3d shows simulated kinetics when the rates of change of different proton
states of eqn (2) are incorporated into the kinetics equations that correspond to
the reaction mechanism of Fig. 1. Proton sites H1

+ are deactivated by processes
initiated by alkylate formation, sites H3

+ only catalyze oligomerization of olens
and are deactivated by subsequent processes. Time development at short and
long timescales of reaction intermediates and products are shown.

When the lifetime of the H3
+ is long enough, alkene formation by oligomeri-

zation of propylene is promoted. It will continue beyond the time that C7

production has declined. This situation is illustrated in Fig. 3d4. As illustrated by
Fig. 3c, when uncoupled the decay rate of alkylate can be slow compared to that
due to oligomerization, whereas, when coupled, this reverses when the trans-
formation of state H1

+ to H3
+ is fast. Catalyst lifetime is extended when the rate of

H3
+ state generation decreases as happens when sites become more isolated. A

more extensive analysis of this model will appear in a forthcoming paper.27

The lateral interaction model of decaying sites can be considered the analogue
of a Kirchhoff electrical circuit with the decay rates replaced by resistances. The
rate of deactivation of the H1

+ sites increases due to the large decrease in resis-
tance due to the opening of the deactivation channel via the H3

+ proton state.
Catalyst deactivation in the absence of pore diffusion has rarely been investigated
experimentally. An important exception is the paper by Mores et al.28 that reports
detailed experimental deactivation studies of the Methanol to Olen (MTO)
reaction in large ZSM-5 crystallites. In this reaction, the rate of deactivation is
found to be substantially slower at a low proton concentration where protons
become isolated.
3 Surface reconstruction, the Fischer–Tropsch
reaction

When catalysis occurs by a transition metal particle, its surface may convert into
a carbided, nitrided, suldic or oxidized state dependent on the reactants.

Prediction on catalyst reactivity–structure relations requires knowledge of the
reaction mechanism of a reaction, as well as the state of the surface during catalytic
reactions. This is particularly the case for the Fischer–Tropsch reaction. Wilson
et al.29 demonstrated that a single crystal Ru surface undergoes surface recon-
struction during the Fischer–Tropsch reaction. Here we will discuss simulations of
surface reconstruction of Fischer–Tropsch catalysts and discuss their relevance in
relation to understanding of the reaction mechanism of Fischer–Tropsch catalysis.

In the Fischer–Tropsch reaction, synthesis gas, which consists mainly of CO
and H2, is converted into long chain hydrocarbons that are useful to gasoline
production.

There is an ongoing debate on the mechanism of this reaction, that we will
shortly highlight here to illustrate the relevance to establishing the reaction
mechanism so as to predict the catalyst performance–structure relationship.

One of the key reaction rate relations that controls the selective production of
long hydrocarbon chains is the rate of the CO bond cleavage reaction versus
42 | Faraday Discuss., 2018, 208, 35–52 This journal is © The Royal Society of Chemistry 2018
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hydrogenation of hydrocarbon intermediates adsorbed to the transition metal
surface. The rate of CO bond cleavage has to be fast compared to the hydroge-
nation reaction, according to one school of thought.30 Step-edge sites, that provide
low activation sites for CO bond cleavage, are therefore essential for high chain
growth selectivity. The opposing opinion is that Fischer–Tropsch catalysis occurs
on the dense terraces of the catalyst.31,32 In the former case the reaction may be
expected to be particle size dependent. In the latter case no such dependence is
expected.

In favor of the latter, it has been suggested that the high surface coverage of CO
poisons the step-edge sites and that low activation energy C–O bond cleavage at
the dense surface is possible since surface vacancies are readily formed by
desorption of more weakly bonded CO. An alternative to this view is the calcu-
lation by Copéret et al.,34 that shows a reaction at step-edge sites, even at high CO
coverage, since H atoms remain adsorbed near the step-edges that activate CO by
attachment to its O atom.

The experimental observation that water promotes catalyst reactivity has been
explained by promotion of CO dissociation by H2O. This will lower the activation
energy of CO dissociation on a terrace surface. It is consistent with the suggestion
that terrace sites promote Fischer–Tropsch catalysis.55

However water also promotes the reactivity for a different reason. The presence
of water in the reaction mixture also assists hydrogenation of adsorbed O ada-
toms from the surface, because hydration of adsorbed O converts it into readily
removable OH adsorption intermediates.

That oxygen atom adsorption plays an important and limiting role in the
Fischer–Tropsch reaction can be deduced from simulation results33 as presented
in Fig. 4, that show computational investigations of the optimum chain growth
selectivity of the Fischer–Tropsch reaction as a function of adatom M–C and M–O
bond energies. It allows for an investigation of the adsorbate surface layer
composition that develops by reaction.

Three different surface reactivity regions can be distinguished; mainly O
covered, mainly C covered and mainly CO covered. Optimum catalyst perfor-
mance is found where the three regions meet. At the optimum reactivity, the
reaction rate constants of chain growth and CHx formation by dissociation of CO
compete and adsorbate vacancy surface concentration is low enough that rate of
CO dissociation is fast.35 The experimental system operates at the border of the O
covered and CO covered surface regions.

It has also been observed experimentally for Co as well Ru, that optimum
reactivity is found for catalyst particles larger than approximately 6 nm.36,37

Surface reconstruction of Co or Ru due to C atoms deposited during catalysis
on or below the catalyst surface essentially inuences catalyst-performance
prediction. The corresponding structural changes and the inorganic chemistry
that leads to such changes is little understood, but some progress has been
recently made.

Quantum-chemical simulations for dense surfaces of Co38–40 show that when C
atoms adsorb, surface atoms rearrange in a conguration known for the more
open transition metal surfaces. Within the dense surface layer, this creates a high
surface transition metal atom density. The resulting strain can only be released
when transition metal atoms are lied out of the surface. This creates on the
This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 208, 35–52 | 43
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Fig. 4 Volcano plot of the rate of CO consumption as a function of M–C and M–O bond
energies. The surface compositions of the three surface coverage regions are indicated. In
the monomer limit region, chain growth probability increases with M–C and M–O bond
energies. In the chain growth limit region it decreases because equilibrium shifts to the
shorter chain lengths (Filot et al.33).
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originally dense surface terrace step-edge sites of the kind that have low activation
energy for CO bond cleavage.

Molecular dynamics simulations with ReaxFF (reactive force elds), derived by
tting with quantum-chemically calculated structures, are necessary to show
these large structural changes since they can overcome the energy barriers of such
reconstruction processes. Results of such simulations are shown in Fig. 5.

Particles have to be large enough so that strain due to incorporation of the C
atoms into the surface is not released otherwise. Therefore on small particles C
adatom adsorption generates no step-edge sites.41

This surface reorganization supports the view that step-edge sites are
responsible for Fischer–Tropsch catalysis on the large particles as experimentally
observed.
Fig. 5 Molecular dynamics simulations of carbon-induced surface transformations of
Co(0001) at a temperature of 1700 K: (a) short time simulation (0.01 ns); (b) longer time
simulations (0.03 ns); (c) geometry after 0.5 ns of simulation. The initial C coverage is 12.5%
of the 3-fold sites. The carbon atoms are shown in gray, cobalt atoms in blue, and pop-up
cobalt atoms in red.61
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The main reason this mechanistic debate has not been settled by rst prin-
ciples theory is that microkinetic simulations including chain growth are rare. It
is also essential to include lateral interactions between adsorbates since the
overlayer concentration is usually high. This cannot be readily done by micro-
kinetics simulations, since they are based on the mean eld approximation. It can
be more readily done with Kinetic Monte Carlo studies,42 that are however not yet
well suited for simulation of complex kinetics.

Promotion of the catalysts by reducible oxides as for the Co catalyst by Mn-
oxide43 or S and alkali for Fe catalysts44 has a large effect on catalyst selectivity.
There is a need to develop improved computational methods to predict the
inorganic chemical changes of the complex surface chemistry that is involved.
4 Discussion and conclusion: controversies on
reaction mechanism and structure/composition
dependence
4.1 Reactivity descriptors

Oen used reactivity descriptors in transition metal catalysis are the adsorption
energies of the adatoms that are intermediates in a catalytic reaction.45

Adsorption energies of adatoms relate to the electronic structure of materials.
Their d-valence electron band electron occupation and average position of the d-
valence electron energy can also be used as a reactivity descriptor. This justies
having plots of reactivity against the position of a transition metal atom in a row
of the periodic system. This is useful for prediction of catalyst reactivity–
composition relations.

Oen a volcano dependence of catalyst performance versus surface reactivity
descriptor value is found. Microkinetics simulations that produce such volcano
curves are essentially extrapolations. In these simulations, it is assumed that the
surface structure does not change. Calculated elementary reaction rate data ob-
tained for one system are correlated with elementary reaction rates of the other
system through bond order conservation-type scaling rule relations between
adsorbates and Brønsted–Evans–Polanyi linear activation energy–reaction energy
relations.7,8

There can be two different reasons for the maximum in the volcano curve. The
maximum is found where competing surface reactions balance. This is, for
instance, the case of the Fischer–Tropsch example in Fig. 5 or the ammonia rate of
production volcano curve plot in ref. 2.

The alternative situation is that the corresponding adatom adsorption energy
has a maximum or minimum at that position. An example is the two peaked curve
of electrocatalytic oxygen evolution reactivity of the perovskite oxide catalysts
when plotted against the number of d-valence electrons in the periodic systems. It
correlates with the electron occupation of the eg (down)level of a transition metal
cation46,47 as in high spin systems. A single maximum, for which the M–O bond
energy is maximum, is found when plotted against the bond energy of the M–O
adsorbate bond.45 This is very different for the OER curve found for the electro-
catalytic reactivity of the transition metals.48 Then the maximum in reactivity
relates to an optimum value of the M–O bond. When the bond is too weak, M–O
This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 208, 35–52 | 45
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bond formation becomes slow; when the M–O bond is too strong, the reaction
becomes inhibited by the oxygen overlayer on the transition metal.

A similar situation arises in hydrodesulfurization catalysis.49 The volcano plot
maximum is found for the catalyst with the weakest M–S bond. Indeed the
reaction orders do not alter le or right from the volcano curve maximum.50

Also rules have been developed that predict reactivity–surface topology rela-
tions. For instance, a chemical C–H bond that is s symmetric requires only
a single transition metal atom to be activated. In contrast, dissociation of the p

symmetric C–O bond of the COmolecule requires a surface ensemble of ve or six
atoms preferentially located on a surface terrace of the step-edge site, to accom-
modate the C adatom as well as the O adatom generated by dissociation. This has
led to a prediction of the dependence of the reaction rate of reaction as a function
of transition metal particle size that relates to the character of the chemical bond
that is activated.51

This relation of particle size dependence, site structure and orbital symmetry
of chemical bond is relevant as long as other causes of chemical reactivity
dependence are not present. For instance, the particle size dependence model
breaks down when, because of ready carbide or oxide formation, the small
particles lose their metallic nature and deactivate.49
4.2 Catalytic reactivity, surface reconstruction and catalyst deactivation

To predict the rate of the catalytic reaction, microkinetics simulations are
indispensable. Microkinetics simulations require knowledge of adsorption
energies of reaction intermediates, which may be a strong function of surface
coverage. Since the adsorbate overlayer composition at reaction conditions is
usually not known a priori , the adsorption energies are usually calculated for an
assumed reactive overlayer composition and surface structure.

The assumption that surface atom structure does not change during the
reaction is not always valid. We discussed in Section 3 for the Fischer–Tropsch
reaction that such structural changes not only affect predictions of reactivity–
structure relations, but even predictions of the mechanism of the reaction. The
structural change and reaction mechanism interconnect. The difficulty to estab-
lish this relation is an important reason why for several important catalytic
reactions there is no agreement on their reactivity–structure/composition
relation.

An additional example is provided by the ethylene epoxidation reaction cata-
lyzed by silver. There is no consensus whether the catalyst surface is to be
considered metallic or oxidic. On the metallic transition metal surface, the
epoxide is formed through an oxo-metallocycle intermediate.52 Epoxide formation
has a slightly higher activation energy compared with the non-selective acetal-
dehyde coproduct. Interestingly the reverse situation is found for epoxidation
catalyzed by the Cu surface. Therefore in contrast to the catalytic experiment,
instead of Ag, Cu is predicted to be the more selective one.

The prediction of catalyst selectivity is different when reaction on the silver
oxide surface is compared with that on the copper oxide. Then no oxo-
metallocycle is formed, but epoxidation occurs by direct reaction of ethylene
with a surface oxygen atom. In this case, selectivity to form the epoxide is the
highest on the silver oxide instead of copper oxide.53 The state of the catalyst
46 | Faraday Discuss., 2018, 208, 35–52 This journal is © The Royal Society of Chemistry 2018
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surface not only affects the reaction mechanism, but also the reactivity–compo-
sition relationship. Since the oxide layer is not stable under reaction conditions,
promotors such as Cl and alkali are added to the catalyst, but their action is little
understood as yet, which relates to the difficult problem to predict the structure of
a complex inorganic surface.

Also in zeolite catalysis the structure of the catalytically reactive sites may
change during the reaction. This has been found for oxycationic clusters located
in the zeolite cavity, for example, the GaOGa(OH)2+ complex catalyzes alkane
dehydrogenation, but this reaction competes with water formation by reaction of
H atoms with the O atom, which deactivates the catalyst.54 Also, as in the Panov
reaction, framework cations will move out of the framework into the zeolite
microchannel as oxycationic clusters during the reaction. The reaction cycles of
product formation and deactivation are closely related. In the case of the Panov
reaction, the stability of the catalyst depends strongly on the catalytically active
cationic species.55
4.3 Quantitative prediction?

Accurate reaction rate prediction requires an accuracy of reaction intermediate
prediction of kJ mol�1, that is beyond the reach of currently available periodic
quantum-chemical DFT approaches that are the working horse of computational
catalysis.

Remarkably microkinetics simulations of overall reaction rates of catalytic
reactions agree much better with experiment than might be expected. The reason
for this is that adsorption energies of reaction intermediates and corresponding
elementary reaction rate activation energies are correlated, through linear acti-
vation energy–reaction energy Brønsted–Evans–Polanyi relations. It causes
a partial cancellation of systematic errors.

However this error cancellation does not apply for the adsorption and
desorption rates of reactants or products between the reaction medium and
catalyst surface on which the overlayer concentration sensitively depends. Since
this may strongly affect the temperature of the simulated reaction, kinetic
simulations sometimes require adjustment of the computed adsorption energies.

Eyring transition state theory is usually used to calculate elementary reaction
rate constants. It applies when reaction barriers can be considered isolated and
energy exchange between adsorbed reactants and catalyst surface is fast
compared to that of the corresponding elementary reactions. Zero Kelvin transi-
tion states computed in stationary DFT quantum-chemical methods have been
found not to apply when in the activated state the system contains several close
local stationary minima. Then advanced molecular dynamics methods, such as
metadynamics methods, have to be applied (see ref. 56).

For zeolites, mobility of protonated intermediates is so high that carbenium
ions change from transition states to stable mobile intermediates.

Another interesting example where use of metadynamics approaches have led
to a new view on the transition state intermediates is proton activation of alkanes
through formation of intermediate carbonium ion formation (see Fig. 6).

It compares transition states according to the early Haag–Gates57 proposal of
carbonium ion formation based on alkane fragmentation kinetics by protons as
discovered in cyclotrons (Fig. 6a), with zero Kelvin calculated carbonium ion
This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 208, 35–52 | 47
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Fig. 6 Comparison of three transition statemodels of proton activated alkane cracking. (a)
Schematic representation of the Haag–Gates57 intermediate carbonium ion decomposi-
tionmodel. (b) Schematic representation of the carbonium ion transitionmodel by Lercher
et al.58 (b1) activation of C-C bond; (b2) activation of C-H bond. The proton activates
directly the hydrocarbon bond that decomposes. (c) Schematic representation of the
indirect carbonium ion transition model by Bucko et al.59
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transition states for this reaction (Fig. 6b).58 Since there is strong electrostatic
interaction between the protonated molecule and the negative charge le on the
zeolite lattice, the transition state “knows” of the vacant site and is unique for
each bond to be activated. Interestingly, using advanced molecular dynamics
techniques it has recently been discovered that the actual reaction paths may be
inbetween the two extremes of Fig. 6a and b. The initial attachment may occur to
a C–H bond but the proton may then move to the next C–C bond.59,60

Further use of such methods promises a great number of new elementary
reaction paths and will substantially affect mechanistic proposals of heteroge-
neous catalytic reactions.

4.4 In conclusion

Computational tools have become available that make possible simulation of rst
principle kinetics of catalytic reactions based on catalyst structure and compo-
sition close to that of experimental systems.

Key for proper prediction of reaction performance–catalyst structure/
composition relations is prediction of the right reaction mechanism in the
different stages of the catalytic reaction process, i.e. initiation, propagation and
deactivation. A fundamental problem to be resolved for each catalytic system is
the state of the catalysts under reaction conditions and how this relates to its
reaction mechanism. There is as yet no standard approach for this and simula-
tions depend on comparative choices on reaction mechanism and oen
assumptions on catalyst structure and composition.7 It is the reason for the many
open controversies that still exist on the mechanisms of important heterogeneous
catalytic reactions.

The ultimate challenge to the prediction of catalytic reactivity is to overcome
the difficulty that the state of catalysts and catalytic reaction mechanism are
interdependent and self-refer to each other.
48 | Faraday Discuss., 2018, 208, 35–52 This journal is © The Royal Society of Chemistry 2018
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