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Abstract
Many countries in the world face the problem of fruit frost during spring, which results in the loss of har-vested crops. Solutions exist to prevent the fruit to freeze, however this requires that the temperature isknown. Therefore, a smart autonomous temperature sensor network is designed that is capable of acquir-ing a 3D temperature profile of a fruit orchard to detect fruit frost. This thesis discusses the design of theenergy harvesting and control module, which is one of the three sub-modules of the system. The goal isto sustain the energy demands of the sensor in a durable way, in order to operate for 20 years without re-quiring maintenance. To achieve this, several ambient energy sources and their harvesting techniques areinvestigated and simulated to examine the energy that can be harvested. This resulted in the use of solarenergy, harvested by a solar cell and controlled by a maximum power point tracking module. Next, differ-ent energy storage implementations are considered to store the harvested energy temporarily. The useof a 5 F supercapacitor is concluded. Furthermore, an energy monitoring circuit is designed to measurethe energy stored in the supercapacitor. Full system reliability simulations are done to verify the completedesign by utilising the solar irradiance and temperature data of the past ten years. From these simulationsis concluded that the design can sustain the energy demands of the sensor at all times.
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Preface
For the past three months, we have been fully committed to the "Autonomous Temperature Sensor forSmart Agriculture’ project. Lying in front of you is the result, the thesis ’Energy Harvesting and Control’, inwhich we describe our design steps that we have taken to get to the final implementation. As the EnergyHarvesting and Control group, we are responsible for the sustainable harvesting and storage of ambientenergy, that is part of an exciting and rapidly developing field of engineeringwhich is of great social interest.
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Chapter 1

Introduction
In the Netherlands fruit production is a large segment of the economy. There are over 2600 fruit productioncompanies which together use over 20,000 hectares of ground [1]. Most of these Dutch companies focuson the production of pears and apples. The fruit production in the Netherlands, but effectively all aroundthe world, faces a large problem related to spring frosts in fruit trees. If temperatures drop below the crit-ical temperature, flower buds, as well as open and blooming flowers of the fruit trees, can be damagedcausing less fruit to grow. The frost damages are mainly caused by the formation of ice. Intra-cellular iceformation breaks the blossom’s tissue structure and causes a cell death [2]. Freeze injury is nowadays thebiggest problem of fruit production, which causes a loss far greater than any other type of natural hazardencountered with the production. As a result, the yield of production and distribution of fruits are reduced.
A lot of research has been done in order to obtain a reduction in the losses caused by spring frosts. Two ofthe main solutions that are provided are frost protection with sprinkler irrigation and frost protection withwind machines. The frost protection with sprinkler irrigation works using extra-cellular ice formation toprevent intra-cellular ice formation. Sprinkling water onto the tree’s flowers and buds cause ice nucleationon the outer surface. This causes the freezing of the water transporting vessels which protects the flowersdue to gradual dehydration [3]. Frost protection with windmachines aims at the prevention of intra-cellularice formation. By using a large windmachine or rotating fan a light wind (1.5m/s) is created which causesan instantaneous increase in temperature [4]. Because of the fan, a temperature increase is obtained ofup to 1 °C at a 15m distance from the wind machine. Due to this small increase, the flowers are protectedfrom the frost.

1.1 The project
So now there are two effective solutions used to prevent spring frosts in fruit trees. Both of these solutionshave a requirement to know the temperature of the air surrounding the trees, and their control systemsmake decisions based on these temperature measurements. But in order to implement these solutions inlarge scale fruit production companies, an accurate temperature measurement is required over the wholefield, rather than one single temperature measurement. Therefore this project focuses on the acquisitionof the 3D temperature profile of a fruit orchard in the temperature range near the critical temperature ofthe fruit.
The great advantage of the acquisition of the temperature profile in contrast to a single temperature mea-surement is that it provides the ability to perform local frost protection rather than frost protection overthe whole field. This in turn provides a reduction of the use of resources such as water and electric energy.In addition, the acquisition of the temperature profile provides a valuable resource for further research onthe effectiveness of the frost protection methods.
In Figure 1.1 an overview of thewireless sensor network is shown. This sensor network consists ofmultiplesensor nodes. A sensor node consists of an energy harvesting module, an MCU, a wireless communica-tion module, and five temperature sensors, which are all integrated onto a pole as shown in Figure 1.1a.The poles are positioned among the trees of the fruit orchard, and together they form a smart wirelesstemperature sensor network in the fruit orchard, as shown in Figure 1.1b. In Appendix A.1 the choice of thisimplementation is explained.
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(a) The implementation of the sensor node on a pole
placed in between trees of a fruit orchard.

(b) Zooming out from the individualmodules of the sensor node to thewireless
sensor network as a whole.

Figure 1.1: Overview of the pole and system implementation.

1.2 Energy harvesting and control
The "Autonomous Temperature Sensor for Smart Agriculture" project is divided into three subgroups, eachfocusing on different tasks to realise the design of the wireless sensor network. The Smart Measurementand Control group is responsible for measuring the temperature, processing this data for wireless trans-mission and adapting the measurement frequency in a smart manner to form a smart network, see [5]for their thesis. The Wireless Communication group is responsible for a network design such that reliabledata transmission takes place between the sensor nodes and the end user, see [6] for their thesis. TheEnergy Harvesting and Control group is responsible for the harvesting of energy from an ambient energysource, storing this energy locally in a storage module, distribute power to the modules of the other twosubgroups, and measuring the energy level of the energy storage. In Figure 1.2 a schematic overview ofthe connections between the different subgroups is shown, together with the individual modules of theEnergy Harvesting and Control group.

Figure 1.2: Overview of the connection between the different subgroups and the modules of energy harvest-
ing and control group.
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1.3 State of the Art
So to prevent fruit crop losses due to frost, the goal is to design a smart wireless temperature sensor net-work that is able to warn the farmer when parts of the fruit orchard reach a threshold temperature. Such anetwork can be classified as an Internet of Things network (IoT). An IoT device consists of four main build-ing blocks, which are the main control units, sensors, communication modules and power sources [7].Since this project requires a solution which makes use of these four main components and is used in agri-culture, the device which is designed can be classified under IoT for smart agriculture.
Currently, the use of labour is often needed to measure and monitor the temperature on a farm, and frostprotection equipment is activated manually when a critical temperature is measured [8]. Research con-ducted by Ghaemi et al. [3] shows a successful implementation of automated irrigation systems for pro-tecting blossom on peach and orange trees, where a few thermistors were connected by wires on a heightof 1.5 m above ground level to measure temperature. Pierce et al. [8] implemented an on-farm wirelesssensor network, which provides real-time monitoring of the temperature with an accuracy of 0.1 °C wherean alarm is triggered if the temperature reaches a predetermined threshold, and is powered by a batteryand optionally by a solar panel. In the work of Sushanth et al. [9], an IoT solution is proposed which con-sists of a solar powered Arduino board, where its temperature, humidity, and soil moisture sensors areconnected by wire to this Arduino. If action is required, a message is sent to an Android application.
In the above described solutions of Ghaemi et al. [3] and Sushanth et al. [9], the sensors are connected bywire to some form of a base station. When many sensors are distributed over a large orchard, in case ofa 3D temperature profile, this will result in a lot of wiring. Also, possible maintenance costs will increasewhen wires get disconnected. Therefore, a wireless sensor network solution is proposed. Furthermore, asolution is proposed which focuses on energy harvesting instead of battery operated only, since battery-operated solutions go together with maintenance costs, for example periodic replacement of batteries,and have a limited lifetime. Furthermore, the individual nodes of the above proposed solutions are notable to work together in a smart manner to form a smart system. These requirements finally lead to thedesign of a wireless, self-sustainable smart sensor network.
1.4 Structure of the thesis
First, the program of requirements is given in Chapter 2. Next, the energy source module is specified inChapters 3 and 4, where the choice of the ambient energy source and of the corresponding harvestingdevice is explained, respectively. Chapter 4 also deals with the harvester control module, which is used tooptimally harvest energy from the source. Further, this chapter specifies the energy conversion module,which is used to supply power to the other subgroups. In Chapter 5 the energy storage module is elabo-rated, in which a choice of the type and size of energy storage is made. In this chapter the design of theenergy level monitoring module is elaborated as well. The implementation and integration of the harvestercontrol module with the other modules is given in Chapter 6. Also, a reliability analysis of the power avail-ability of a complete sensor node is made in this chapter, based on weather data of the past ten years.Finally, conclusions and future work for improvement are given in Chapter 7.
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Chapter 2

Program of requirements
In order to achieve the goal of acquiring a 3D temperature profile of a fruit orchard, the whole sensornetwork and the individual sensor modules must comply with certain requirements. These requirementsare classified as functional and nonfunctional requirements. A functional requirement describes a certainfunction the sensor network or an individual sensor module must perform in order to achieve the requiredgoal. These requirements are listed below.

General functional requirements Justification
G1. The sensor network must operate remotely inthe fruit orchard Primary project function
G2. The sensor networkmust generate a 3D temper-ature map Primary project function
G3. The sensor module must measure the temper-ature Primary project function
G4. The rate of temperaturemeasurementsmust beable to vary Rate of temperaturemeasurements depends onthe change of temperatureG5. The measured data must be stored Primary project functionG6. The sensor module must contain an energy har-vesting unit, that is capable of sustaining allpower requirements of the system.

Primary project function

G7. The sensor module must contain an energystorage unit, that is capable of sustaining thecontinuity of the power delivery.
Required to guarantee continuity of operation

G8. The sensor network must be scalable in termsof the amount of nodes it can support The sensor network has to be deployed in differ-ent sizes of farmsG9. The sensormodulemust be scalable in terms ofthe amount of functions it can perform For the usability of the sensor nodes
G10. The sensor module must be able to do data pro-cessing in a smart manner Primary project function
G11. The sensor module must be operational after aperiod of no incoming energy Primary project function
G12. The energy level of the energy storage should bemonitored Required for adaptive management
G13. The sensor network must be able to warn thefarmer when frost prevention action is required Primary project function

The non functional requirements quantify the sensor modules, define how the sensor network and thesensormodules should be deployed, and describewhich specifications they should have in order to acquirea 3D temperature map. These are listed below.
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General nonfunctional requirements Justification
G14. The density of sensors must be one sensormodule per 100m2

Primary project function
G15. One sensormodulemust consist of five temper-ature sensors Required to obtain an accurate 3D temperaturemapG16. The temperature sensors must be evenly dis-tributed over the height range Required to obtain an accurate 3D temperaturemapG17. The temperature sensors of each sensor mod-ule should be placed at the same height with re-spect to the temperature sensors of the othersensor modules

Required to obtain an accurate 3D temperaturemap

G18. The minimal temperature range of operation is-10 °C to 10 °C Primary project function
G19. The temperature measurement accuracy is 0.5°C in the temperature range of operation Primary project function
G20. The system should have a lifespan of at least 20years in normal operation conditions. In order for the investment to have a positive ROI
G21. The system is designed to be used in Europe foran average fruit orchard of 10 ha Primary project function
G22. The cost price per sensor node must be in therange of €100,- In order for the investment to have a positive ROI
G23. The system is designed to operate during spring During this time flower buds are present as wellas night frost
In addition to the requirements which must be complied with by the whole sensor network and the indi-vidual sensor modules, there are requirements specifically for the energy harvesting and control module.These requirements define the anticipated interactions with the wireless communication unit and the mi-croprocessor. Also, requirements are set on the sustainability of the solution. These requirements arelisted below.

Energy harvesting, storage and control re-
quirements

Justification

E1. The module must provide an output voltage of1.8 V to the microcontroller Requirement from the microcontroller group1

E2. The module must provide an output voltage of3.3 V to the wireless communication unit Requirement from the wireless communicationgroup1
E3. The module must provide instantaneous peakpower of 14.25mW to the microcontroller Requirement from the microcontroller group1

E4. The module must provide instantaneous peakpower of 120.45 mW to the wireless communi-cation unit
Requirement from the wireless communicationgroup1

E5. Themodulemust provide average power of 3.31
µW to the microcontroller Requirement from the microcontroller group1

E6. Themodulemust provide average power of 5.28
µW to the wireless communication unit Requirement from the wireless communicationgroup1

E7. The energy required for one extra transmissionis 13.8 µWh
Requirement from the wireless communicationgroup1

E8. The energy harvesting must be sustainable Primary project functionE9. The energy storage must be sustainable Primary project functionE10. The energy storage should be capable of storingsufficient energy for the sensor node to operatefor two days without any incoming energy
The sensor module must be used after a periodof no incoming energy as stated by G11

1The values mentioned in these specification are determined by a consultation and consideration between the energy harvestingand control group, microcontroller group and wireless communication group [5] [6]. More details can be found in Appendix A.3.
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Chapter 3

Ambient energy source
The autonomous temperature sensor network can consist of thousands of individual sensor nodes, asmentioned in Section 1.1. These nodes all consist of a processor, a communication module and five tem-perature sensors which need energy to perform their operation. In contrast to obtaining this energy from abattery, for this project each sensor nodemust be able to locally harvest its required energy. This choice re-duces the replacement cost of energy storage, increases continuity of operation, and on top of that makesthe sensor node more environmentally friendly.
For the local energy harvesting at the sensor nodes, there aremultiple types of ambient energy sources thatcan be used. The first one being solar energy. This type of energy involves the energy transmission fromthe sun by using electromagnetic radiation and can be harvested by exploiting the photo-voltaic effect insolar cells. Second, Radio Frequency (RF) energy, this type of energy is present in the form of radio wavesthat propagate through space. These waves are signified by time-varying electric and magnetic fields thatare oscillating in the frequency range from around 20 kHz to 300 GHz. The waves are created as the re-sult of ambient sources such as wireless telecommunications like WiFi and Bluetooth. Third, wind energycan be used as an ambient energy source for the sensor nodes. Wind energy can be seen as a secondarysolar energy source and can be harvested in various ways such as with turbines, piezoelectric materialsor aeroelastic flutter generators (a.f.g.). Finally, electric energy can be obtained from thermal energy. Theconversion is done using thermoelectric generators that exploit the Seebeck effect.
In this chapter, the focus is put on the choice of which ambient energy source is used to power the sensornodes. In Appendix B amore detailed description is given of the different types of ambient energy sources,their properties and the way they are harvested.
3.1 Comparison of energy sources
The ambient sources with their properties and harvesting techniques are summarised in Table 3.1. Thissection focuses on the comparison of these ambient energy sources and their harvesters concerning theirdegree of compliance with requirements G1, G6, G20 and E8. To come to a structured design conclusion,the six energy harvesting methods are compared to and weighed against each other based on differentcriteria.

Table 3.1: Overview of the properties of ambient energy sources [10] [11] [12] [13].

Source Harvesting technique Power density Availability EfficiencySolar Solar cell 100mW/cm2 Daytime and weather dependent 5%-30%RF RF harvester 1 µW/cm2 All day 30%Wind Turbine/ a.f.g. 1mW/cm2 Weather dependent 35%piezoelectric 200 µW/cm3 Weather dependent 20%Thermal Thermoelectric generator 60 µW/cm2 Weather dependent 1-15%
Power density

The power density is defined as the available power per unit area or per unit volume provided by the source.This is regarded as the most important criterion, since it determines the maximum peak power that canbe harvested. The power density needs a certain threshold value in order to harvest enough energy for thesensor node to operate, thus complying with requirement G6. With the aid of Table 3.1 it can be concludedthat solar energy has the highest power density thus scores the highest. The power density is 100mW/cm2
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in case of direct illumination and optimal weather conditions. RF energy has the lowest power density thusscores the lowest.
Continuality

The continuality is defined as the distribution of the power delivery of the source over a time span of oneday. This is regarded as the least important criterion, since a storage unit is used to compensate for dis-continuities during the day. It is assumed here that the source has enough power density and availabilityto harvest enough energy to meet the daily energy consumption of the sensor node. RF energy scoresthe highest, since the sources of RF energy transmit continuously and can therefore always be harvested.Thermal energy scores the lowest, as most of the time there will not be a large enough temperature dif-ferences present to harvest energy [11]. Further, solar energy can only be harvested during the day, andthe energy that can be harvested is strongly affected by the presence of clouds. Therefore, solar energyscores low. The three wind energy harvesters score the same since they all depend equally on the windand its continuality.
Availability

The availability is the total time in one day the source can be harvested. This is regarded as the secondmost important criterion, as the energy source should be available for a sufficient time to harvest enoughenergy for the sensor node to operate. For the same reasoning as with the continuality, RF energy scoresthe highest while thermal energy scores the lowest. For solar energy, on average there are only 2.7 solarhours available a day in the Netherlands [14]. The three wind energy harvesters score again the same sincethey all depend equally on the wind and its availability.
Price

The price of the energy harvester should be considered to satisfy requirement G22, and to reduce theoverall cost of the system implementation. However, the focus is set on satisfying requirement G6 andnot reducing the cost of the system, thus is not very important. Solar energy scores the highest, as solarcells cost between €0.56 and €1.07 per Watt-peak (Wp)1, thus are relatively cheap [15]. RF energy andpiezoelectric harvesting both score the lowest, as RF energy requires complicated and expensive hardware,and piezoelectric material is expensive.
Implementation difficulty

The implementation difficulty is defined as the time to produce and install the energy harvester, and thenumber of components needed. However, as this is only a first iteration, the focus should not revolvearound this metric. Solar energy and RF energy both score the highest. Solar cells need to be placed withthe correct orientation to the sun and need a maximum power point tracking (MPPT) module, while an RFharvester consists only of an antenna which is connected to an RF harvesting module and can be placedwith any orientation. Piezoelectric energy scores the lowest, as this needs to be mounted onto movingparts, for example the branches of a tree, to harvest energy. The aeroelastic flutter generator also scoreslow. This harvester is placed stationary, but since it needs an orthogonal orientation to the wind direction,harvesting energy for different wind directions becomes difficult. Moreover, it is not readily available onthe market. A wind turbine also needs an orthogonal orientation to the wind, but is readily available on themarket and scores therefore 1 point higher. Thermal energy scores high, as it consists only of two platesof thermoelectric material and a thermoelectric module thus is easy to install, and is readily available.
Reliability

The reliability is defined as the robustness of the harvester. This is regarded the third most importantcriterion, as the system has to operate for at least 20 years as specified by requirement G20. Thermal,RF, and solar energy score the highest, as they all consist of stationary parts only. Due to the simplicity ofa thermoelectric generator, it only degrades due to ageing [16]. Further, solar cells manufactures provideoften 25-year warranty, and Jordan et al. [17] has shown that over a period of 20 years only 1.30% of 2083solar panels failed. The three methods to harvest wind energy score very low. This is due to the fact
1Watt peak is a measure of the performance of a solar panel: the converted power if the panel is exposed to STC2
2Standard test conditions (STC) means 1000 W/m2 of incoming radiation at 25 °C with an air mass 1.5
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that they all consist of moving parts, which wear down over time. Echavarria et al. [18] has shown thatlarge wind turbines, in the MW range, fail two to three times a year due to component breakdown. Further,piezoelectric material is brittle and susceptible to accidental breakage [19].
Efficiency of harvesting

The efficiency of the energy harvester is also of importance as this specifies how effective the incidentpower density can be converted. The efficiency thus affects the amount of energy that can be harvested.From Table 3.1 can be concluded that a wind turbine and an aeroelastic flutter generator have the highestefficiency, thus both score the highest, while thermal energy scores the lowest.
Final decision

A comparison table is made based on the previous discussion in order to select the energy source thatis most suitable, and is shown in Table 3.2. Each criterion is assigned a weight from 1 to 10 based on itsimportance, where 10 is the most important. The different energy sources and harvesting techniques arethen given a score from 1 to 10 for each criterion, where 10 is the best. The highest weighted sum of thescores then gives an indication of the most suitable option.
Table 3.2: Comparison table of different ambient energy sources and harvesting techniques that can be used
for energy harvesting.

Solar Energy RF Energy Wind turbine
Criterion Weight Score Weighted Score Weighted Score Weighted
Power density 9 10 90 1 9 5 45
Continuality 2 2 4 10 20 5 10
Availability 8 6 48 10 80 7 56
Price 3 8 24 2 6 4 12
Implementation difficulty 3 9 27 9 27 4 12
Reliability 7 9 63 9 63 3 21
Efficiency of harvesting 5 6 30 7 35 8 40286 240 196

Piezoelectric energy Aeroelastic f.g. Thermal energy
Criterion Weight Score Weighted Score Weighted Score Weighted
Power density 9 3 27 5 45 2 18
Continuality 2 5 10 5 10 1 2
Availability 8 7 56 7 56 1 8
Price 3 2 6 3 9 6 18
Implementation difficulty 3 2 6 3 9 8 24
Reliability 7 2 14 3 21 9 63
Efficiency of harvesting 5 5 25 8 40 4 20144 190 153

As can be concluded from the table, solar energy results in the best option as it has the highest weightedscore of 286. However, RF energy also scores relatively high compared to the other sources and is also agood option, mainly because of its high continuality and availability. Furthermore, a wind turbine also haspotential as it scores average on almost all criteria. A wind turbine has the advantage over the aeroelasticflutter generator and piezoelectric harvester that it is more reliable and more widely available, which alsogives the better price. Since the tree wind harvesters have approximately the same incident energy densityand availability, the turbine is seen as the best wind energy harvester for this application. Therefore solarenergy, a wind turbine and RF energy are considered, and further analysis is done to make a choice.
3.2 Performance and selection of the energy source
In the previous section is concluded that thermal energy and wind energy harvested using aeroelasticflutter or piezoelectric generators are no viable solutions. In this section, a more detailed performanceanalysis is given on the application of a wind turbine as harvesting technique, as well as RF energy or solarenergy as the ambient energy source of the sensor nodes.
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3.2.1 Performance evaluation wind turbine
The performance of a small wind turbine is evaluated by first making an estimate of the energy that canbe harvested to see if it can comply with requirement G6. This estimate of the average power that can beharvested per month by a small wind turbine is made using Equation 3.1, for which the derivation is givenin Appendix B. The average wind speed per month in the province Flevoland between the years 1981-2010is used as the wind speed v [20]. Also, a propeller radius of 7 cm is used, which is reasonable consideringthe fact that the system is mounted onto a pole. Finally, the theoretical maximum of 0.59 is used for Cp.In Figure 3.1 the average power estimation for each month is shown.

Ptur =
1

2
CpAρv

3 (3.1)

Figure 3.1: Estimation of the average power that can be harvested per month in the province Flevoland using
a wind turbine with a propeller radius of 7 cm.

From Figure 3.1 and Appendix A.3 can be concluded that a reasonable amount of power can be harvestedduring each month such that the sensor nodes can perform their operations. However, wind turbines arenot a well-applicable way of implementing the energy harvesting unit because of their low reliability. Thewind turbines are usually implemented using a small brushed DC motor, which consists of moving parts.Components such as the shaft, gears, bearings, brushes and, to increase efficiency, a yaw system arecontinuously moving. These moving components tend to wear down easily and eventually cause a mal-function of the turbine. As a result of the lack of reliability, there is a significantly higher need for labour tomaintain the availability of the system. On top of this, the fruit trees can become dominant obstacles inthe operation of the turbine, which can significantly decrease the availability of the harvesting unit. Sincethis is in violation with requirements G1, G6 and G20, a wind turbine is disregarded as energy harvester.

3.2.2 Performance evaluation RF energy
To find the energy that can be harvested using an RF energy harvester, the minimum power requirementsof the sensor node should be known first. According to requirements E5 and E6, the minimum powerrequirement is 3.31µW + 5.28µW = 8.59µW or -20.7 dBm. This requirement indicates theminimal energyconsumption of the microcontroller and wireless communication module when no data is transmitted.For RF energy harvesting this means that with an efficiency 30%, as indicated in Table 3.1, the continuousincident power must be higher than -15.43 dBm.
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Single transmitting source

An estimation of themaximumdistance that can be achieved tomeet theminimumpower requirements ismade for the RF energy harvester as proposed by Parks [21], whichwas concluded as the best RF harvesterimplementation. This is done with the aid of Friis’ formula, shown in Equation 3.2. In this equation Pt isthe transmitted power, Gt is the gain of the transmitting antenna, Gr is the gain of the receiving antenna,and R the distance between the sender and receiver.
Pr = Pt ·Gt ·Gr · (

λ

4πR
)2 (3.2)

It was found by using the antenna register [22] that most GSM antennas have a transmit power of around34.77dB if they are modelled as an isotropic antenna, and this value is used for Pt · Gt. The minimumpower requirement for the RF harvester is used for Pr , which equals -15.43 dBm. The gain Gr of theantenna of Parks is 6 dBi. The distance estimation is done for two different frequency bands used in theNetherlands. The first frequency band is from digital television broadcast which is in between 470MHzuntil 700 MHz [23] and is shown in the left graph of Figure 3.2. The other frequency band is the lowestGSM frequency band which is between 800MHz until 1000MHz [24], and is shown in the right graph ofFigure 3.2. In Appendix C.1 this distance is shown for the remaining higher GSM frequency bands used inthe Netherlands.

Figure 3.2: The maximum distance the RF energy harvester of Parks [21] can be located from a transmitting
source to harvest -15.43 dBm as a function of frequency. This is done for the frequency band of digital
television, shown in the left graph, and for the 800 MHz - 1000 MHz GSM frequency band, shown in the
right graph.

The maximum distance the RF energy harvester can be placed from the source decreases for an increas-ing frequency. In the best case, the RF energy harvester can be placed at a distance of 1037 m from adigital television tower, and for the GSM band at best at 609m. For the remaining higher GSM frequencybands the maximum distance the energy harvester can be placed becomes even lower, as visible in Ap-pendix C.1. It can be concluded that the frequencies that can be used to harvest RF energy is limited bythe distance the RF energy harvester is placed from the transmitting antenna, and can be 1037m at best.

Multiple transmitting sources

The previous analysis only takes into account one transmitting antenna whereas in a practical situationmultiple sources are transmitting simultaneously [22]. By using the superposition principle and Friis’ for-mula on a set of antennas, each radiating at a certain frequency between 800 MHz and 955 MHz, theambient RF energy distribution is found. To explore whether the ambient RF energy in a fruit orchard is
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high enough to preserve the minimum power requirements of the sensor nodes, a test location of an agri-cultural area is selected in Flevoland. This province is chosen because it holds some of the largest fruitmanufacturing companies in the country [25]. A map of this location together with the antennas consid-ered is provided in Appendix C.2. The properties of these antennas are also provided in this appendix.
The result of the simulation is given in Figure 3.3. Both plots show the harvested power at each location in
dBm by again using the RF harvester of Parks. From this figure can be concluded that for most of the landbetween the antennas, the ambient RF energy that can be harvested is around -20 dBm. The sensor nodesneed at least -15.41 dBm of incoming power to operate, and therefore can not harvest enough energy inmost of the field. Only at very small distances of a transmitting tower enough energy can be harvested,and the fact that multiple transmitting antennas are present does not increase the maximum range the RFenergy harvester can be placed from a transmitting tower. This example indicates that it is not possible touse RF energy as themain ambient energy source for the energy harvesting unit because of the low powerdensity of ambient RF energy present in a typical fruit orchard.

Figure 3.3: Distribution of the ambient Rf energy in dBm that can be harvested by an RF harvester that uses
an antenna with a gain of 6 dBi. The distribution is the result of the 5 transmitting antennas as given in
Appendix C.2.

3.2.3 Performance evaluation solar energy
It was found that neither wind energy, thermal energy nor RF energy are an adequate choice for the ambi-ent energy source of the sensor node. By looking again at the minimum daily energy consumption, whichis 8.59 µW , the minimum required peak power of the solar cell is found to sustain this consumption.For a solar cell with a harvesting efficiency of 30% this means that the peak power should be at least
8.59 µW · 24/(0.3 ∗ 2.7) = 0.255 mWp in order to satisfy the minimum power requirement. In contrast toRF energy, which is not able to sustain this minimum power requirement, solar energy is able to sustainthis. Since solar energy also resulted as the best option in Table 3.2, solar energy is used as the ambientenergy source to power the sensor nodes. In the next chapter, an in-depth analysis is done to find the solarcell that can sustain all power requirements.
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Chapter 4

Energy harvesting
In the previous chapter is explained that solar energy is the most suitable ambient energy source for theenergy harvesting module of the sensor nodes. In this chapter, the focus is put on the implementation ofthe energy harvesting module. First, the performance parameters of the solar cell are analysed, based onthe energy requirements. Second, a choice is made about which solar cell is used for the implementation.Third, the solar cell control module is discussed. This module is first implemented using a simple imple-menting scheme after which it is compared with more complex maximum power point tracking (MPPT)implementations. Therefore, at the end of this chapter, the energy harvesting module is completely imple-mented.
4.1 Solar cell
Since the ambient solar energy is the only energy source that is used to power the sensor nodes, it is impor-tant that the solar cell can completely sustain the energy demand of the wireless communication module,temperature sensors, and the microcontroller. The power delivery capabilities of a solar cell are directlyrelated to the size and conversion efficiency of the cell and are therefore important system parameters. Ingeneral, the type of solar cell largely affects the harvesting efficiency and is therefore also of importance.The power delivery capabilities of a solar cell are generally defined as the peak power under STC. Thisparameter takes both the conversion efficiency and size of the cell into account.
It is important to match the peak power of the cell with the energy demand of the node, since a too highpeak power may result in overproduction and waste of resources, while a too low peak power may resultin under production and so a loss of operation and availability. The challenge is to find the optimal size ofthe solar cell such that it satisfies requirements G6, G11, G20, and G23.
4.1.1 Solar cell power requirement analysis
In order to find the optimal sized solar cell for the energy harvesting unit, the peak power of the cell mustbe matched to the energy demand of the sensor node. Therefore, first the energy consumption of thesensor node is considered. For the energy consumption requirements E5, E6 and E7 are of importance, aswell as the full top-level energy breakdown, which is provided in Appendix A.3. The requirements indicatethe worst-case continuous power consumption of the microcontroller, temperature sensors and wirelesscommunication unit. The total worst-case average continuous power consumption is given in Equation4.1. On top of this, each transmission requires a worst-case energy consumption of 13.80 µWh in orderfor the wireless communication unit to send and receive a data packet.

P = Pwireless + Ptemperature + Pmicrocontroller = 5.28µW + 0.9µW + 2.406µW = 8.59µW (4.1)
Using these constraints of energy requirements, the average daily energy consumption is found. The dailyenergy consumption is heavily influenced by the temperature, so weather data is used to analyse this. Bymaking use of the past 10 years of hourly temperature data, from February 2009 till June 2019 station 269Lelystad, an estimate is made of the energy usage of the sensor node [26]. Figure 4.1 shows the energyconsumption of a sensor node when it operates in normal operation mode, using the 10 years of hourlytemperature data. The normal operation mode of the sensor is further explained in Appendix A.2.
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Figure 4.1: Histograms of the daily energy consumption of the sensor node when it operates in normal opera-
tion mode. The left graph shows the result using the temperature data from February 2009 up to June 2019.
The right figure shows the result using the temperature data of the spring months only, which are February
March April and May, for the years 2009 up to and including 2019.

The left graph of Figure 4.1 shows a histogram of the energy consumption of a sensor node when thetemperature data of the full years is used, whereas the right figure displays a histogram based on onlythe spring temperature data, from February till June. As stated by requirement G23, the spring monthsare of most importance for the sensor nodes and so the energy consumption in the right figure is takeninto account. This figure indicates that during spring the average daily energy consumption is 1.34mWhand the maximum consumption is 4.18 mWh. The figure also indicates that the empirical probability ofhaving this maximum energy consumption is 0.05. Since this probability is quite significant, the minimaldaily energy requirements are set at the worst case of 4.18mWh per day.
Using these energy requirements of the sensor nodes, an estimate can be made for the minimal requiredpeak power of the solar cell. To obtain the required peak power, a simulation is used based on the past 10years of hourly temperature and irradiance data, from February till June in years 2009-2019 at station 269Lelystad [26]. This simulation makes use of several assumptions:
A1. A constant conversion efficiency of the solar cell is assumed. This means that the harvestingefficiency of the solar cell is not influenced by the amount of incoming solar irradiance. Chegaaret al. [27] states that the efficiency of the solar cell varies little with the illumination intensity, sothe assumption is plausible.A2. An illumination intensity of 81% of the measured irradiance data is used as input of the solar cell.This factor is a result of the fixed placement of the solar cell. Even though the optimal placementis used as mentioned in Appendix B.1.2, the orientation of the solar cell is fixed throughout theday. The irradiation data is however orientation independent, so is on average higher than the realincoming power. According to Edinbarough [28] and Nagy et al. [29], using a solar tracker systemcan increase the harvesting efficiency of the solar cell by 24%-25%. In that case maximum solarenergy is harvested, so the conversion factor of 1/1.24 = 0.81 is used on the solar irradiance data.A3. To make an estimate of the required peak power of the solar cell, only daily power consumptionis assumed to be of importance. The cell size is chosen such that it matches the daily powerrequirements and neglects the remainder of the energy harvested in the previous day.

The result of the simulation is shown in Figure 4.2. This figure shows the required peak power of the solarcell when using the hourly temperature and irradiance data. For the energy consumption of the sensornode, it is assumed that the node operates in normal operation mode. From the simulation can be con-cluded that the average required peak power of the solar cell is 2.89 mWp. The maximum required peakpower is 25.0mWp.
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Figure 4.2: Histogram of the minimal required peak power of the solar cell based on hourly irradiation and
daily energy consumption of the sensor node.

Now if a solar cell with a peak power of 20mWp is chosen as the implementation, the daily power deliverycan be lower than the power consumed that day. Figure 4.3 shows the net produced energy of a sensornode at the end of a day. It can be concluded that with a 20 mWp solar cell, the probability to not meetthe daily power requirements is 0.002 and the worst case is energy shortage is 0.85mWh. However, theaverage daily surplus of energy is 51.99 mWh, so the shortage of energy can be solved with an energystorage unit that can store energy for more than a day, as stated by requirement E10.

Figure 4.3: Histogram of daily energy surplus of the sensor node, based on hourly irradiation and daily energy
consumption.

So according to the simulations a solar cell of 20 mWp would be sufficient to meet the power needsof the sensor nodes, thereby satisfying requirements E5, E6, E7. However, during the simulations someassumptions are taken into account. Besides, the inefficiencies of the control module, energy monitoringand energy storage are not taken into account yet. To make sure that with these inefficiencies the systemcan still be operated, the solar cell must be chosen larger than 20mWp.
4.1.2 Solar cell specifications
There are three main types of solar cells available, which are monocrystalline, polycrystalline and amor-phous silicon. In table 4.1 the typical conversion efficiency, price per Wp and applications are listed forthese types of cells. The most interesting type of cell is monocrystalline silicon since it has the highestconversion efficiency.

19



Table 4.1: Overview of different types of often used solar cells [30] [31] [15].

Solar cell type Conversion efficiency Price per Wp Typical applicationMonocrystalline silicon 17%-25% €0.51 - €0.63 Large scale harvestingPolycrystalline silicon 13%-17% €0.44 - € 0.63 Large scale harvestingAmorphous silicon 6%-7% - Calculators
Table D.1 given in Appendix D gives a selection of solar cells and their properties that are suitable for theapplication. The selection of solar cells is made based on the properties of the MPPT module, and theminimum peak power requirement as mentioned before in Section 4.1.1. The MPPT module used is theSPV1050, this choice of control module is later explained in Section 4.2.3. To come to a structured choice,the solar cells are weighted against each other on different criteria, which is described below.
Power delivery

The power delivery is the maximum peak power that can be harvested with the solar cell. This is regardedas the most important criterion since this limits the total power that can be harvested each day. This, inturn, limits the maximum power consumption of the sensor node. From the selection, the SM500K12Lhas the highest peak power that can be harvested while having approximately the same size as the othersolar cells. Also, having a maximum peak power of 132.3 mW can significantly improve the probabilitythat enough energy can be harvested each day.
Efficiency

The efficiency of a solar cell is the conversion efficiency of the incoming radiation into electrical energyand is therefore an important parameter. Normally this differs per solar cell, but in this case they all havean efficiency of 25%. The efficiency is constant, because the selected solar cells are from the same seriesandmade by the samemanufacturer. This is the onlymanufacturer considered, as it is specialised in smalland reliable solar cells. Therefore this criterion is not taken into account in the selection of solar cells.
Typical MPP current

The typical MPP current is the current that is delivered by the solar cell at its MPP. This criterion is regardedas the second most important, since the efficiency of the SPV1050 strongly depends on the current sup-plied by the solar cell. This current should not be higher than 20mA, since the datasheet of the SPV1050does not mention the maximum input current or power, and displays its efficiency characteristic up to aninput current of 20 mA [32]. Since no measurements can be done to see if a higher input current is sup-ported and what the corresponding efficiency characteristic is, a value of 20 mA is taken as a limit. TheSPV1050 is used in a buck-boost configuration. At 3mA the efficiency of the module in this configurationis the highest and is therefore the optimal MPP current. The SM240K10L has an input current of 13.2mA,which is the closest to the optimum current of 3mA and scores the highest, while the SM500K12L has aninput current of 19.8mA, which scores the lowest.
Open circuit voltage

The open-circuit voltage of the solar cell should be in between 6 V and 18 V . The datasheet of the SPV1050does not show its efficiency characteristics in buck-boost configuration for an open circuit voltage lessthan 6 V . Since no experiments can be done to measure the efficiency characteristics for lower voltages,this voltage is chosen as the lower threshold. This criterion is regarded less important than the typicalMPP current since the efficiency of the SPV1050 does not depend strongly on the open circuit voltage, asis the case with the MPP current. If the storage unit is fully charged, the open-circuit voltage is imposed onthe input terminal of the SPV1050. Since the maximum rating is 18 V , the open-circuit voltage of the solarcell should not exceed this. The open-circuit voltage should be close to 9 V , because the efficiency curvesin the datasheet of the SPV1050 show the least dependence on the input current at this voltage, and isalmost maximum for a large range of input currents. Moreover, the highest efficiency in the buck-boostconfiguration can be achieved for this open circuit voltage, which is approximately 84%. The SM500K12Land SM470K12L both score the highest since they have an open-circuit voltage of 8.29 V . The SM400K10Land the SM340K10L both have an open circuit voltage of 6.91 V and therefore score lower.
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Price

The price of the solar cell should be kept as low as possible. According to requirement G14 and G21 thetotal number of solar cells on an average fruit orchard will be 1000 solar cells, so a small decrease in thecost of a solar cell will reduce the total cost of the sensor network significantly. However, the price is not avery important criterion as the main goal for the solar cell is to satisfy requirement G6, and not minimisingthe cost. The SM500K12L is the most expensive solar cell and scores the lowest, while the SM340K10Lis the cheapest and scores the highest. Note that no price of the SM470K12L is given since it is currentlynot widely available on the market.
Size

Finally, the size of the solar cell should be considered, since the solar cell has to fit on the pole. However,since the sizes of the selected solar cells do not differ much and all fit on the pole, this criterion is regardedas the least important. The SM340K10L and SM400K10L are approximately the same size and are thesmallest of the selected solar cells. The SM500K12L and the SM470K12L are also approximately the samesize and are slightly larger than the other two solar cells.
Final decision

A comparison table is made according to the previous comparison in order to select the optimal solar cell,and is listed in Table 4.2. Each criterion is given a weight from 1 to 10 based on its importance, where 10 isthe most important. The different solar cells are then given a score from 1 to 10 for each criterion, where10 is the best. The highest total weighted sum of the score then gives an indication of the most suitableoption.
Table 4.2: Comparison table of the suitable solar cells.

SM500K12L SM400K10L SM470K12L SM340K10L
Criterion Weight Score Weighted Score Weighted Score Weighted Score Weighted
Power delivery 9 10 90 7 63 9 81 6 54
Typical MPP current 8 6 48 7 56 6 48 8 64
Open circuit voltage 7 9 63 6 42 9 63 6 42
Price 4 6 24 7 28 0 0 8 32
Size 2 7 14 8 16 7 14 8 16239 205 206 208

From the scores in the table can be concluded that the SM500K12L is the most suitable solar cell. Thissolar cell is used for the project, because it has the highest maximum peak power, and because the opencircuit voltage is close to the ideal 9 V . The SM470K12L is the only solar cell that is similar to the chosenSM500K12L, but since it is currently not widely available on the market and has a slightly lower maximumpeak power, it is not chosen.
4.2 Solar cell control module
The solar cell cannot be directly connected to the storage unit and needs some sort of control module.Without a control module, the storage unit discharges itself over the solar cell when the solar cell is notsubjected to enough irradiance. This happens mostly during the night and dark days. Also, the harvestingefficiency of the energy module can be improved when using a control module. This module is first im-plemented using a simple implementing scheme, after which it is compared with maximum power pointtracking implementations.
4.2.1 Single diode
The most simple implementation of the control module is placing a diode in between the solar cell andthe storage unit. In Figure 4.4 the schematic of this implementation is shown. Note that the storageunit is implemented as a supercapacitor, see Chapter 5 for this decision. With this implementation, thesupercapacitor does not discharge over the solar panel when the solar cell does not produce energy, onlythe leakage current of the diode remains.
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Figure 4.4: Schematic of the single diode implementation to charge the supercapacitor.

The diode used is the Vishay RB751 Schottky diode. This diode is chosen for its low forward voltage dropof 0.5 V at a current of 20mA, and for its low leakage current of 20 nA at a reverse voltage of 10 V [33].Simulations have been done to verify that this implementation can be used and to obtain the efficiency ofthis implementation. In Appendix E.2 the simulation model used is elaborated.
The simulation is done for different values of incoming solar irradiance Ir at a temperature of 25 °C. InFigure 4.5 the power flowing into the supercapacitor over time is shown for different irradiances, where thesupercapacitor is initially discharged. Each irradiance curve has only one peak. This can be explained bythe fact that the voltage VC1 of the supercapacitor increases as it charges. When VD1 is the voltage overthe diode, the voltage over the solar cell is VC1 + VD1. At a peak, the voltage over the solar cell reachesthe MPP voltage, thus maximum power is harvested and delivered to the supercapacitor. Further, the timerequired for the supercapacitor to fully charge increases for lower irradiances, since the maximum powerthat can be harvested is proportional to the irradiance.

Figure 4.5: Simulated power flowing into the supercapacitor as a function of time, using a diode as control
unit.

The efficiency during charging as a function of the supercapacitor voltage is shown in Figure 4.6. Applyingassumption A1, the efficiency is calculated using Equation 4.2, where PIr(V ) is the power flowing into thesupercapacitor as function of the supercapacitor voltage for an irradiance intensity Ir, PMPP,Ir is theMPPpower for an irradiance intensity Ir, and PMPP is the MPP for STC which equals 132.3 mW for the solarcell used.
η =

PIr(V )

PMPP,Ir
=

1000PIr(V )

Ir · PMPP
(4.2)

In Figure 4.6 is shown that the efficiency is maximum at the MPP voltage only. For lower irradiances,the MPP voltage decreases slightly, and less efficiency can be achieved at MPP. The efficiency drops fastwhen the voltage of the supercapacitor approaches Voc of the solar panel, which means that the last part
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to fully charge the capacitor to Voc takes a relatively long time. This can also be seen in Figure 4.5. Afterthe MPP, the power drops fast, and it takes a relatively long time for the curves to reach zero. Note thatthe supercapacitor should have a rated voltage higher than Voc for this implementation. Furthermore, theefficiency is low if the capacitor has a low voltage, which is the case if the supercapacitor has little energyleft. Finally, the efficiency is always lower than 100% because power is dissipated in the diode due to theforward voltage drop of VD1 = 0.5V . At MPP at STC, a power PD1 of 9.9 mW is dissipated in the diode,and a maximum efficiency of
η =

PD1

PMPP
· 100% = 92.52%

can be achieved.

Figure 4.6: Simulated efficiency of charging the supercapacitor as a function of the supercapacitor voltage,
using a diode as control unit.

4.2.2 Maximum Power Point Tracking
As can be concluded from the simulations of the diode implementation, there are two main drawbacks.First, the loss of harvesting efficiency due to the non-ideal operation point of the solar cell and second,the lower efficiency of conversion due to the dissipation of energy in the diode. In order to solve thesetwo drawbacks, a more complex implementation of the control module is used. The first problem can besolved by using a maximum power point tracking module. This module, introduced in Appendix B.1.1, isused to maximise the harvesting efficiency of the solar cell by optimising its operating conditions. FromFigure E.3 in Appendix E can be concluded that the maximum power of the solar cell is delivered if thevoltage across its terminals is between 6.4 V and 7.0 V . This, at all times, corresponds to around 84% ofthe open-circuit voltage, independent of the irradiance. An MPPT module then uses an algorithm to findthis voltage at which the power delivery is maximised and set it across the terminals of the solar cell.
TheMPPTmodules that are considered, togetherwith their specifications, are presented in Table D.2whichis given in Appendix D. Tomake a choice which control module is best suited for the implementation of theenergy harvesting system, requirements E1 up to E4 and the specifications of the SM500K12L solar cellare of importance. To come to a structured choice, the MPPT modules are weighted against each otheron different criteria, which are described below.
Operation voltage input

The first criterion is the input operation voltage, which takes into account the voltage range of input and thecold-start voltage. When the input range is large, more solar cells can be used. So the control module withthe largest input voltage range, the SPV1050, gets a higher score. Also, the cold start voltage is important,because this defines the threshold voltage the solar cell must reach in order to activate the harvesting. Thecontrol module with the lowest cold-start voltage, the LTC3105, gets a higher score. As can be concluded
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from Table 4.3, the SPV1050 gets the highest score partly because it meets the input range requirementsof 0 V to 8.29 V from the chosen solar cell.
Maximum storage voltage

The second criterion that is of importance is the maximum voltage that can be achieved over the energystorage unit. The energy stored in the storage unit, as is explained in Chapter 5, is quadratically proportionalwith the potential across the storage units terminals. To guarantee continuity of the power supply, theenergy storage must be sufficiently large. Therefore to satisfy requirement E10, a large voltage across thestorage terminals is important. This criterion is seen as the most important one since it largely affects thelater design of the storage unit. The LTC3129 has the highest output voltage range up to 15.7 V , so gets thehighest score. In contrast, the AEM10941 has a storage voltage range of 4.5 V , so gets the lowest score.
Quiescent current

The third criterion is the quiescent current. This measure is composed of two components. The firstcomponent is the quiescent current in operation mode, which is the current the energy harvesting moduleneeds in order to perform the MPPT operation. This is the lowest for the BQ22504 and BQ25570, whilein contrast, the LTC3105 has a very high operational quiescent current. The second component is thestandby-quiescent current, which is consumed if no energy is harvested. This current is the lowest for theSPV1050.
Efficiency of harvesting

The efficiency of harvesting provides the rate of efficiency at which the energy harvested by the solar cellis converted into energy at the output of the control module. This efficiency should be as high as possibleto guarantee proper conversion of the harvested energy and low overhead solar cell size. The highestefficiency is obtained when using the AEM10941, which has a conversion efficiency of up to 96%. Thelowest efficiency is obtained when using the LTC3105, which gets the lowest score.
Output characteristics

Another important criterion is the output characteristics. As wasmentioned in requirements E1 and E2, themicrocontroller should have its power supplied at a potential of 1.8V, whereas the wireless communicationmodule should operate at 3.3V. Requirements E3 and E4 indicate the peak power consumption of the twomodules. The wireless communication module and microcontroller unit require a peak current of 36.50
mA and 7.92mA respectively. The controller module with the best output characteristics is the SPV1050,this module has two low dropout regulators (LDOs) of 1.8 V and 3.3 V that can supply each up to 200mA.In contrast, the AEM10941, BQ25570, BQ25504, and LTC3105 all have only one variable output terminal.One external LDO regulator must be implemented when one of these modules is used. Morevover, theLTC3105 can only supply up to 12 mA from this LDO, and therefore scores low. The LTC3129 does notcontain any output regulator, so scores the lowest.
Price

The price of the implementation is of importance andmust be kept as low as possible to reduce the overallcost of the sensor node. The cost of the SPV1050 is €1.36 if bought in bulk, which is low compared to theother modules. The AEM10941 has the highest price, at €4.00 if bought in bulk. Therefore, the SPV1050gets the highest score.
Implementation difficulty

The last criterion is the implementation difficulty. This parameter gives an indication of the amount ofwork needed to implement the module. In the case of the LTC3129, no energy distributing control moduleis included. The flow of power from the storage module to the microcontroller, temperature sensors, andwireless communication module, as well as the conversion of the power properties of the output must bedone by external components. Also, the lack of data in the datasheet of the LTC3129 causes the score tobe low.

24



Final decision

Table 4.3 concludes the allocation of the scores to the different criteria for each of the MPPT module.Each criterion is given a weight from 1 to 10 based on its importance. The different MPPT modules arethen given a score from 1 to 10 for each criterion. The highest total weighted sum of the score then givesan indication of the most suitable option.
Table 4.3: Comparison table of the suitable MPPT control module.

SPV1050 AEM10941 BQ25570
Criterion Weights Score Weighted Score Weighted Score Weighted
Operation voltage input 3 10 30 6 18 6 18
Peak storage voltage 9 7 63 5 45 8 72
Quiescent current 5 6 30 7 35 8 40
Efficiency of harvesting 4 6 24 9 36 7 28
Output characteristics 7 9 63 8 56 6 42
Price 2 10 20 6 12 7 14
Implementation difficulty 6 9 54 9 54 7 42284 256 256

BQ25504 LTC3105 LTC3129
Criterion Weights Score Weighted Score Weighted Score Weighted
Operation voltage input 3 3 9 7 21 8 24
Peak storage voltage 9 6 54 7 63 10 90
Quiescent current 5 9 45 2 10 7 35
Efficiency of harvesting 4 6 24 5 20 8 32
Output characteristics 7 6 42 3 21 1 7
Price 2 9 18 7 14 8 16
Implementation difficulty 6 6 36 5 30 1 6228 179 210

From Table 4.3 can be concluded that the most optimal maximum power point tracking module is theSPV1050. This module has obtained the highest score of all the control modules because of its outputcharacteristics, low price, and mainly because its wide input voltage range that fit the remaining design ofthe sensor node. Therefore the SPV1050 is the MPPT module of choice.
4.2.3 Choice of control module
The advantages of the single diode implementation are its simplicity and low cost. However, the disad-vantages outweigh the advantages. The charging efficiency as well as the power harvesting cannot becontrolled and are only optimum at a single supercapacitor voltage. When the supercapacitor is depleted,the power harvested is minimal. Also, charging to the maximum voltage takes a long time. Further, therewill always be a voltage drop over the diode when the solar cell harvests energy, and when the solar celldoes not harvest energy there is always a leakage current. Finally, two regulators to supply the correctvoltages to the remaining sensor node are still needed.
The main advantage of the SPV1050 MPPT module over the diode implementation is that it solves thesetwo problems. The harvesting efficiency is high, up to 84%, and almost independent of the capacitor volt-age. Also, themodule has two built-in LDO regulators at 1.8 V and 3.3 V . Finally, the controlmodule has theability to control the incoming and outgoing power such that minimum energy gets lost when the solar cellis not producing any power, making long term energy storage possible. Overall the design of the controlmodule using the SPV1050 hasmuchmore advantages that outweigh the extra higher price of themodulecompared to the diode implementation. Therefore, the SPV1050 is used as the main energy harvestingcontrol module.
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Chapter 5

Energy Storage
In the previous chapter, the energy module was designed from an energy harvesting perspective. TheSPV1050 was chosen as themain control module of the energy system. In this chapter, the focus is set onfinding the implementation of the energy storage unit, which is used to create continuity of energy supplyto the sensor node. The chapter starts with defining the different types of storage implementations andgoes further into explaining the specifications and choice of the energy storage module. Finally, also theenergy monitoring circuit is designed and simulated.
5.1 Types of energy storage
For the implementation of the energy storage module two types of storage units can be used, which arethe rechargeable battery and the supercapacitor. There are four main types of rechargeable batteriesavailable, which are lead-acid, nickel-cadmium (NiCad), nickel-metal-hydride (NiMH), and lithium-ion (Li-ion) [34]. Batteries have the advantage over supercapacitors that their energy densities are much higher.Also, they can store the energy for longer periods, because of their low leakage current. However, batterieshave a limited amount of charge-discharge cycles. Lithium-ion has the highest cycle life with 2000 cycles,which corresponds to a maximum of five and a half years when it is cycled each day with 80% depth ofdischarge (DoD) [34]. After this time they need to be replaced, and since this conflicts with requirementsG20 and E9, rechargeable batteries are not suitable for this project.
For supercapacitors, three types can be distinguished, which are Electric Double Layer Capacitors (EDLC),pseudocapacitors, and hybrid capacitors. EDLCs are widely available for all kinds of capacitances rangingfrom a few millifarads to thousands of farads and have a cycle life between 50000 and 500000 cycles.A large drawback of the supercapacitors is that they have a high self-discharge rate, so stored energy isinternally dissipated, causing an increase in the overall energy consumption.
Pseudocapacitors and hybrid capacitors are a type of electrochemical capacitors that can store more en-ergy due to the usage of chemical bonds, just as in batteries. Therefore they have properties from bothcapacitors and batteries. They have a higher power density and lower self-discharge rate than capacitors,and they can support higher charge and discharge currents than batteries, as well as a much longer cyclelife of around 50000 cycles [35]. However, pseudocapacitors suffer from having a low capacitance, andtheir performance deteriorates due to faradic redox reactions [36]. Furthermore, they are not readily avail-able on the market.
Hybrid capacitors are more readily available in combination with lithium-ion. However, themaximum ratedvoltage does not exceed 3.8 V for any of the available brands. This is quite low since theminimum voltageof the storage should be 3.3 V for the SPV1050 to power the wireless communication module. Further-more, there is very limited information provided in the datasheets of the hybrid capacitors. Just as in Li-ionbatteries, there is no clearly defined relationship between the energy left in the Li-ion capacitor and thevoltage of this capacitor. Since this information lacks in all datasheets, no accurate estimation can bedone to see if enough energy is available before the voltage drops below 3.3 V , and therefore this storageis disregarded.
5.2 Implementation energy storage
As can be concluded from the previous section, rechargeable batteries are not seen as a viable solution, aswell as pseudocapacitors and hybrid capacitors. An EDLC, on the contrary, can be used with the SPV1050

26



and complies to requirements G7, G20, and E9. The energy storage unit is therefore implemented usingan EDLC. The main drawback of this implementation is that it has a high self-discharge rate. To complywith requirements G11 and E10, an EDLC is chosen such that it can store enough energy tomeet the powerrequirements while taking the large leakage current into account. For supercapacitors generally holds thata larger capacitance can store more energy but have a higher leakage current. Therefore, a trade-off ismade between the size of the supercapacitor and the associated leakage current of the supercapacitor.
To determine the supercapacitor that is used for the implementation of the energy storage module, aset of suitable supercapacitors is chosen and is listed with their properties in Table D.3 in Appendix D.The supercapacitor, when implemented, is connected to the SPV1050. Because of the properties of thismodule, the EDLC can properly operate in the energy range of 3.3 V until 5.3 V . Otherwise, the wirelesscommunication unit can not be powered by the SPV1050. Using this limited voltage range, the usableenergy that can be stored in the supercapacitor is calculated using Equation 5.1.

E =
1

2
C(5.32 − 3.32) (5.1)

To take into account both the rated capacitance and the leakage characteristics of the supercapacitor, theaverage operation time of the supercapacitor is found. This is the time to go from a full 5.3 V EDLC to afunctionally empty 3.3 V EDLC if an average energy consumption of 1.34 mWh is used, as introduced inSection 4.1.1. Also, an additional loss of 0.40mWh is taken into account for the the energy control moduleand the energy level monitoring circuit, see Chapter 5.3. Finally also, the corresponding leakage current ofthe supercapacitors is taken into account. Figure 5.1 indicates the average operation time of the selectedsupercapacitors against their price of investment. The best supercapacitors are present in the top left ofthe figure.

Figure 5.1: Scatter plot of the possible energy storage unit implementations, representing the price against
the estimated time the sensor node can operate under average operation conditionswithout incoming energy
from the energy source.

To make a choice which EDLC is best suited for the implementation of the energy storage unit, require-ments G11 and E10, and the properties of the SPV1050 are of importance. To come to a structured choice,the supercapacitors are assigned a score on different criteria. These scores are provided in Table 5.1 andare explained below.
Rated capacitance

The first importantmeasure is the rated capacitance of the EDLC, which is ameasure of the energy storagecapability of the storage module. As indicated by Equation 5.1, a larger capacitance increases the energythat can be stored at a terminal voltage. To comply with requirements G11 and E10, the energy storagecapacity should be large enough to guarantee the operation of the sensor after 2 days of no incoming
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power. The MAL219691204E3 EDLC has the largest rated capacitance of 90 F and gets the highest score.In contrast, the SCMT22F505PRBA0 and DGH505Q5R5 have rated capacitances of 5 F and end up withthe lowest score.
Leakage current

In addition to the size of the supercapacitor, the leakage current is an important measure. The leakagecurrent of the supercapacitor causes the stored energy to be dissipated over time. Because of this leakagecurrent, additional energy must be produced to overcome the losses, thus a larger storage unit is requiredto comply with requirements G11 and E10. As a result, the leakage current is seen as the most importantcriterion. The 5 F SCMT22F505PRBA0 has the lowest leakage current of 30 µA and therefore gets thehighest score. TheMAL219691204E3, as expected because of its large size, has the largest leakage currentof 500 µA and scores the lowest.
DC ESR

The DC ESR is the equivalent series resistance of the supercapacitor if it is operated in DC conditions.The EDLC can then be seen as if it is a series connection of an ideal EDLC and a resistance. If the DCESR has a large value, a significant part of the energy flowing in or out of the supercapacitor is dissipatedin this resistance in terms of heat. A higher ESR reduces the round trip efficiency of the EDLC, so mustbe chosen as low as possible. However, only currents in the range of microamperes will flow and theeffect of the ESR becomes less dominant. Therefore this criterion is regarded as the least important. TheSCMU33F156SRBA0 has the lowest equivalent series resistance of 50mΩ and gets the highest score. Incontrast, the MAL219691204E3 has with a series resistance of 10 Ω the lowest score.
Price

The price of the supercapacitor is of importance since it must be kept as low as possible to reduce theoverall cost of the system implementation. As the energy storagemodule is quite expensive, it significantlyinfluences the price of the energy harvesting module as a whole. The 5 F DGH505Q5R5 supercapacitor isthe cheapest implementation at the price of €1.95. Therefore, this EDLC gets the highest score. In contrast,the MAL219690102E is much more expensive, at the price of €11.83. As a result, this 90 F supercapacitorgets the lowest score.
Table 5.1: Comparison table of the suitable EDLCs.

SCMT32F755SRBA0 SCMU33F156SRBA0 SCMT22F505PRBA0
Comparison table Weights: Score Weighted Score Weighted Score Weighted
Rated capacitance 7 7 49 8 56 6 42
Leakage current 9 6 54 6 54 8 72
DC ESR 4 8 32 10 40 5 20
Price 5 7 35 5 25 8 40170 175 174

MAL219691204E3 MAL219690102E3 DGH505Q5R5
Comparison table Weights: Score Weighted Score Weighted Score Weighted
Rated capacitance 7 8 56 10 70 6 42
Leakage current 9 5 45 1 9 8 72
DC ESR 4 1 4 4 16 8 32
Price 5 4 20 1 5 9 45125 100 191

As can be concluded from Table 5.1, the DGH505Q5R5 is best suited for the implementation of the energystorage module. This supercapacitor has the best trade-off between energy storage, price, and leakagecurrent, as indicated by Figure 5.1. The supercapacitor is the cheapest option from the selected EDLCsand is able to sustain the average power consumption of the sensor node for 51.6 hours. The functionalenergy storage of the DGH505Q5R5 is 11.94 mWh according to Equation 5.1. The same simulation as inFigure 4.3 is done with the SM500K12L solar cell instead of a 20mWp solar cell. From this simulation isconcluded that the average daily overproduction of the solar cell is 351 mWh, so the supercapacitor canbe easily charged to full capacity. The implementation therefore satisfies requirements G7, G11, G20, E9and E10.
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5.3 Energy level monitoring
For the microcontroller to decide in which mode of operation it must operate, the amount of energy storedin the supercapacitor has to be known. As can be concluded fromEquation 5.2, there is a quadratic relationbetween the terminal voltage across a supercapacitor and energy stored in that capacitor, thus a voltagemonitoring system is designed.

E =
1

2
CV 2 (5.2)

The voltage is measured using an analogue Input/Output (IO) pin of the Microcontroller Unit (MCU) fromthe microcontroller group [5]. This IO pin is connected to an Analog to Digital Converter (ADC) and has aninput voltage range of 0 V up to 1.7 V . Therefore, a voltage divider is implemented to convert the maxi-mum voltage of 5.3 V of the supercapacitor to 1.7 V at the IO pin. Furthermore, to reduce static powerconsumption, the monitoring system is normally disconnected from the supercapacitor and is only con-nected when a voltage measurement is required. This is done by using a control signal from the MCU.
To increase themeasurement accuracy in the range of operation, a Zener diode can be placed between thesupercapacitor and the voltage divider. However, this introduces non-linearities in the measured voltageat the MCU. Further, to reach the Zener voltage drop, a current in the order of milliamperes has to flowwhich results in more power loss. Moreover, the voltage can not be measured if the supercapacitor dropsbelow the Zener voltage. Also, a sufficient accuracy can be obtained without a Zener diode, as explainedin Section 5.3.1. Therefore, a Zener diode is disregarded from the implementation.

5.3.1 Design of energy monitoring circuit
The schematic of the supercapacitor energy monitoring system is shown in Figure 5.2. The resistors R1andR2 form the voltage divider, and the voltage overR2 ismeasured by theMCU, indicated asMCU_level.The voltage VMCU_level is calculated as

VMCU_level =
R2

R1 +R2
VC

where VC is the supercapacitor voltage. To obtain a maximum of 1.7 V atMCU_level, a factor of
R2

R1 +R2
=

1.7

5.3

is required. To limit the power consumption the resistor values should be high, but to limit the effect ofthermal noise of the resistors on the measurements the resistor values should be low. A trade off is madewhich results in a restrictedmaximumcurrent of 40 µA throughR1 andR2. This requires a total resistanceof
Req =

VC,max

Imax
=

5.3

40 · 10−6
= 132.5 kΩ

where Req = R1 +R2. From this follows that
R2 =

1.7

5.3
Req = 42.5 kΩ

and
R1 = (1 − 1.7

5.3
)Req = 90 kΩ

For R1 a value of 91 kΩ is used, and for R2 a value of 43 kΩ is used, since these are the closest commonresistor values. The voltage ofMCU_level is measured using a 12 bit ADC, which results in an accuracyof
δV =

VC ,max

2n+1
=

5.3

213
≈ 646.97 µV

This error is of most importance for the microcontroller to decide if a transmission can be done when thesupercapacitor is almost depleted to 3.3 V . The error in energy level at 3.3 V is
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δE =
C · (V 2

C,3.3V − (VC,3.3V − δV )2)

2 · 3600
=

15(3.32 − (3.3 − 646.97 · 10−6)2)

7200
≈ 8.89 µWh

Since one transmission costs 13.80 µWh, this error is negligible.
An N-channel enhancement mode MOSFET is used as a switch to connect the voltage divider to the su-percapacitor when an energy level measurement is required. The Nexperia BSH105 is chosen for its lowthreshold voltage of 0.57 V , its low leakage current of 50 nA when zero volt is applied to the gate, andits low on-resistance of 1.18 Ω at a gate to source voltage VGS = 1.5 V [37]. The switch is controlled bythe MCU that asserts an IO pin when a measurement is required, shown as MCU_on/off in Figure 5.2.However, the maximum output voltage of such a pin is 1.8 V . Since the maximum source voltage VS ofthe MOSFET is 1.7 V , a VGS of only 0.1 V can be achieved, while to forward bias the MOSFET a VGS of atleast 0.57 V is required. Therefore, a voltage amplifier is used to increase the gate voltage applied to theMOSFET.
When nomeasurement is required the control signal of the MCU should be low. The datasheet of the MCUshows that a maximum of 0.45 V can be present due to noise at the output of the IO pin when it is pulledlow. To prevent amplifying this noise, a diode and resistor are used in front of the amplifier. The diode usedis the 1SS307E from Toshiba, as it is able to block the noise voltage with a current in the nA range [38]. Itis important that this current is low, since this determines the static power drawn from the MCU. Noticethat in order to get the threshold voltage across the diode, this minimal current must flow. The opamp hasan almost infinite input resistance, thus the minimal current is not reached with solely the diode. To solvethis problem a resistance of 100 kΩ is connected between the positive terminal of the opamp and groundand creates a diode current flow of

IR5 =
VMCU_on/off,max − Vf,D1

R5
=

1.8 − 0.61

100 · 103
= 11.90 µA

where VMCU_on/off,max is the maximum output of the IO pin of the MCU, and Vf,D1 is the forward voltagedrop of the diode. This current results to be sufficient for the intended operation of the diode.
The TLV8801 ultra low power operational amplifier from Texas Instruments is used as amplifier. It canoperate at a single supply up to 5.5 V , and has a quiescent current IQ of 450 nA [39]. As the source voltage
VS of theMOSFET can have amaximum voltage of 1.7 V , a gate voltage of at least VG = 0.57+1.7 = 2.27Vis required for the MOSFET to be forward biased. The datasheet of the MOSFET shows that it is maximallyforward biased for a VGS of 1.5 V , and therefore the output of the amplifier should be Vo = 1.5+1.7 = 3.2V .The output voltage for the amplifier in Figure 5.2 is given as

Vo =
R3 +R4

R4
Vin

where VMCU_on/off is the voltage of theMCU_on/off pin of the MCU, and is connected to anode of thediode. A factor of
R3 +R4

R4
=

Vo
VMCU_on/off,max − Vf,D1

=
3.2

1.19

is required to obtain an output Vo of 3.2 V . This implies that
R3 ≈ 1.69 ·R4

To limit the current in the feedback network, the values 845 kΩ and 500 kΩ are used for R3 and R4 re-spectively, which results in a maximum current of
Ifb,max =

Vo,max

R3 +R4
≈ 2.38 µA

which is 16.8 times smaller than the maximum current flowing through the voltage divider. As a conse-quence, the power consumption of the opamp low and equal to
Popamp = (IQ + Ifb,max)VC,max = 15.0 µWh
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Figure 5.2: Schematic of the implementation of the supercapacitor energy monitoring system.

5.3.2 Verification of energy monitoring circuit
Now that design of the energy level monitoring circuit has been explained, the focus is set on the verifica-tion of the implementation. This verification is donewith anOrcad-PSpice simulation, using the componentlibraries of the Nexperia BSH105, Toshiba 1SS307E and Texas Instruments TLV8801. These libraries helpto create an application-specific and accurate simulation of the circuit. The full simulation setup and re-sults are further discussed in Appendix E.3.
The result of the PSpice simulation is provided in Figure 5.3. This figure shows the simulated output sig-nal of the energy monitoring circuit that is measured at the input of the ADC of the MCU. The output isplotted as a function of the supercapacitor voltage in the range of 2.2 V to 5.4 V , for the cases that the
MCU_on/off is set low or high, 0.00 V and 1.80 V respectively. When MCU_on/off is set at 1.8 V ,the graph clearly shows the linear relationship between the supercapacitor voltage and the VMCU_level asintended in Equation 5.3.1. If VC = 2.2 V this results in a simulated VMCU_level = 0.71 V , and if VC = 5.3 Vthis results in a simulated VMCU_level = 1.70 V , both fully satisfy the intended relation. In contrast, when
MCU_on/off is set at 0.0 V , the graph shows no relationship between the supercapacitor voltage andthe VMCU_level. This is because the MOSFET is shut off, causing almost no current to flow through theresistor divider, and therefore power is saved. The potential measured at theMCU_level pin is constantat 33mV .

Figure 5.3: Plot of the simulated output MCU_level of the energy monitoring circuit as a function of the
supercapacitor voltage whenMCU_on/off is set low (0.00 V ) and high (1.80 V ).
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From the extended simulation provided in Appendix E.3 can be concluded that the whole design performsas intended. The quiescent current, when MCU_on/off is set at 0.0 V , is maximum 0.51 µA for theopamp and 0.76 µA for the MOSFET. Similarly, the operation current whenMCU_on/off is set at 1.8 V ismaximum 2.88 µA for the opamp, 11.87 µA for the MCU, and 39.47 µA for the MOSFET. These maximumoperation and quiescent current do occur when the supercapacitor is fully charged and are approximatelysimilar to the theoretical values calculated in Section 5.3.1.
To make an estimation of the energy consumption of the energy monitoring circuit, an estimate of themeasurement time is needed. Because of the capacitive behaviour of the gate of the MOSFET and theterminals of the opamp, the current flow through the MOSFET is not instantaneous. To determine therequired time to complete a measurement, a transient simulation is done for the monitoring circuit. Theresult of the simulation is provided in Figure 5.4. This figure shows the input voltage VMCU_on/off , whichramps from 0.0 V to 1.8 V at 1ms, and the corresponding output voltage VMCU_level as a function of time.

Figure 5.4: Time domain plot of the output of the energy monitoring circuit when the MCU_on/off is set
high, 1.8 V , at 1 ms and the supercapacitor voltage is fixed at 5.3 V .

From the figure can be concluded that the transient time required for the VMCU_level to stabilise is 3.0ms.This simulation was done using the worst-case supercapacitor voltage of 5.3 V , decreasing this voltagecauses the delay time to drop below 3.0 ms. After the measurement is done, the VMCU_level must alsostabilise back to 0.0 V , which takes again 3.0 ms, therefore the total estimated time period needed forthe measurement is approximately 8.0ms, in which 6.0ms are needed for the setup and shutdown of thesystem and 2.0ms are available for the ADC to measure the voltage. During these 8.0ms, the maximumoperation current drawn from the supercapacitor is 42.35 µA, and the maximum current drawn from the
MCU_on/off is 11.87 µA. When the energy level is not measured the quiescent current drawn from thesupercapacitor is 1.27 µA. Thus, the total daily energy consumption is estimated at a worst-case of

E = active_power · time_measurement · amount_of_measurements+ quiescent_power · 24hours

= (42.35µA · 5.3V + 11.87µA · 1.8V ) · 8.0 · 10−3

3600
· (24h · 12measurements/h) + (1.27µA · 5.3V ) · 24h = 0.162mWh

So the designed energy monitoring circuit as given in Figure 5.2 performs as intended and has a worst-case daily energy consumption of 0.162mWh. Note that this estimate is a worst-case estimation, in whichthe highest frequency of energy level monitoring is used and the supercapacitor voltage is at its highestvoltage of 5.3 V .
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Chapter 6

Complete system implementation
The previous chapters each elaborated on the design and implementation of parts of the energy harvestingand control module. Now that these individual components are known, this chapter further elaborateson the implementation of the complete system. Also, when implemented, the energy control module issimulated to verify its operation. Finally, this chapter concludes the full system verification in the form ofa reliability analysis based on the past 10 years of temperature and solar irradiance data.
6.1 Energy control module implementation
As wasmentioned in Chapter 4, the energy harvestingmodule is implemented using the SM500K12L solarcell as themain energy source. This solar cell is then connected to the SPV1050, which serves as themaincontrol unit. This control unit takes care of themaximisation of the energy harvesting efficiency of the solarcell, provides charging control of the supercapacitor, gives two stable outputs, and has a low quiescent andoperation power consumption. The SPV1050 is connected to the solar cell, supercapacitor, microcontrollerand wireless communication module.
6.1.1 Design of energy control module
Figure 6.1 shows the implementation of the SPV1050, where it is connected to the remaining componentsvia the indicated arrows. For proper implementation of the SPV1050, the correct component values mustbe chosen for the resistors R1 −R6, capacitors C1 − C5, and inductor L1.

Figure 6.1: This figure shows the implementation of the SPV1050 as the energy control module when it is
connected to the solar cell, supercapacitor, microcontroller and wireless communication module.
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First, the values of the resistorsR1,R2 andR3 are chosen. These values are determinedby using Equations6.1, 6.2 and 6.3 which are provided in the datasheet of the SPV1050 [32].
10MΩ ≤ R1 +R2 +R3 ≤ 20MΩ (6.1)

R2 +R3 ≤ (R1 +R2 +R3) ·
VUV P (min)

VOC
(6.2)

MPPRatio =
R3

R2 +R3
(6.3)

These resistances are used by the SPV1050 to fix the MPP voltage of the solar cell. As was mentioned inSection 4.2, the voltage at which maximum power is delivered by the solar cell is variable between 6.4 Vand 7.0 V , depending on the irradiance. The MPP voltage can therefore be defined as a ratio of the opencircuit voltage,MPPRatio, which according to the datasheet is 6.7/8.29 = 0.81. The MPPT module of theSPV1050 finds the MPP voltage by sampling the open circuit voltage of the solar cell and multiplying itby theMPPRatio. The SPV1050 puts this MPP voltage across the terminals of the solar cell. Initially, theresistors sum of R1, R2 and R3 was set at 18 MΩ to comply with Equation 6.1. However, during simu-lation was found that these values were too high as the voltages at MPP and MPP _SET did not fullystabilise during an open circuit sampling, causing them to be sampled too low which resulted in a too lowMPP voltage. So the sum of R1, R2 and R3 was set at 12 MΩ, in which R1 = 9.5 MΩ, R2 = 500 kΩand R3 = 2 MΩ, fully satisfying Equations 6.1, 6.2 and 6.3. With these values the voltages at MPP and
MPP _SET stabilised, and theMPPRatio is set at 80% of the open circuit voltage.
Next, the values of capacitors C1 and C2 are chosen. Capacitor C2 is set at 10 nF as indicated in thedatasheet [32]. Capacitor C1 is chosen such that it meets the inequality set by Equation 6.4, in which T1is the time constant of C1 and the equivalent resistance of the solar cell REQ, which is given by Equation6.5.

C1 ≤ T1
REQ

(6.4)
REQ =

VOC − VMPP

IMPP
(6.5)

This time constant needs to be less than one fifth of the 400 ms sampling period of the SPV1050. Fromthis follows that C1 must be lower than 996 µF . C1 is set at 4.7µF as advised in the datasheet, whichmeets the inequality.
Similar to the way resistors R1-R3 control the MPPT module, resistors R4-R6 are used to control thecharging of the supercapacitor. The SPV1050 has an undervoltage protection (UVP), VUV P , that limits theusage of the supercapacitor when its terminal voltage drops below this level. The VUV P is set at its lowestpossible value of 2.2 V , since there is no lower limit imposed by the supercapacitor, so maximum storagerange can be used. Similarly, the SPV1050 also has an end-of-charge voltage VEOC which is set at thehighest value of 5.3 V . Both VUV P and VEOC are obtained by again using a voltage divider. To find thevalues of R4-R6 at first the sum of the three resistors is set at 18MΩ such that it meets the requirementgiven in Equation 6.6 [32].

10MΩ ≤ R4 +R5 +R6 ≤ 20MΩ (6.6)
Next, by using Equations 6.7 and 6.8 provided in the datasheet [32], the resistor values are calculated to be
R4 = 7.9MΩ, R5 = 5.9MΩ and R6 = 4.2MΩ, to meet the desired values of VUV P and VEOC .

(R5 +R6) = (R4 +R5 +R6) · 1.23

VUV P
(6.7)

R6 = (R4 +R5 +R6) · 1.23

VEOC
(6.8)

Finally, capacitancesC3,C4 andC5 are chosen to be 47 µF , 100 nF and 100 nF respectively, as is advisedin the datasheet of the SPV1050 buck-boost implementation [40].
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6.1.2 Verification of energy control module
The implementation of the SPV1050, shown in Figure 6.1, is simulated in Orcad-PSpice to verify the designusing the component library provided by STmicroelectronincs [32]. The full simulation setup and plots ofthe results are shown in Appendix E.4. The simulation is done for two cases. The first one is for the casewhere the supercapacitor is initially completely discharged, so it has a voltage of 0 V , and the SPV1050starts operating in startup mode. The second one is for the case the supercapacitor has a voltage of 4 V ,and the SPV1050 starts operating in normal operation mode. In both cases, the simulation shows consis-tent results.
The open-circuit voltage is measured to be 8.29 V and the MPP voltage is kept at 6.57 V , which gives a
MPPRatio of 6.57/8.29 = 0.793. The accuracy of the MPP voltage applied to the solar cell by the SPV1050is at least 95% [32], thus the minimum allowableMPPRatio is 0.95 · 0.8 = 0.760. Therefore, theMPPRatiois correct. Further, capacitor C1 is chosen correctly as the measured Voc during sampling equals 8.29 V ,which is the open-circuit voltage of the solar cell. This indicates that the time constant T1 is small enoughto obtain correct MPPT measurements. The measured end of charge voltage VEOC equals 5.26 V . Thedatasheet shows that it has an accuracy of -1% due to hysteresis, and with the designed 5.27 V this resultsin a lower limit VEOC,min of 0.99 · 5.27 = 5.22V . Therefore it can be concluded that VEOC value is correct.Further, the measured under-voltage protection VUV P equals 2.20 V , which is precisely the desired value.From these simulation results and the results provided in Appendix E.4 can be concluded that the SPV1050as the main control unit of the energy harvesting module is implemented correctly.
6.2 Complete system reliability analysis
With the implementation of the SPV1050 as discussed in the previous section, the full energy harvestingand control system has been implemented. In this section, a complete system reliability analysis is doneto verify the long term operation of the implemented energy system. The simulation is created based onthe top-level power breakdown of the system that is provided in Appendix A.3.
The complete system reliability simulation is an evolved version of the simulation done in Section 4.1.1,were the daily energy harvested by a solar cell was calculated based on the solar irradiance data. Thecomplete system reliability analysis calculates the amount of energy stored in the supercapacitor as afunction of time, given the incident irradiance, temperature, and power consumption of the system. Thesimulation makes use of hourly temperature and solar irradiance data from February till June in the years2009-2019 at station 269 Lelystad [26]. Furthermore, it is based on several assumptions, including as-sumptions A1 and A2 as explained in Section 4.1.1, as well as the following assumptions:
A4. The incident irradiance and temperature are assumed to vary linearly between the hourly datapoints.A5. The conversion efficiency of the SPV1050 is estimated to be constant at 84% and is independentof the solar irradiance or the supercapacitor voltage level.A6. The sensor node operates in normal operation mode, as explained in Appendix A.2, where eachenergy level measurement takes 8 ms, as explained in Section 5.3.2. This mode is used unlessthe supercapacitor voltage drops below 3.3 V , then no transmissions are done until the superca-pacitor voltage rises above 3.3 V again.

The two LDOs of the SPV1050 provide a constant 1.8 V and 3.3 V at the output. An LDO generates anoutput voltage by using a controlled variable resistor and so internally dissipates energy. The efficiency ofconversion is given by Equation 6.9. Especially for the 1.8 V LDO this efficiency can be quite low, down to34%. To solve this problem several solutions are provided in Section 7.2
η =

VLDO

VSupercapacitor
(6.9)

The result of the reliability simulation is given in Figure 6.2a. This figure shows the energy level of the super-capacitor as a function of time for week 6 in 2009. The simulation is made using the weather data of thatweek, which is provided in Figure 6.2b. At midnight, time = 0 h, the capacitor is for 80% charged and startslosing energy rapidly due to the leakage of the supercapacitor and the highmeasurement frequency, whichis needed because of the low temperature. At time = 7 h the incoming solar irradiance starts to increase
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and the supercapacitor quickly charges up to its maximum of 11.94 mWh. This continues up to time =16 h, then the energy consumption of the sensor node becomes higher than the energy harvested by thesolar cell, and the energy stored in the supercapacitor starts to decrease. This cycle continues every day.The figure also indicates that the effect of a low-temperature day is significant on the energy consump-tion. When the temperature gets close to the critical temperature of 0 °C the sensor node increases themeasurement frequency, resulting in a larger energy consumption. In this week, the difference in lowestenergy storage level between a cold day like day 2 and relatively warm day like day 6 is 2.81 mWh. Thesame analysis for the supercapacitor being initially 0% charged is provided in Appendix E.5.

(a) This figure shows the energy level of the supercapacitor
as a function of time.

(b) This figure shows the temperature and solar irradiance
of week 6 in 2009.

Figure 6.2: The amount of energy stored in the supercapacitor, the temperature, and solar irradiance as a
function of time using the designed energy harvesting and control module. The graphs are based on week
6 in 2009, and uses an initially 80% charged supercapacitor.

In addition to executing the complete system reliability analysis for a weekly period, the simulation is alsodone for the months February till June in the years 2009-2019. The result of this simulation is given inFigure 6.3. This figure shows a histogram indicating the minimal energy level in the supercapacitor thatwas reached during a day. This minimum energy level usually occurs just before sunrise and is on average9.07 mWh. The lowest minimal energy of the supercapacitor that occurred in these 10 years of springdata is 5.45mWh. This worst case is further evaluated in Appendix E.5.

Figure 6.3: This figure shows a histogram of the daily minimum energy level of the supercapacitor. The
simulation is based on February till June for 2009 up to 2019.

So from the complete system reliability simulation can be concluded that the implemented energy har-vesting and control module performs as intended. According to the past 10 years of spring data, no lossof operation would occur, even if days occur where almost no ambient solar energy is present and temper-atures are below the critical temperature. The energy harvesting and storage are therefore large enoughto sustain all energy consumption of the sensor while it is performing its intended operation.
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Chapter 7

Conclusion and Future Work
7.1 Conclusion
The Autonomous Temperature Sensor for Smart Agriculture project focuses on the acquisition of the 3Dtemperature profile of a fruit orchard. The main goal of the energy harvesting and control group is to de-sign and implement an energy module that can sustain all energy needs of the sensor nodes. Since thesensor nodes must be able to locally harvest their consumed energy, an energy module is implementedthat harvests the energy from an ambient energy source, controls the flow of power, stores the energy,and provides the energy level of the storage to the MCU. This implementation results in a durable and costeffective solution that guarantees a high continuity of operation.
The first design step concludes the choice of ambient energy source. From the four possible ambientenergy sources, solar energy was found the most suitable. Simulations of the power density of RF energyshowed that it is not able to sustain the minimal power requirements of the sensor nodes. For wind en-ergy, the harvesting techniques were found not reliable enough to guarantee an operation time of 20 years.Due to the lack of significant temperature differences, thermal energy is not considered applicable. On thecontrary, simulations showed that abundant energy can be harvested using solar energy. The solar cellused is the SM500K12L from IXYS. The second design step concludes the control module used for thesolar cell. The choice between a diode implementation and a complex MPPT module is made. The MPPTmodule is chosen over the diode implementation, because the charging efficiency as well as the harvestedpower cannot be controlled using the diode implementation, and are both minimal when the supercapaci-tor is depleted. Moreover, the MPPTmodule that is used, the SPV1050, has two LDOs at the correct outputvoltages to supply power to the wireless communication module, the MCU and temperature sensors. Thethird design step was to consider the energy storage module. Several implementations of energy storagewere taken into account from which the EDLC was concluded the best. Although the supercapacitor hasa high leakage, it excels in long term reliability, thereby is better than the alternatives. The chosen storagemodule is the DGH505Q5R5, a 5 F EDLC with a maximum leakage current of 30 µA. Directly connected tothe supercapacitor is the energy level monitoring, a circuit that uses a smart implementation of a voltagedivider to guarantee high accuracy while sustaining low static energy consumption. The MCU can fullycontrol the monitoring circuit, and measures the energy level using a 12bit ADC.
The implemented energy harvesting and control module was simulated to find that it sustains all powerand system demands, thereby complying with the requirements. Regarding the simulations results, eachjustified the design choices and therefore conclude a correct and applicable implementation of themodule.
7.2 Future work
The SPV1050 distributes power to the sensor node using two LDOs. But as was concluded in Section 6.2,the efficiency of these LDOs is quite low. For the 1.8 V and 3.3 V LDO, a worst case conversion efficiencyof 34% and 63% can be achieved respectively. This significantly increases the energy consumption of theSPV1050. Despite the fact that this did not result in a discontinuity of power supply, improvements canbe made on the output characteristic of the module. Two design changes are proposed that may improvethe efficiency of the energy control module, as well as the voltage range of the supercapacitor that can beused.

• Using the current design as a starting point, it is possible to connect two switched-mode DC-DCconverters to the STORE output pin of the SPV1050 to power the other modules, instead of usingthe LDOs. The efficiencies of these converters usually range up to 93%. This conversion efficiency is
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much higher than the one obtained when using the built-in LDO regulators and is independent of thesupercapacitor voltage. Most of the modules also have an on/off pin such that the converter can beswitched off when no power is needed. This can be the case for the wireless communication unit,but more research and redesign must be conducted to verify if the module can be switched off tosave quiescent power. It is proposed to use the Ablic S-85S0A DC-DC step down switching regulator,which has a conversion efficiency of 90.5% and the option to be shut off. It has a quiescent currentof 260 nA during operation and a quiescent current of 1 nA in shut off mode. This regulator can beused for both themicrocontroller andwireless communicationmodule by choosing the S-85S0AB18-I6T1U version for the 1.8 V and the S-85S0AB33-I6T1U version for the 3.3 V . An alternative is to usea buck-boost converter as the 3.3 V DC-DC converter. This increases the usable energy stored inthe supercapacitor by 35%, which may result in the possibility to use a smaller supercapacitor. It isproposed to use the LTC3130 fromLinear Technologies, as it has an efficiency of 95%and a quiescentcurrent of 1.6 µA. This component should not be used for the 1.8 V . The S-85S0A is still a betterchoice, as it has a lower quiescent current. Moreover, the supercapacitor gets disconnected fromthe STORE pin when it decreases to 2.2 V , so no extension of the usable energy stored can beobtained.
• When using a completely different approach, the Texas Instruments BQ25570 can be used as themain control module of the solar cell. Even-though, in Section 4.2, this component is not consideredas the best implementation of the control module, it might be a good solution for further develop-ment. Due to some late occurring design-changes in the autonomous temperature sensor for smartagriculture project, it might be better to use the BQ25570. This module, according to its specifica-tions, has an input conversion efficiency of up to 93%, a leakage current of 488 nA and an outputefficiency of up to 93%. This high output efficiency results from a buck converter implementationthat is used as the output rather than an inefficient LDO implementation. Also, to create the secondoutput, an external DC-DC converter is required. From the mentioned specifications follows that theBQ25570 could be more efficient than the SPV1050. However, it should be noted that as a result ofthe low input voltage range a significant change in solar cell is needed. Also concluded from section6.2, the EDLC is often fully charged which results in the open circuit voltage to be across the inputof the control module. The open circuit voltage can, under some conditions, exceed the datasheetvalue. Proper care should be taken to not overload the input of the BQ25570, which is not a prob-lem when using the SPV1050. Because of the current restrictions no physical measurements couldbe done, and in addition there was not enough time. Both restricted our ability to fully analyse andreview the BQ25570 as a real design option.

In addition to these design changes, an important aspect for future work would be to verify the implemen-tation of the energy harvesting and control module by physically measuring the implemented circuit. Thiscould not be done because of the current restrictions. Besides, long term operational testing should bedone to verify the continuity and justify the storage choices.
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Appendix A

The top-level system
A.1 Top-level system implementation
Before the three subsystems are designed, the implementation of the entire system is considered. Thegoal of the implementation is such that it fits the requirements of the entire system and that each subsys-tem can comply with their own requirements. When all these requirements are met, aspects that have tobe reduced are manufacturing cost, deployment cost and maintenance cost. Furthermore durability hasto be taken into consideration. To prevent confusion, a single node is defined as a subsystem with onewireless communication module, one microcontroller and one energy harvesting module. The possibleimplementations of the system that were considered to fit into the requirements of the system are thefollowing:

• Tree multi node: An implementation where each single node has one temperature sensor. As aresult a tree contains 5 separate nodes all on one tree. These multiple nodes are placed at differentheights in the tree. This is a multi node implementation in a tree.
• Tree single node: A system where each node consists of a single MCU, wireless communicationmodule and energy harvester, while multiple temperature sensors are connected to this single MCU.All sensors are placed in a tree at different heights.
• Pole multi node: A system where each node contains a single temperature sensor. Multiple nodesare placed on different heights on a pole.
• Pole single node: A systemwhere each node hasmultiple connected temperature sensors and eachnode is integrated on a pole with the sensors at different heights.

To come to a design decision each option is weighted in the sections below. Based on this weight and theimportance of each aspect an end decision is made which implementation is ultimately chosen.
Power consumption

The main power consumer is the wireless communication module. In a single node implementation, fourwireless communication modules and MCUs are spared and thus this implementation is more preferableover a multi node implementation. The power consumption does not differ between a pole or tree imple-mentation.
Cost

By implementing a single node structure, four wireless communicationmodules, fourmicrocontrollers andfour energy harvesting modules are spared compared to a multi node structure. This gives a single nodestructure more advantages. The purchase of a pole gives a tree implementation preference compared tothe pole implementation, although this can be offset by the lower installation cost.
Durability

Durability assesses the life time of the system. A pole implementation is considered more durable thana tree implementation, since it has a more robust structure than the more fragile branches of a tree. Forthe pole implementation, it is difficult to assess whether a multi node or a single node implementationis better. However, in a single node implementation, less components are used and thus the chance ofcomponent failure is lower. On the other hand, in a single node implementation, temperature sensors areconnected by wire and it depends on the type of integration whether this can have a signification negativeimpact on the device its lifetime.
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Deployment

The deployment of the system assesses how easily the system can be installed. A significant advantageof a pole implementation is that it can be prefabricated and quickly installed by only planting the pole. Forthe tree, on-site installation has to be performed which can be quite labor intensive, since sensors have tobe installed on a certain height. Regarding a multi node or single node solution, the only main difference isthe wiring which comes with a single node system. This is concerned to be more dramatical in a tree thanon a pole, since wiring of prefabricated poles can be implemented more easily.
Placement consistency

The consistency of the system assesses how uniform the heights of the sensors are for each of thetrees/poles. For an implementation with a pole the distance between sensors can easily be made veryconsistent, whereas for the implementation in a tree, heights can be slightly different due to the fact thattrees have different shapes. For this factor it does not matter whether a single-node or multi-node imple-mentation is chosen.
Efficiency

The efficiency of the system describes how efficient the system can harvest energy and transmit signals.For a pole implementation with the antenna on top, the transmitted signal likely comes across less obsta-cles. Also with the solar panel on top of a pole instead of on a tree, the panel will receive a lot more solarenergy due to the fact that there is less shadow from the tree itself. The difference between a multi-nodeimplementation and single-node implementation also implies a difference in signal transmission- and en-ergy harvesting efficiency. In the multi-node case, the solar panels are positioned on different heights.The nodes that are positioned higher will likely receive more solar radiation than lower positioned nodes.Furthermore transmitted signal from the nodes that are positioned lower will likely come across moreobstacles.
Flexibility

The flexibility of the system describes the ease of changing the amount of sensors at a location. For amulti node pole implementation, the amount of sensors is changed with more ease than for a single nodeimplementation. This is because, for a single node implementation, a sensor should be added or removedfrom theMCU, while for amulti node implementation only a completemodule should be placed or removedwithout the need of connecting or disconnecting wires. The same holds for a tree implementation.
Maintainability

An important measure for designing a system is minimising the cost of maintenance after the system hasbeen designed to reduce further costs and time. To maintain the system where each node has a singlesensor greatly increases the amount of hardware that can fail and needs to be maintained. The time ittakes to replace a node can be neglected in the comparison between multi and single node as it will havemuch less influence on the total maintenance cost then the total amount of hardware failures. To comparethe tree and pole solution it comes to the same comparison as with deployment namely disassemblingthe node and installing it again.
Expandability

By implementing a single-node structure, more nodes can be added before the communication systemgets saturated. This because of the limitation in the amount of wireless communication nodes that canbe used for a certain gateway. By implementing a multi-node structure, the maximum amount of nodesgets reached more easily, and so the size of the sensor network becomes more limited.

43



Table A.1: Decision matrix for a tree or pole and multi- or single node implementation

Tree multi node Tree single node Pole multi node Pole single node
Criterion Weight Score Weighted Score Weighted Score Weighted Score Weighted
Power consumption 5 3 15 10 50 3 15 10 50
Cost 7 6 42 10 70 5 35 9 63
Durability 9 4 36 3 27 9 81 8 72
Deployment 2 4 8 3 6 10 20 10 20
Placement consistency 2 6 12 6 12 10 20 10 20
Efficiency 5 1 5 5 25 3 15 10 50
Flexibility 3 8 24 2 6 8 24 2 6
Maintainablity 7 1 7 8 56 2 14 9 63
Expandability 2 2 4 10 20 2 4 10 20153 272 228 364

Final decision

From Table A.1, it clear that, with a score of 364, a single node pole implementation is the best option forthis application. The sub-modules in this project are designed according to this specific implementation.Also, resulting from the restricted energy consumption of the microcontroller group, the pole is set to havea maximum length of 3.0m. This decision is justified further in their thesis [5]
A.2 Measurement operation
In order to determine the total amount of energy that is used by the sensor node, the operation of themeasurement system is of importance. As is mentioned in the thesis of the microcontroller group [5], themeasurement system hasmultiple modes of operation. These different modes are activated based on theenergy level in the storage unit and external instructions from the base station. The normal, non-energysaving, operationmode is presented in Figure A.1. This figure shows the operationmode that is most oftenused, in which at least every half hour a measurement is done and the result is transmitted to the basestation. In the case that the measured temperature gets close to the critical temperature of the fruit, thetime between measurements is linearly decreased until a minimal interval of 5-minutes is reached. But,because the wireless communicationmodule has a specific timeslot of transmission, the sensor node canonly send its data at the possible transmission timeslots, which are at 5, 10, 15, 20 or 30 minutes [6]. Thetime at which is transmitted is always rounded down to one of these timeslots.For the energy requirements calculations used by the energy harvesting unit, the critical temperature is putat 0 °C. The reason being that the system should be used for all kinds of fruit and so the critical tempera-ture must be set relatively high. According to Murray (2011), there is a 10% decrease in fruit harvest if thefruit trees are exposed to -2.2 °C temperature for 30 minutes [41]. Therefore, to be sure that none of thefruit flower buds can be destroyed, the worst case of 0 °C is chosen.
In Figure A.1 a measure of 8.3 degrees is used as a reference for the maximum hourly change in tem-perature. This measure was found by analysing the temperature data of the past 10 years, looking at themaximum hourly decrease in temperature that resulted in the newest temperature being below zero. Thedata was obtained in the time period from February 2009 till June 2019 [26].
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Figure A.1: Flowchart of the measurement system in case of normal operation, when no energy saving is
active.

A.3 Top-level power breakdown
As is mentioned in Section 1.1, the autonomous temperature senor network consists of sensor nodes thatare composted of a wireless communication module, microcontroller, multiple temperature sensors, andan energy harvesting module. Each of these components need energy to perform their operation. A fullpower breakdown is given in the table below, declaring the energy consumption of each of the individualcomponents. For more information about the origin of the values for the wireless communication modulesee [6], and for the microcontroller and temperature sensor see [5].
Component Value Notes
Wireless communication module (RN2483)Quiescent power 5.28 µW When in sleep modeEnergy consumption per transmission 13.80 µWh Each transmission in worst case, scenario 4 SF10Peak current 36.5mA During transmissionOperation voltage 3.3 V
Microcontroller (STM32L151CBT6TR)Average power 2.406 µW Sleep mode, active mode and I2C combinedPeak current 7.8mA In case of full functional usage and I2C in useOperation voltage 1.8 V
Temperature sensor (AS6212)Average power 0.18 µW Sleep mode and active mode combinedPeak current 22.9 µA During measurementOperation voltage 1.8 V
Energy controller (SPV1050)Static power when on 11.18 µW With average storage voltage of 4.3 VStatic power when off 4.8 nW With average storage voltage of 4.3 VConversion efficiency 84% When operating in buck boost mode
Energy monitoring circuitQuiescent power 5.46 µW When the voltage is not monitoredOperation power 203.47µW During monitoring operation
Supercapacitor (DGH505Q5R5)Leakage current 30 µA Worst case leakage
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Appendix B

Background theory on types of ambient
energy sources

This section provides background information on the ambient energy sources that can be used to powerthe wireless sensor nodes, together with the harvesters that are considered.
B.1 Solar energy
The first type of ambient energy source that can be used to power the sensors is solar energy. One of thebiggest sources of energy on earth is the sun. The sun provides energy to the earth via electromagneticradiation which can be harvested in various ways. In this section, the focus is put on the direct (primary)harvesting of electromagnetic solar radiation using PV cells. Later in this appendix, the secondary andtertiary solar energy sources are discussed in the form of wind energy and kinetic energy of the branches,respectively.

B.1.1 PV cell operation
The sun, because of its high temperature, radiates electromagnetic waves in all directions. Some of whichpenetrate through the atmosphere of the earth. These waves can also be seen as photons, the elementaryparticle representation of the wave. Each photon contains a discrete amount of energy depending on thefrequency of the wave. This energy can be calculated by using the formula provided in Equation B.1. Inthis equation λ is the wavelength in meters, c is the speed of light (2.998 ∗ 108m/s) and h is the Planckconstant.

E =
h ∗ c
λ

(B.1)
For some specific frequencies, the photon energy can be harvested and converted into electrical energy.This conversion is done by using photovoltaic cells. A photovoltaic cell or PV cell is a device that canconvert the incoming electromagnetic radiation into electrical energy. This effect, also known as the pho-tovoltaic effect, operates on specific light frequencies depending on thematerial properties of the PV struc-ture. The PV cell consists of 2 types of semiconductor material, n-type and p-type, which are doped withdonor and acceptor impurities respectively. When the photons that are incident upon a PV cell have a highenough photon energy, this energy can be absorbed by the semiconductor and as a result, a small excesscharge is created on the terminals. If the PV cell is now connected to a load, the charge will flow and poweris delivered to that load.
To deliver maximum power, the I-V characteristic of the PV cell is used. The formula for a general PV cellis provided in Equation B.2. In this equation Vpv and Ipv are the voltage across and current through thePV cell respectively, Isat is the reverse saturation current of the pn junction and Il is the light generatedcurrent [30]. From this equation, the maximum power can be determined using numerical approximationtechniques and can be implemented using maximum power point tracking (MPPT) hardware.

Ipv = Il − Isat(e
q

A∗k∗T (Vpv+Ipv∗Rs) − 1) (B.2)
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B.1.2 PV cell placement
To obtain the most amount of energy from a solar cell, the orientation with respect to the sun is of greatimportance. The PV cell should be oriented such that most of the incoming radiation incidents tangentiallyupon the surface. In the Netherlands the optimal placement of a solar cell is obtained at an elevation angleof 38°, the angle with respect to the horizon, and facing to the south at an azimuth angle of 182°. Thisplacements is around 19% more efficient than a placement at an elevation angle of 0° [42]. In order toquantify the amount of incoming radiation, often solar time is used. The solar time is measured as theamount of hours of full solar power (1000 W/m2 incoming radiation). In the Netherlands the amount ofsolar time in the summer is 4-5 hours whereas in the winter there this is only one hour. On average overthe full year the Netherlands has 2.7 solar hours per day [14].
B.2 RF energy
RF energy harvesting is a specific type of wireless energy transfer, namely the far-field type. The other type,near field, is based on electric or magnetic induction, or magnetic resonance [43]. However, this type ofenergy harvesting requires a source to be within a fewmeters of the harvester. Since these are not presentin the orchard nor practical to implement for a wireless sensor network, this type is disregarded.
An RF energy harvester utilises one or more antennas to collect ambient electromagnetic waves presentin the air. The harvester also uses a rectifying circuit, which is needed because electromagnetic wavesare time-varying field and therefore creates time-varying voltages at the antenna. In contrast, the load andenergy storage unit require a DC input, so a rectifying operation is required. The electromagnetic wavesoriginate from both natural and human-made sources. One of the natural sources is cosmic radiation fromouter space, which is always present. Examples of human-made RF sources are wireless television broad-casting towers, radio towers, WiFi networks and cellular networks. Ambient RF power density is, therefore,higher in urban regions.
In order to relate the received power at the harvester to the transmitted power at the transmitter, Friis’transmission equation is used. Friis’ equation is given in Equation B.3.

Pr = Pt ·Gt ·Gr · (
λ

4πR
)2 (B.3)

In this equation Pt is the transmitted power, Gt is the gain of the transmitting antenna, and Gr is the gainof the receiving antenna. The last term is the free-space loss, which depends on the wavelength λ anddistance R. The energy that can be harvested depends on the efficiency of the antenna with the rectifyingcircuit and is equal to:
Ph = η · Pr (B.4)

Where η is the total efficiency of the antenna and rectifying circuit. The energy received can only be con-trolled by properly designing the receiving antenna gain, the efficiency of the antenna and the rectifyingcircuit. Since all other parameters are determined by the transmitting source they cannot be controlled.
The choice of the frequency band that is used to harvest RF energy is very important. This outcome differsper location and depends on which frequency bands are used for the transmission of electromagneticwaves, as well as distances to the transmission sources [44] [45]. Previous work has shown that it ispossible to use RF energy as the only energy source to supply power to remote loads. Vyas [46] andParks [21] have shown that a sensor node is powered from a digital TV signal in a frequency range of 500
MHz - 600MHz, at a distance of 6.3 km and 10.4 km respectively.
B.3 Wind energy
The third type of ambient energy source that can be used to power the sensor nodes is wind energy. Windenergy is a type of kinetic energy that is indirectly related to solar energy. Due to uneven heating of thesurface of the earth by the sun, a gradient of air temperature is created, and thereby also a gradient in airpressure. The air in high-pressure areas moves towards low-pressure areas, by which wind is created [47].
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The kinetic energy of thewind can be harvested in several differentways, including harvestingwith turbines,aeroelastic flutter generators and piezoelectric energy harvesters.
B.3.1 Wind turbine
In most wind energy harvesting applications, the kinetic energy from wind is harvested directly using aturbine. The wind turbine converts the kinetic energy of the wind into rotational energy of the blades andshaft by spinning the blades of the turbine. The turbine itself is connected to an electric generator, whichconverts the rotational energy of the turbine into electrical energy. The amount of power that can be gen-erated using a turbine can be expressed by Equation B.5, in which A equals the area of the circle that istraced by the blades of the turbine in m2, ρ the density of air in kg/m3, v the velocity of the wind in m/s,and Cp = Ptur

Pwind
is the power coefficient. The power coefficient is the ratio of the power harvested to thetotal incoming wind power [48]. The theoretical limit of Cp is around 16/27 ≈ 0.59.

Ptur = Cp
E

t
= Cp

1
2mv

2

t
= Cp

1
2 (Avtρ)v2

t
=

1

2
CpAρv

3 (B.5)
From this equation can be concluded that power that can be harvested is cubic related to the wind speed.Since the wind speed is generally not constant, the amount of harvested power varies with time. Thismeans that with time there can be great fluctuations in the harvestable power. Because of the orientationof the wind, the placement of the turbine is very important, as the wind speed depends on several factorsincludingweather, geographical location and local topographic circulations. Furthermore, there is a relationbetween the size of the turbine and the harvested power. This is the only factor that can be changed withinthe design, meaning that the turbine size can be altered to fit the power demands of the system.
B.3.2 Aeroelastic flutter generator
An alternative to a wind turbine is an aeroelastic flutter generator. This generator makes use of a strip ofmaterial that is put under tension and is connected to magnets surrounded by coils. When wind passesover this strip and the magnets start to vibrate, the motion of the magnets through the coils generates acurrent in the coils that can be captured and used in applications. Research has been conducted in thistype of generator by Ramasur [49]. In his study is stated that this type of wind energy harvester generatesmore power than similarly sized small scale wind turbines, and operates in a wide range of wind speeds.Additionally, supplying awireless sensor network with an aeroelastic flutter was successfully implementedfor extended periods of time. Lastovicka-Medin [50] states that the aeroelastic flutter generator is a morecost effective alternative to a conventional wind turbine, and requires less maintenance due to the lack ofrotating parts.
B.3.3 Piezoelectric energy
The piezoelectric effect is a process that converts kinetic energy in the form of vibrations into electricalenergy. Piezoelectric materials have a crystalline structure that provides the unique ability to convert me-chanical strain into electrical current. Often this current is much smaller than required for most electronicsystems, but energy can be accumulated in capacitors or rechargeable batteries [19].
This energy harvesting solution could be implemented in this design by making use of the vibrations nat-urally occurring in the branches and trunks of trees due to wind. Sodano [19] argues that piezoelectricharvesting is most efficient if resonance occurs in the vibration, while random, ambient vibrations resultin far smaller yield, which could potentially be a problem for this design. Furthermore, Sodano states thatpiezoelectric material is generally extremely brittle and is susceptible to accidental breakage, which couldbe hugely detrimental to the longevity and reliability of the system. In addition due to the high cost of thematerials, the size of the piezoelectric generators is generally quite small, which results in a low efficiency.However, despite the lower efficiency, it is argued that the system still has advantages over wind turbines,such as lower maintenance due to the lack of rotating parts.
B.4 Thermal energy
The last type of ambient energy source for the sensor nodes is thermal energy. Thermal energy is obtainedas a result of the specific heat capacity of material. The specific heat capacity is defined as the amount of
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energy that must be provided to 1 kg of material in order to obtain a temperature increase of 1 kelvin. Thespecific heat formula is provided in Equation B.6, in which c is the specific heat capacity in J · kg−1 ·K−1,
T is the temperature in kelvin andm is the mass of the material in kg.

Q = c ∗m ∗ ∆T (B.6)
From the specific heat formula becomes clear that objects with a nonzero temperature contain thermalenergy. In addition, the formula describes that in order to obtain a temperature difference, energy is eitherprovided to or absorbed by the material. So by using a difference in temperature, energy can be harvested.The thermal energy harvesting is done by exploiting the Seeback effect. This effect describes the con-version of thermal energy into electrical energy. By using a thermoelectric generator (TEG) a temperaturegradient can be converted into electrical power. Thermoelectric generators are usually used in situationswere high-temperature components dissipate a lot of energy in terms of heat. Higher energy efficienciescan then obtained by recovering electrical energy from the heat.
B.4.1 The Seebeck effect
The direct conversion of thermal energy into electrical energy is denoted as the thermoelectric effect. Thethermoelectric effect depends on the properties of the thermoelectric material: thermal conductivity, elec-tric conductivity, Seebeck coefficient, and efficiency [13]. The thermoelectric effect itself is composed offour effects: Joule, Peltier, Thomson, and Seebeck effect, in which the last one is of most interest for theenergy harvesting [13]. The Seebeck effect occurs in a circuit with two series-connected metallic con-ductors, in which there is a temperature difference between the two metal junctions. If one junction hasa higher temperature Thigh and the other junction has a lower temperature Tlow , temperature gradientcauses charge carriers to flow through the conductor junction. As a result, a Seebeck voltage is createdfor which the formula is provided in Equation B.7. In this Equation, αa and αb are the Seebeck coefficientsof the material and αab is the thermopower in V ·K−1.

V = αab ∗ (Thigh − Tlow) (B.7)
For which:

αab = αa − αb

The power of the thermoelectric generator is square dependent on the temperature difference betweenthe junctions [13]. From this can be concluded that in order to obtain a TEG which generates a significantoutput voltage and output power, a large temperature difference is required.
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Appendix C

RF energy analysis
C.1 Distance from GSM antennas

FigureC.1: In this figure themaximumdistance theRF energy harvester proposed byParks [21] can be located
from a transmitting GSMantennawith frequencies available in the Netherlands [24], in order to harvest -15.43
dBm. In the left graph this is done for the GSM frequency range of 1800 - 1900MHz, in the middle graph
for 2100 - 2200MHz and in the right graph for 2600 - 2700MHz.
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C.2 RF Energy test location

Figure C.2: This figure is obtained from the antenna-register of the Netherlands and shows the layout of
the RF transmitting antennas in the GSM frequency range 800 - 950 MHz [22]. This layout is used as an
example in Section 3.2.2.
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The properties of the 5 highlighted antennas:
• Antenna 1

x = 2570m
y = 3850m
f = 940, 940, 955, 950MHz

P = 35.5, 32.5, 34.8, 34.8 dBW
• Antenna 2

x = 1570m
y = 9000m
f = 800MHz

P = 37.4 dBW
• Antenna 3

x = 3710m
y = 10430m
f = 940, 940, 816MHz

P = 32.5, 35.5, 29.3 dBW
• Antenna 4

x = 7570m
y = 7140m
f = 800MHz

P = 37.4 dBW
• Antenna 5

x = 8000m
y = 2280m
f = 942, 940, 930,930,806,816MHz

P = 34.1, 28.1, 30.7, 30.7, 33.2, 35.2 dBW

52



Appendix D

Components specifications
D.1 Solar cell specifications
Table D.1 shows the datasheet specifications of the solar cells that are candidates for the implementationof the energy harvesting module.

Table D.1: List of suitable solar cells with their properties.

Specifications SM500K12L SM400K10L SM470K12L SM340K10LProducer: IXYS IXYS IXYS IXYSOpen circuit voltage: 8.29 V 6.91 V 8.29 V 6.91 VShort circuit current: 21mA 16.4mA 19.5mA 14.0mASolar cell efficiency: 25% 25% 25% 25%Maximum peak power: 132.3mW 85.7mW 122.5mW 73.5mWTypical MPP voltage: 6.70 V 5.58 V 6.70 V 5.58 VTypical MPP current: 19.8mA 15.4mA 18.3mA 13.2mA
Voc temp. coef.: -20.9mV/K -17.4mV/K -20.9mV/K -17.4mV/K
Isc temp. coef.: 9.5 µA/K 7.4 µA/K 0.01mA/K 0.01mA/KDimensions (L x W): 32 x 24 mm 33 x 15 mm 35 x 22 mm 34 x 16 mmType: Monocrystalline Monocrystalline Monocrystalline MonocrystallinePrice: €5.78 €4.22 - €3.51
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D.2 MPPT module specifications
Table D.2 shows the datasheet specifications of the maximum power point tracking modules that arecandidates for the implementation of the energy harvesting module.

Table D.2: List of suitable MPPT modules with their properties.

Specifications SPV1050 AEM10941 BQ25570Producer: STmicroelectronics E-peas Texas InstrumentsInput voltage range: 75mV - 18 V (Vc 1 550mV ) 50mV - 5.0V (Vc 380mV ) 100mV - 5.1 V (Vc 600mV )Peak input power: 400mW 550mW 510mWOutput voltage range: LDO: 1.8 V & 3.3 V LDO: 1.2/1.8 V & 1.8/4.1 V 2.0 V - 5.5 VOutput current: 200mA 20mA & 80mA 110mAStorage voltage range: 2.2 V - 5.3 V 0 V - 4.5 V 2.0 V - 5.5 VCharge current: 70mA - 185mA buck, 230mA boostStorage: Supercapacitor o.a. Supercapacitor o.a. Supercapacitors o.a.Control topology: Buck-boost Boost BoostTemperature op. range: -40 °C up to 125 °C -40 °C up to 125 °C -40 °C up to 125 °CFrequency: 1MHz - 1MHzHighest Efficiency: 92% 96% 93%Cost: €1.357 €4.00 €3.19MPPT: Yes, programmable Yes, programmable Yes, programmableQuiscent current: 2600 nA, 1 nA 600 nA 488 nA, 3 0nAShut off mode: Automatic Automatic Automatic/controllable

BQ25504 LTC3105 LTC3129Texas Instruments Linear Technology Linear Technology130mV - 3 V (Vc 600mV ) 0.225 V - 5 V (Vc 250mV ) 1.92 V - 15 V (Vc 2.25 V )400mW - -2.5 V - 5.25 V LDO: 1.4 V -5 V N.A.- 12mA N.A.2.5 V - 5.25 V 1.6 V - 5.25 V 1.4 V - 15.75 V- 500mA 200mA/Supercapacitors o.a Supercapacitor o.a. SupercapacitorBoost Boost Buck-boost-40 °C up to 125 °C -40 °C up to 85 °C -40 °C up to 125 °C1MHz - 1.2MHz92% 91 % 95 %€1.91 €3.04 €2.72Yes, programmable Yes, programmable Yes, programmable330 nA, - 24 µA, 10 µA 1.3 µA, 10 nAAutomatic Automatic/controllable N.A.

1The cold start voltage Vc is the minimal voltage required at the input of the module to start harvesting energy.
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D.3 Storage module specifications
Table D.3 shows the datasheet specifications of the supercapacitors that are candidates for the imple-mentation of the energy storage module.

Table D.3: List of suitable energy storage modules with their properties.

Specifications SCMT32F755SRBA0 SCMU33F156SRBA0 SCMT22F505PRBA0 MAL219691204E3Producer AVX Corporation AVX Corporation AVX Corporation VishayCapacitance 7.5 F 15 F 5 F 15 FRated voltage 5.5 V 5.5 V 5.5 V 5.6 VPeak current 10.86 A 23.57 A 7.86 A 70mALeakage current 78 µA 85 µA 30 µA 120 µADC ESR 120mΩ 50mΩ 150mΩ 10 ΩPrice €3.12 (from 500) €4.51 (from 9000) €2.49 (from 5000) €5.54 (from 1000)Life cycles 500 000 cycles 500 000 cycles 500 000 cycles 50 000 cyclesCapacitor tolerance -10%+30% -10%+30% -0%+100% -20% +80%

MAL219690102E3 DGH505Q5R5Vishay Cornell Dubilier - CDE90 F 5 F5.6 V 5.5 V3 A 8.4 A500 µA 30 µA180mΩ 120mΩ€11.83 (from 500) €1.95 (from 5000)50 000 cycles 500 000 cycles-20% +80% -10%+30%
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Appendix E

Matlab, PSpice Simulations
E.1 Solar cell simulation
As explained in Section 4.1.2 the solar cell that is used for the implementation of the energy harvestingmodule is the SM500K12L from IXYS. To make sure the implementation of the energy harvesting controlmodulate is done correctly, the solar cell is simulated using the programSimulink inMatlab. The simulationin Simulink uses a standard model of a solar cell based on a more elaborate version of the characteristicequation of a PV cell. The formula of themodel is provided in Equation E.1 and can be seen as an extensionon Equation B.2.

I = Iph − Is(e
V +IRs
NVt − 1) − Is2(e

V +IRs
N2Vt − 1) − V + IRs

Rp
(E.1)

The model provided in Equation E.1 can be seen as a circuit implementation, of a current sources Iphconnected to a parallel connection of two diodes D1 and D2 and resistor Rp. There is also a connectionto the output terminals of the solar cell via a series resistance Rs. The circuit implementation of the solarcell is provided in Figure E.1.

Figure E.1: Model circuit of the solar cell as implemented in Simulink.

This model of the solar cell is implemented in a test circuit provided in Figure E.2

Figure E.2: Simulation circuit layout of solar cell in Simulink.
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Figure E.2 show that the solar cell is exposed to a constant solar irradiation. The simulations are done ata temperature of 25 °C , for illumination intensities of 200, 400, 600, 8000, 1000 W/m2. The parametersfor modelling the solar cell are determined using the datasheet and Table D.1 and are set as follows:
• Short circuit current = 21.0mA
• Open circuit voltage 8.29 V
• Irradiance used for measurements = 1000W/m2

• Quality factor = 1.4
• Series resistance = 0.151 Ω

• Amount of internal series connected cells = 12
• Maximum peak power = 0.1323W
• First order temperature coefficient for Iph = 9.5e-6 1/K

• Energy gap = 1.12 eV
The result of the simulation that uses these parameters as an input, is provided in Figure E.3. This figureshows, on the left, the voltage-current characteristics of the solar cell when it is exposed to sunlight. Theright figure shows the converted power when the solar cell is operated at a particular operation voltage.It can be concluded that the delivered power of the solar cells is maximised if it is operated at a terminalvoltage between 6.4 V and 7.0 V depending on the irradiance. This is at all times around 84% of theopen-circuit voltage.

Figure E.3: Result of solar cell simulations in Simulink.

E.2 Single diode implementation simulation
The simulation model used to simulate the efficiency of charging the supercapacitor using the solar paneland a diode as control module, as explained in Section 4.2.1, is shown in Figure E.4. The current producedby the solar cell, the voltage over the solar cell, and the voltage over the supercapacitor are measured,depending on the irradiance on the solar cell. The output power of the solar cell is measured bymultiplyingthe voltage and current of the solar cell. All these values are send to the workspace of Matlab. The modelof the solar cell as mentioned in Appendix E.1 is used, and the model of the supercapacitor is a seriesconnection of an ideal 5 F capacitor with a 120mΩ resistor.
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Figure E.4: Simulation model used for the simple diode implementation.

E.2.1 Diode simulation
The diode used is the Vishay RB751, as explained in Section 4.2.1. An exponential model of the diode isused, given by equation E.2, since this gives themost accurate simulation. Here Is is the saturation current,
q is the elementary charge of an electron, k is the Boltzmann constant, V is the voltage over the diode, and
T the temperature in Kelvin.

I = Is · (e
qV
nkT − 1) (E.2)

Simulink supports multiple parameterisation options to simulate the diode, where each option requiresdifferent characteristics of the diode. The parameterisation used is two current-voltage data points, ob-tained from the datasheet of the RB751 diode [33]. No charge dynamics are included, and no temperaturedependence is included. The data used is the following
• Currents [I1 I2]: [0.1, 1.0]mA
• Voltages [V1 V2]: [240, 370]mV
• Ohmic resistance, RS: 25 Ohm
• Measurement temperature: 25 degC
• Number of series diodes: 1
• Number of parallel diodes: 1
• Reverse breakdown voltage: 40 V
• Junction capacitance: 2 pF
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E.3 Energy monitoring implementation simulation
The energy level voltagemonitoring system is simulated inOrcad-PSpice. In Figure E.5 thePSpice schematicis shown, together with the different probes used to measure voltages and currents. The simulation usesthe component libraries of theNexperia BSH105, Todhiba 1SS307E andTexas Instruments TLV8801. Theselibraries help to create an application-specific and accurate simulation of the circuit. In the figure voltagesource V 1 represents the supercapacitor, and voltage source V 3 represents the output of the MCU, whichis asserted when a measurement is required.

Figure E.5: Schematic of the simulated circuit of the energy monitoring circuit.

The simulation is done for three different cases of VMCU_on/off . At first, one where the MCU requires ameasurement by asserting the input terminal, so V 3 is set to 1.80 V . The second simulation is done whenthe MCU does not require a measurement, and the input terminal is deasserted, so V 3 is set to 0.0 V .Finally one where the MCU does not require a measurement but due to the non-ideal terminal of the MCU,
V 3 is set to 0.45 V . All simulations are done by varying the supercapacitor voltage between 2.2 V and 5.4
V . Simulating for lower voltages is not needed, because then the SPV1050 does not the LDOs to operate,so no measurements can be done.
Figure E.6 shows the result of the simulation for the case when the energy monitoring circuit is in use.In Section 5.3.2 the intended relation between the supercapacitor voltage and the output VMCU_level isalready verified. Figure E.6 additionally shows the applied gate voltage, the current flowing into the op-amp, the current drawn from the MCU and the current flowing through drain of the MOSFET. The gatevoltage follows the supercapacitor voltage until it reaches 3.2V and remains at this voltage for highersupercapacitor voltages. The opamp current also saturates at this voltage with a value of 2.88 µA, whichis 0.50 µAmore than the expected current through the feedback network. This is due to the internal powerlosses of the op-amp. Therefore, the op-amp operates as designed. Also, the current through the voltagedivider, indicated as Idrain, is 39.55 µA at 5.3 V , and has a linear relation with the supercapacitor voltage.Finally, the current delivered at MCU_on/off is 11.88 µA which coincides with the estimate current inSection 5.3.1.
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Figure E.6: Plot of the simulated characteristics of the energy monitoring circuit. The graph shows the cur-
rents and voltages of the energy monitoring circuit as a function of the supercapacitor voltage when the
MCU_on/off is set high, 1.80 V .

In addition to the simulation for the case when the energy monitoring circuit is in use, the circuit is alsosimulated in shut off mode. Figure E.7 shows the result of this simulation in the form of the circuit voltagesand currents that are obtained if VMCU_on/off is set at 0.0 V . The figure clearly shows that if the super-capacitor voltage is increased the voltages at the gate of the transistor and input of the MCU stay closeto zero. This satisfies the expectations of the design as discussed in Section 5.3.1. Also, the quiescentcurrents are more or less constant at 0.51 µA flowing through the opamp and 0.71 µA flowing through theMOSFET. The opamp current satisfies the design expectations, whereas the MOSFET current is a factor7.1 higher than was specified in the datasheet [37]. This can be explained since the gate voltage of thetransistor is not perfectly zero due to the output bias of the opamp. The nonzero gate voltage causes ahigher current to flow which is an acceptable compromise. With these observations it can be concludedthat the design operates as intended.

Figure E.7: Plot of the simulated characteristics of the energy monitoring circuit. The graph shows the cur-
rents and voltages of the energy monitoring circuit as a function of the supercapacitor voltage when the
MCU_in is set low, 0.00 V .
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Comparing Figure E.8 to Figure E.7, it can be concluded that the effect of the non-idealMCU_on/off pinis minimal. When VMCU_on/off is set at 0.45 V , the energy monitoring circuit performs similar to when itis fully shut off. The figure clearly shows that if the supercapacitor voltage is increased the voltages at thegate of the transistor and input of the MCU stay close to zero. The only significant change with respectto figure E.7 is the current delivered atMCU_on/off which is 0.07 µA rather than zero. The energy levelmonitoring circuit has therefore been correctly designed to counteract the noise generated by the MCUoutput pin.

Figure E.8: Plot of the simulated characteristics of the energy monitoring circuit. The graph shows the cur-
rents and voltages of the energy monitoring circuit as a function of the supercapacitor voltage when the
MCU_on/off is set at a worst case low of 0.45 V .

E.4 SPV1050 simulation
In Chapter 6 the design implementation of the SPV1050 as the main control module of the energy har-vesting unit is discussed. In that chapter, the component values of the implementation were chosen suchthat the control module fits the implementation with the SM500K12L solar cell, DGH505Q5R5 superca-pacitor and the energy level monitoring circuit. In order to verify whether the SPV1050 design implemen-tation meets the specification, a simulation is done in Orcad-PSpice. This simulation is created using theSPV1050 component library provided by STmicroelectronics [32].

E.4.1 Simulation set up
Figure E.9 shows the circuit of the SPV1050 as it is implemented for the simulation. The figure indicatesthe solar cell and supercapacitor implementation in the orange rectangles. In this simulation, it is chosento connect no loads to the LDO outputs of the SPV1050module in order to prevent the load from interferingwith the output voltage. In Figures E.10 and E.11 the results of the simulation are shown for the case wheresupercapacitor is initially charged to 4.0 V and 0.0 V respectively. It should be noted that the simulationsshowed took around 8 hours to run, and therefore only a time less than 300 ms is simulated. The probesignals that are measured during the simulation are defined as follows:

• IN_HV : The input voltage of the SPV1050 module, which is equal to the voltage over the terminalsof the solar cell.
• BATT : The voltage across the supercapacitor.
• STORE: The voltage of the store capacitor, denoted as C7 in Figure E.9 or C3 in Figure 6.1.
• LDO1: The output voltage of the LDO that provides 1.8 V .
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• LDO2: The output voltage of the LDO that provides 3.3 V .
• MPP : The signal that is used as a high-reference for finding theMPPRatio.
• MPP _SET : The signal that is used as a setpoint-reference for finding theMPPRatio. This ratio isfound by sampling VMPP /VMPP _set.
• UV P : The signal that defines the under-voltage protection, if the signal drops below 1.23 V theunder-voltage protection is activated and the switch between the BATT and STORE is opened.
• EOC : The signal that defines the end-of-charge voltage to protect the supercapacitor from over-charging. When signal exceed 1.23 V the switch between the BATT and STORE is closed and C7discharges over the supercapacitor.
• BATT _CHG: The signal that is used to indicate if the supercapacitor is charging and is pulled downif this is the case.
• BATT _OK : The signal that is used to indicate if the switch between the BATT and STORE pinsis closed. If the switch is closed, this pin is pulled down.

E.4.2 Normal operation
Figure E.10 shows the results of the simulation of the SPV1050 implementation when the supercapacitoris initially charged to 4.0 V . Starting at 0 ms, the capacitor C1 is being charged directly by the solar cell.The switch between the BATT and STORE is initially open such that the 4 V of the supercapacitor isnot found in the remaining circuit. In order to find the MPPT reference voltage, the open-circuit voltageof the solar cell is measured between 25 ms and 113 ms. This is done by internally disconnecting the
IN_HV terminal. and at time 113 ms measuring the open-circuit voltage VOC , maximum power pointhigh-reference and setpoint-reference. According to the figure this resulted in VIN_HV =8.29 V , VMPP =1.71 V and VMPP _set = 1.37 V . The MPPRatio is therefore set at a factor 1.37/1.71= 0.801 of the open-circuit voltage, 0.81*8.29= 6.64 V . This is also showed in the simulation where after 117 ms the VIN_HVis kept constant at 6.57 V . The MPPT implementation of the SPV1050 therefore completely satisfies theexpectation. After the MPPT measurement, the SPV1050 starts its normal operation and the capacitor
C7 is charged by the solar cell. At time 131ms the voltage at the STORE terminal hits the end of chargevoltage and VEOC is equal to 1.23 V . As a result, the switch between the BATT and STORE terminals isclosed and C7 discharges over the supercapacitor. Because the supercapacitor voltage is higher than theUVP, the switch stays closed and the capacitor C7 charges together with the supercapacitor as indicatedin the figure. Figure E.10 alsomakes clear that at time 131ms the LDOs start operating as expected, LDO1and LDO2 give 1.8 V and 3.3 V respectively.
E.4.3 Startup
In Figure E.11 the result of the simulation is shown where the supercapacitor is initially set at 0 V . After theinput capacitor is charged, the open-circuit voltage VOC at IN_HV is measured, which occurs between25 ms and 113 ms. At 113 ms this value is sampled and has a value of 8.29 V . Also, the values of MPPandMPP _SET are sampled at this time, and are equal to 1.72 V and 1.37 V respectively. TheMPPratioequals 1.37/1.72 = 0.797. The MPP tracking accuracy of the SPV1050 is 95%, thus the minimum allowableratio is 0.95 · 0.8 = 0.76. Therefore, theMPPRatio is correct. Then, the MPP voltage is set at IN_HV bymultiplyingMPPratio with VOC , which equals 6.60 V . After 113ms, the voltage of IN_HV is measured tobe 6.57 V , and is therefore correct. At 113ms the first cycle starts. From 113ms until 132ms, the voltageof STORE keeps increasing until it reaches its end of charge voltage VEOC . This voltage is equal to 5.26
V . The datasheet shows that it has an accuracy of -1%, and with the designed 5.27 V this results in a lowerlimit VEOC,min of 0.99 · 5.27 = 5.21V . Therefore it can be concluded that VEOC value is correct. The twoLDO’s are turned on at themoment the VEOC value is reached. At 137ms, theBATT and STORE pins areconnected, which can be seen by the fact that the signal BATT _OK drops to 0 V , until the under-voltageprotection VUV P is reached, which happens almost immediately, and these pins are disconnected again,which can be seen by the fact that BATT _OK rises to 5 V again. The measured value of VUV P equals2.20 V , which is exactly the intended value. The voltage of LDO2 drops to the VUV P voltage at this point.This is the end of the first cycle, and this cycle then keeps repeating. It is expected that this happens untilthe voltage of BATT reaches VUV P , whereafter Figure E.10 shows the behaviour of the module.
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Figure E.9: Schematic of the simulated circuit of the SVP1050.
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Figure E.10: PSpice simulation of the signals of the SPV1050 if the supercapacitor is set initially at 4.0 V .
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Figure E.11: PSpice simulation of the signals of the SPV1050 if the supercapacitor is set initially at 0.0 V .
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E.5 System reliability analysis
In Section 6.2 the complete system reliability analysis was introduced. This simulation is used to verify thelong term operation of the implemented energy harvesting and control module. The simulation is basedon the top-level power breakdown, assumptions A1, A2 and A4-A6 and the weather data from February tillJune in the years 2009-2019.
The simulation in Section 6.2 is done for a supercapacitor that is initially charged for 80%. The same simu-lation is done with the initial condition that the supercapacitor is 0% charged. The result of this simulationis provided in Figure E.12. The simulation is based on the same temperature and solar irradiance data asprovided in figure 6.2b.
From Figures 6.2b and E.12 can be concluded that the incident solar energy is high enough for the super-capacitor to be fully charged each day. Asmentioned in Section 5.2, the solar cell is capable to fully chargethe supercapacitor. So if the supercapacitor ends up being empty, it is charged within a time-span of a day.

Figure E.12: This figure shows the energy level of the supercapacitor as a function of time if the designed
energy harvesting and control module is used. The simulation is based on week 6 in 2009, and uses an
initially 0% charged supercapacitor.

Another result of the complete system reliability analysis is provided in Figure E.13. This figure shows theenergy level in the supercapacitor as a function of time for the period of February 2009 till June 2009.From this figure can be concluded that the energy level during spring stays well above the 0 mWh, so atall times enough energy is stored to perform the intended operations.

66



Figure E.13: This figure shows the energy level of the supercapacitor as a function of time using the designed
energy harvesting and control module. The simulation is based on the time-period of February 2009 till June
2009, and uses an initially 80% charged supercapacitor.

In Section 6.2, the minimal energy level of the supercapacitor that was reached during a day is analysed.The lowest minimal energy of the supercapacitor that occurred in these 10 years of spring data is 5.45
mWh. This occurred in day 970 in the simulation. Figure E.14 gives the energy level in the supercapacitoras a function of time for that day. The solar irradiance and temperature during this period are provided inFigure E.15. From the figures can be concluded that this low energy level occurs as a result of a period oflow ambient solar power, below 75W/m2, while also being subjected to temperatures far below the criticaltemperature. Notice that even under this worst-case scenario, the system performs as intended.

Figure E.14: This figure shows the energy level of the supercapacitor as a function of time using for the
worst-case days.
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Figure E.15: This figure shows the temperature and solar irradiance for the worst-case days as used for
Figure E.14
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