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Abstract
For the development of Arctic offshore structures, design ice loads are required. These design loads
represent the ice loads a structure may be exposed to for specified requirements. The design ice loads
depend on magnitude of the ice loads and on the probability of exposure to the ice loads. Both are
impacted by local sea ice conditions.

Climate change affects the sea ice conditions causing change in the ice loads Arctic offshore struc­
tures are expected to experience. To obtain accurate design loads, the effect of climate change should
be considered in defining those.

Conventional methods to determine design ice loads are based on historical data and assume this
data can be used to represent the loads during the lifetime of the structure. However, historical data
cannot represent future ice conditions if climate change is considered as sea ice conditions will change.
This means that the effect of climate change is not incorporated in the design ice loads when these are
based on conventional methods. To include the effect of climate change a new method needs to be
developed.

In this thesis, such a new method is proposed that enables to include the effect of climate change
into the design ice loads. Instead of historical data, the new method considers the future ice conditions.
The method allows to base the design ice loads on sea ice conditions that change over time.

To determine design ice loads, extremal distributions are used. Extremal distributions describe the
probability of seasonal maximum ice loads. Commonly, the extremal distribution is based on data cov­
ering multiple seasons and cannot properly include inter­seasonal change in sea ice conditions. The
new method allows to determine the design ice loads based upon changing extremal distributions. The
extremal distributions are determined for seasons separately based on sea ice conditions of one sea­
son only.

For the proposed method, a concept referred to as an ’ice state’ is introduced. Ice states describe
a period of time in which the sea ice conditions are assumed to be constant. When sea ice conditions
are constant, the corresponding short­term ice load distributions and the ice load frequency can be
determined. Both are required to be able to determine the extremal distribution for one season.

According to the new method, increase of drift speeds causes increase of design ice loads whereas
the decrease of ice concentration, thickness and compressive strength causes decrease of the design
ice loads. Based upon expected future climate change scenarios, the new method indicates that de­
sign ice loads are lower when compared to the design ice loads according to the conventional method.

iii





Preface
This thesis is the result of my graduation project, the final step in completing the master program Off­
shore and Dredging Engineering specialization Bottom Founded Offshore Structures, Arctic and Wind
at Delft University of Technology.

The work presented in this report has been conducted in collaboration with the Total S.A. ice engi­
neering department. I want to express my gratitude to Total S.A. for offering the opportunity to perform
my work at the headquarters in La Défense, France for six months.

I would like to express my gratitude especially to my supervisors Robert Bridges from Total S.A.
and Kaj Riska, Hayo Hendrikse and Antonio Jarquin Laguna from the TU Delft for providing guidance
and sharing their expertise in ice engineering during the research. Their advice and comments have
been of great help pursuing the thesis objective.

Also, I would like to thank my family, friends and especially my parents and my girlfriend for their
support and sincere interest in this thesis project.

G. Ordeman
Delft, July 2020

v





Contents

1 Introduction 1
1.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Climate change in the Arctic 5
2.1 Climate change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Arctic amplification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Intergovernmental Panel on Climate Change . . . . . . . . . . . . . . . . . . . . . 5
2.1.3 Representative concentration pathways. . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.4 Coupled climate models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Arctic environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Surface air temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Seasonality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.3 Snow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.4 Wind. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.5 Ocean currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Sea ice conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.1 The age of ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Ice concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.3 Ice cover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.4 Ice thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.5 Ice drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 Observed changes in sea ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.1 The age of ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.2 Ice concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.3 Ice cover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.4 Ice thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.5 Ice drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5 Future changes in sea ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5.1 Climate model projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Arctic offshore structure design 15
3.1 Design standards for Arctic offshore structures . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1.1 ISO 19906 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Design methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.2.1 Working stress design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.2 Limit state design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.3 Design loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3.1 Return period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3.2 Limit States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3.2.1 Ultimate Limit State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.2.2 Accidental Limit State . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.2.3 Serviceability Limit State . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.2.4 Fatigue Limit State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3.3 Extremal ice load distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.4 ULS design load according to ISO 19906 . . . . . . . . . . . . . . . . . . . . . . . 19

vii



viii Contents

3.4 Arctic offshore structures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.5 Ice actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.5.1 Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5.1.1 Buckling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5.1.2 Creep . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5.1.3 Crushing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5.1.4 Mixed mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.5.2 Bending . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5.3 Crushing Load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.6 Engineering properties of sea ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.6.1 Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.6.2 Porosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.6.3 Compressive strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.7 New method for design loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4 Determining design loads 25
4.1 Common practice. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Data with trend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3 Multiple extremal distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5 The extremal distribution 33
5.1 Extremal distribution based upon parent distribution . . . . . . . . . . . . . . . . . . . . . 33
5.2 Extreme value distribution fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.3 Extremal distribution for data with trend . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

6 The ice state 37
6.1 The parent distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.2 Seasonal number of events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.3 Weight factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.4 Impact of climate change. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

7 Ice events 41
7.1 Short­term distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
7.2 Ice state event frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

7.2.1 Interaction frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
7.2.2 Event frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

7.3 Selecting events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

8 Method overview 45
8.1 Schematic overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
8.2 Procedure details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

9 Example case 47
9.1 RCP2.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

9.1.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
9.1.2 Input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
9.1.3 Ice conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
9.1.4 Length freezing period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
9.1.5 Weight factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
9.1.6 Short­term distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
9.1.7 Event frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
9.1.8 Long­term parent distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
9.1.9 Seasonal number of events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
9.1.10 Extremal distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
9.1.11 Design load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55



Contents ix

9.2 RCP8.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
9.2.1 Ice conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
9.2.2 Long­term parent distribution and number of events . . . . . . . . . . . . . . . . . 58
9.2.3 Extremal distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
9.2.4 Design load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

9.3 Conventional method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
9.4 ISO 19906 method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
9.5 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
9.6 Sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

9.6.1 Concentration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
9.6.2 Ice thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
9.6.3 Compressive strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
9.6.4 Drift speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
9.6.5 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

10 Conclusion 65

11 Recommendations 67

A Resolute Bay Data 69
A.1 Sea ice thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
A.2 Air temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
A.3 Data evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
A.4 Crushing load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
A.5 Crushing load with trend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

B Methodology 75
B.1 Ice thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
B.2 Ice temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
B.3 Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
B.4 Porosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
B.5 Uni­axial compressive strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
B.6 Crushing load estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
B.7 ISO 19906 Design Crushing load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Bibliography 79





1
Introduction

Nowadays, climate change is a great concern in our society. Due to human economical activities, an­
thropogenic forcing is considered to have contributed significantly to global warming since the start of
the industrial revolution [1]. Consequences of climate change include, among others, extreme weather
conditions like droughts, floods, cyclones and sea level rise. These consequences reveal the vulnera­
bility of ecosystems and human systems [2].

Climate change also impacts the Arctic environment. Warming at roughly twice the rate of the global
average has been reported in the Arctic region [3]. Warming severely affects Arctic sea ice conditions
as it drives ice melting during the melt season and slows down ice growth during the freezing season.

A well­known example of the impact of climate change in the Arctic is the change in sea ice extent.
In September, the sea ice extent reaches its seasonal minimum. As can be seen in Figure 1.1, the
September sea ice extent has been rapidly declining. Besides extent, other sea ice properties like ice
thickness, ice concentration and drift speeds are also affected by climate change.
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Figure 1.1: September ice extent obtained from the National Snow and Ice Data Center [4].

Arctic offshore structures are exposed to drifting sea ice. Sea ice, colliding with a structure, exerts a
load on the structure. In order to prevent failure of the structure, ice loads should be taken into account
for design of Arctic offshore structures [5].
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2 1. Introduction

Offshore structures are designed to withstand extreme loads because the structure should be able
to resist the highest load it will experience during its life time. For different failure modes of the struc­
ture, different design loads are defined that represent the extreme loads [6]. However, due to climate
change the extreme loads are expected to change. If the extreme loads change, this change should
be considered for design of the offshore structures.

How climate change impacts design loads is not straight forward. Not only the magnitude of the
loads but also to probability of exposure to the loads play an important role in determining the design
loads. Both these aspects are impacted by climate change but how they are impacted is unclear.

Accurate design loads are needed in order to ensure safety of personnel and to prevent environ­
mental damage and economic loss [5]. In order to be able to determine the change in design ice loads,
caused by climate change, a new method has yet to be developed.

1.1. Objective
The objective of this thesis is to develop a method to determine design ice loads of Arctic offshore
structures including the effect of climate change.

1.2. Scope
Different methods for design of structures exists. In this report, only the limit state design method is
considered. This method is the most commonly used method in Arctic offshore structure design.

Focus will be on the impact of climate change on extreme conditions. Most failure modes of a struc­
ture are determined by extreme loads. However, failure due to fatigue is not based on extreme loads
only and is therefore not in the scope of this thesis.

Depending on the type of ice­structure interaction, the ice load is limited by different limiting mech­
anisms. The impact of an ice feature is limited by the momentum of the ice. If an ice feature lies still
against the structure and does not fail, the ice load is limited by the forces driving the ice feature. If the
ice fails, the ice load is limited by the maximum stress the ice can handle before it fails. In this thesis,
focus is on ice loads due to failure of ice.

How sea ice fails during interaction with a structure has great impact on the magnitude of the load
the ice exerts on the structure. The type of structure influences the failure mode of the ice. For struc­
tures with vertical walls, the ice will fail due to compression. In that case, crushing is considered to be
the failure mode of ice causing the highest ice loads. For structures with sloped walls, the ice will most
likely fail due to bending. Ice loads due to bending are generally assumed to be lower compared to
ice loads due to crushing and both depend differently on ice characteristics. Even though bending is
important for the design of sloping structures, this thesis will only focus on ice loads due to crushing.

The effect of climate change is believed to be especially large in the Arctic. Therefore, mainly sea
ice in the Arctic region is considered in this thesis. However, in other regions offshore structures are
also exposed in sea ice. The developed methodology is also applicable to structures in these regions.

1.3. Thesis outline
The first part of this thesis consist of the literature study. In Chapter 2, climate change and its impact
on sea ice in the Arctic is discussed. In Chapter 3, methodology for determining design loads and ice
loads is described. Additionally, the types of offshore structures are discussed.

The other chapters are part of the core of this thesis. Chapter 4 describes how design loads can be
determined if a trend in ice loads exists. In Chapter 5, methodology suitable for determining extremal
distributions in case of climate change is discussed. Extremal distributions are needed in order to
be able to determine design loads. Chapter 6 describes ice states and how they are used in order to
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determine the extremal distribution. Chapter 7 focusses on ice events. How ice events are defined, has
great impact on the extremal distribution. Two methods are suggested. Chapter 8 presents a complete
overview of the method to determine the impact of climate change on design loads. In Chapter 9, an
example case is presented in order to illustrate the full method.





2
Climate change in the Arctic

The climate has been changing on a global level. The impact of climate change is believed to be even
bigger in the Arctic compared to the global average. Therefore, major changes in sea ice are to be
expected in the future. These changes in sea ice will cause change in ice loads the offshore structures
experience. Therefore, the change in sea ice will impact the design ice loads. In order to study the
impact of climate change on ice loads, it is import to know how the ice will change in the future and
what is causing this change.

2.1. Climate change
Nowadays, more and more research is done into climate change. The cryosphere is a big part of
this research because large changes have been observed especially in the Arctic and also because
these changes are assumed to amplify the climate change on a global scale [7]. Models have been
developed in order to make predictions on near future changes in the climate. Some models predict
winter warming will be at least 40% greater by 2100 in northern high latitude regions compared to the
global mean [8]. In order to take climate change into account for design of Arctic offshore structures, it
is important to know the impact of climate change on different sea ice properties over time.

2.1.1. Arctic amplification
Positive feedback mechanisms are believed to cause amplification of the greenhouse­induced warming
in the Polar regions. Therefore, trends in temperature in the Arctic region tend to be larger than trends
for the globe as a whole. This is often referred to as Arctic amplification [3]. The impact of different pos­
itive feedback mechanisms is still debated but include: ice and snow melt causing decrease of surface
albedo, increase of water vapour in the Arctic atmosphere, atmospheric stability trapping temperature
anomalies near to the surface, changes in total cloudiness in summer [9].

2.1.2. Intergovernmental Panel on Climate Change
The Intergovernmental Panel on Climate Change (IPCC) was created in 1988 in order to provide as­
sessment reports about climate change for policy makers. This panel only assesses existing literature
and does not carry out any research themselves.

The first assessment report originates from 1990 and the fifth report from 2014 is the most recently
finished report. IPCC is a body of the United Nations and provides reports for governments to deter­
mine climate policies. IPCC now uses the Coupled Model Intercomparison Project Phase 5 (CMIP5)
models of the World Climate Research Programme to asses climate change. This project brings to­
gether different climate model simulations from all over the world.

Representative concentration pathways (RCPs) characterise different climate change scenarios of
anthropogenic forcing. They represent future concentrations of greenhouse gases and are defined by
the total amount of radiative forcing in the year 2100 compared to 1850. There are four scenarios con­
sidered: RCP2.6 [10], RCP4.5 [11] [12] [13], RCP6.0 [14] [15] and RCP8.5 [16] which correspond to a

5
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radiative forcing increase of 2.6Wm−2, 4.5Wm−2, 6.0Wm−2 and 8.5Wm−2 respectively. These RCPs
are used in CMIP5 as input to model different climate change scenarios.

IPCC report ’Climate Change 2013: The Physical Science Basis’ is part of the fifth assessment and
assesses the global climate [2]. Chapter 4 of this report focuses on the observed changes in cryosphere
and Chapter 11 focuses on the modelling and predicting the future climate, including a brief description
on forecasts of sea ice conditions in the cryosphere.

In 2019, IPCC published the report: ’IPCCSpecial Report on theOcean and Cryosphere in a Chang­
ing Climate’ [17]. This report provides updated information on the climate change in the Cryosphere
and is part of the new sixth assessment cycle of IPCC. Both IPCC reports use the same CMIP5 models
and RCP scenarios.

Some observed and forecasted changes of sea ice reported by IPCC will be discussed in Sec­
tion 2.4.

2.1.3. Representative concentration pathways
The report ’The representative concentration pathways: an overview’ provides a more in­depth review
of the characteristics of the RCPs [18]. RCPs are used as input for climate change models in order
to make prediction on how the climate will change in the near future. These models provide insights
in how the climate may change with respect to socio­economic change, technological change, energy
use, land use and emissions of greenhouse gases and air pollutants. The RCP scenarios include the
impact of different climate policies (RCP2.6, RCP4.5 and RCP6.0) and the no­climate­policy (RCP8.5).

For the fifth assessment of IPCC a new set of scenarios was required. The scenarios include more
detailed information and different climate policies. That way, one common set of scenarios can be used
for various models. These scenarios are not developed by IPCC but by the research community. The
scenarios have been selected from existing literature on the concentration levels, this means that there
is no consistent design for different (socio­economic) parameters in the four scenarios.
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Figure 2.1: Global radiative forcing per year for RCP scenarios obtained from the RCP Database [19].

RCP2.6 is the most optimistic scenario where radiative forcing will mitigate. First the radiative forc­
ing will peak at 3.0Wm−2 but thereafter it declines. In RCP4.5 and RCP6.0 the radiative forcing will
stabilize. RCP4.5 stabilizes around year 2100 at 4.2Wm−2 but RCP6.0 stabilizes after the year 2100
around 6.0Wm−2. RCP8.5 represents a scenario with very high greenhouse gas emissions and the
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radiative forcing does not stabilize at all. For all pathways as function of time, see Figure 2.1.

Regarding energy use, RCP2.6, RCP4.5 and RCP6.0 are consistent with intermediate scenarios
in the literature. This corresponds to almost doubling today’s energy usage to 750−900EJ. Due to
expected carbon capture and storage technologies, in all scenarios a greater amount of coal and/or
natural gas usage is assumed in the year 2100 compared to 2000. Usage of oil is more­or­less the
same in 2100 for the scenarios, except for RCP2.6 it is much lower. The use of renewable resources
increases in all scenarios.

The carbon dioxide (CO2) emission differ for all scenarios, see Figure 2.2. Because the scenarios
are selected on the greenhouse gas concentrations, CO2 emissions correspond well to the literature.
RCP8.5 is in the high range of non­climate policy scenarios from literature whereas RCP6.0 is just
below most of these non­climate policy scenarios. RCP4.5 is comparable to climate policy and low­
emissions scenarios. RCP2.6 corresponds to the lowest scenarios with stringent climate policies.

Emissions of methane (CH4) and nitrous oxide (N2O) are highly dependent on the assumed climate
policies, see Figure 2.2. For RCP8.5 there is big increase in emissions. For RCP6.0 CH4 is fairly stable
but N2O increases over time. For RCP4.5 both gas emissions remain quite stable and for RCP2.6 both
emissions reduce over time.
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Figure 2.2: Yearly emissions for different scenarios [19].

The RCPs should be interpreted as a set of possible developments and not as a forecast or ab­
solute bounds. There are no probabilities allocated to the RCPs so there is no most­likely scenario.
The RCPs only represent ranges of radiative forcing and emissions pathways consistent with scientific
literature.

2.1.4. Coupled climate models
The World Climate Research Programme, a program to coordinate international global climate re­
search, initiated the Coupled Model Intercomparison Project (CMIP) to form a framework of most of
the existing coupled climate models from modelling groups worldwide. Phase five (CMIP5) is the most
recently completed phase of the project and freely provides data including more than 50 climate models
from more than 20 institutes. Phase 6 has not been completed yet.

One of the main intentions of CMIP5 was to address some of the questions, that arose in the fourth
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assessment report of IPCC, for evaluation in the fifth assessment report. The models are not meant
to be comprehensive and do not include all components of the Arctic climate system [20]. Therefore,
errors may arise in the simulations. However, the simulated climate futures can still be used as the
basis for exploring climate change impacts.

The models focus on two different time scales. The long­term experiments focus on century time
scale. The historical runs of these experiments usually start mid nineteenth century to near present so
they cover most of the industrial period. Future projections, using the RCP scenarios, of these models
start at the present up to the year 2100, some are extended to the year 2300. The near­term experi­
ments start in the year 1960 and go up to the year 2035 [21].

The models are categorized into three different types:

1. Atmosphere­ocean global climate models

2. Earth system models of intermediate complexity

3. Earth system models

The atmosphere­ocean models are considered to be the most simple models. These models only
include the exchange of heat and water between the atmosphere and ocean whereas the earth system
models also include the carbon cycle. However, for the earth system models of intermediate complex­
ity, the carbon cycle is not considered fully closed because biochemical components are not included.

These models are made to asses climate change at a global scale and the resolution of these
models are relatively coarse. Therefore, on a local scale, the model outcomes may not be as detailed
as desired. Regional climate models also exist, these focus on one specific area and may provide more
detailed high­resolution simulations.

2.2. Arctic environment
Sea ice conditions are impacted by the environment. Different elements of both the atmosphere and
the ocean have influence on ice growth and movement. Knowing how these elements impact the sea
ice helps understanding how the sea ice changes.

2.2.1. Surface air temperature
The surface air temperature is the main driver of sea ice growth and is therefore important to consider.
Because of the Arctic amplification, global climate models project that the Arctic will warm at a greater
rate over the coming decades and century compared with other regions of the planet, see Figure 2.3
[22].

2.2.2. Seasonality
Seasonality describes the the annual time and duration of ice advance and retreat. IPCC states that
strong regional changes of seasonality have been observed in the Arctic. Most regions show an in­
crease in duration of the melt season. According to the reports, there is high confidence that the Arctic
melt season has been extended by ten days per decade since 1979. The melt season starts three
days per decade earlier because of earlier melt onset and seven days per decade later because of
later freeze­up. The areas between the East Siberian Sea and the western Beaufort Sea show one of
the most rapid changes. Here, between 1979 and 2011 the duration of the melt season became three
months (90 ± 16) longer, sea ice advance occurred (41 ± 6) days later and sea ice retreat occurred
(49 ± 7) days earlier.
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Figure 2.3: Projected changes of temperature by season for 2070–2090 relative to the 1981–2000 mean according to IPCC
Fourth Assessment [23].

2.2.3. Snow
Snow has a big impact on sea ice. The insulation by accumulations of snow protects the ice frommelting
but also limits the growth. If the snow accumulation is sufficiently thick, the weight of the snow will push
the ice below the sea surface and snow­ice will form. This process may become more common in the
Arctic because of the thinning of sea ice. Both positive and negative temporal trends of snow days
have been observed regionally. However, in general, data clearly show a snow decrease throughout
the whole Arctic [24].

2.2.4. Wind
In the Arctic, winds force movement of sea ice directly but winds also drive ocean currents, which
themselves also force ice movement. In the Arctic as a whole, a small positive trend of only 1% to 2%
per decade of averaged wind speed has been observed between the years 1992 and 2009. Regionally,
in a large fraction of the Central Arctic, positive trends up to 9 % per decade have been observed in
the same time period [25].

2.2.5. Ocean currents
Ocean currents also force movement of sea ice but to a lesser extent compared to wind. The Beaufort
Gyre and the Transpolar Drift Stream are considered to be the two governing ocean currents in the
Arctic. The Beaufort Gyre causes sea ice to stay in the Arctic Basin and grow old, whereas the Trans­
polar Drift Stream transport the ice into the Atlantic Ocean where the ice melts.

Literature does not describe a general trend in ocean currents. In 1979, the Beaufort gyre covered
a larger area compared to 1994 causing less recirculation and more export of ice through the Fram
Strait [26]. On the other hand, circulation in the Beaufort Gyre increased between 2007­2010 relative
to 2003­2006 and currents in the south­west Beaufort Gyre even doubled in strength between 2003
and 2014 [27].

2.3. Sea ice conditions
In order to understand how ice is evolving, it is important to understand how conditions of sea ice are
described by different ice properties. Some properties are related to each other and some have direct
influence on the magnitude of ice loads. How these properties change determines the change in ice
loads on structures.
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2.3.1. The age of ice
Sea ice is divided in first­year ice and old ice because age influences different properties like thickness,
porosity and strength [28]. Old ice is subdivided in second­year ice and multiyear ice. Second­year ice
can be seen as a two layered system where the upper layer survived one summer and lower layer is
similar to first­year ice. Multiyear ice is, in some ways, more comparable to freshwater and glacial ice
than to fist­year ice because of low salinity.

2.3.2. Ice concentration
Sea ice concentration is defined as the surface area of all ice at a given location relative to the total
surface area of this location. Ice concentration is measured in order to be able to determine ice areas
and ice volumes. The concentration can be determined by ship and aircraft observations and satellite
imagery.

2.3.3. Ice cover
Approximately 7 percent of the world ocean is covered by ice [29]. Lots of research is dedicated to the
extent of the ice cover for several reasons. One main reason is that the ice cover is considered to have
big influence of the global climate because of the albedo effect [7]. Another reason is that the reduction
of ice extent, making shipping routes considerably shorter, introduces opportunities for marine traffic
around the Arctic. First satellite measurements were already taken in 1972.

Coverage of sea ice in a certain region can be measured as ice extent and as ice area. Commonly,
ice area is simply the surface area of all ice in the considered region and can be calculated as the
product of the ice concentrations and the surface area of the considered region. Ice extent is the sum
of the surface area of all ice in the considered region with concentrations of at least 15% [2].

2.3.4. Ice thickness
Sea ice grows vertically in two different ways: mechanically and thermally. Mechanical growth occurs
due to colliding ice sheets (ice ridging and rubbling), thermal ice growth occurs due to heat loss from
the ice into the atmosphere.

Ice starts to grow as soon as the surface air temperature gets below the freezing temperature of
the sea water. The ice mainly grows at the ice­seawater interface at the bottom. Here the heat from
the seawater is conducted through the ice and snow and released into the atmosphere. The process is
different for sea water compared to fresh water because of different freezing points. The freezing point
of water is well understood and can be calculated as function of pressure and salinity [30]. Because
of salinity, the freezing point of sea water is roughly −1.8 °C [5]. To determine the thickness of ice,
not only the surface temperature needs to be taken into account but also the duration of the freezing
process.

Stefan’s law is commonly used to calculate thickness of first­year ice [31]. Details are described
in Appendix B.1. In this method the thickness is a function of Freezing Degree Days (FDD), which
combines the air temperature and the duration of freezing into one parameter. FDD should include all
days of the considered freezing period.

For multiyear ice, determining the thickness is more complex because mechanical growth plays a
big role. Because of the mechanical growth, multiyear ice can be get much thicker than first­year ice.
Average ice floe thickness of 11.3m has been reported [28].

As soon as the surface air temperature gets above the freezing point of sea water, the ice starts to
melt. The melting process is far less understood. Literature about the ice melting process and methods
for calculating the melting rate of sea ice as function of surface air temperature are limited.
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2.3.5. Ice drift
The drift speed of ice is, for the most part, governed by wind. Sea ice drift speeds are normally about
1% to 2% of the wind speed. However, the ice motions also depend on other environmental elements.
The momentum of sea ice can be determined using Equation (2.1) where the left­hand side is the
derivative to the ice momentum [32]:

𝐷
𝐷𝑡 (𝑚𝑢⃗) = 𝜏𝑎 + ⃗𝜏𝑤 −𝑚𝑓𝑘⃗ × 𝑢⃗ − 𝑚𝑔∇⃗𝐻 − ∇𝜎̇ (2.1)

Here, 𝑚 is the mass of the ice feature and 𝑢⃗ is the velocity of the ice. The first two terms on the
right­hand side of the equation, 𝜏𝑎 and 𝜏𝑤, are the atmospheric and oceanic surface drag, respectively.
The third term is the Coriolis force, the fourth term the ocean surface tilt and the last term is the ice
internal stress. The Coriolis force and the sea­surface­tilt terms can normally be neglected so the ice
momentummainly depend on the atmospheric drag, oceanic drag and the internal friction. These terms
relate to sea ice concentration, sea ice thickness, wind and oceanic surface currents.

2.4. Observed changes in sea ice
The IPCC reports provide, among other literature, detailed observations in changes of different sea ice
properties. It is useful to know how these properties have changed in order to know how (design) ice
actions have changed.

2.4.1. The age of ice
IPCC distinguishes ice into perennial (also called second­year ice) and multiyear ice, where perennial
ice survives one summer and multiyear ice survived at least two summers. For perennial ice negative
trends between 1979 and 2012 very likely were −11.5±2.1% and −12.5±2.1% per decade for the ice
extent and ice area respectively [2]. For multiyear ice, the trend of ice extent and area between 1979
and 2012 very likely were −13.5± 2.5% and −14.7± 3.0% [2].

According to the IPCC report of 2019, the average age of sea ice in the Arctic has been decreasing
between 1979 and 2018. The proportion of at least five year old ice decreased from 30% to 2%,
whereas the proportion of first­year sea ice increased from 40% to 60­70%.

2.4.2. Ice concentration
Observations of larger decline in ice area compared to ice extent imply that ice concentration in the
Central Arctic also has been declining. Trends in sea ice concentration differ per location and season.
For the seasons February to April (winter) and August to October (summer), the trends in ice concen­
trations are persistent. In this winter period, between 1979 and 1993, positive trends have been seen
in the Labrador sea and the Bering Sea and negative trends in the Greenland Sea and the Barents Sea
[33]. Later, from 1993 till 2007, also in the winter season a negative trend is observed in all marginal
seas of the Arctic Ocean.

Overall, seasonal trends in sea ice concentration have been negative for all areas, except the Bering
sea. From 1979 till 2006, the largest declines of sea ice concentrations can be found in waters extending
from Laptev Sea to the Beaufort Sea.

2.4.3. Ice cover
The extent of sea ice has shown an inter­annual downward trend for all months since October 1978 [20]
[34]. Changes in summer ice extent have been more significant compared to changes in the winter.
The downward trend of September has been the largest and seems to have steepened with time, see
Figure 1.1. In the years 2002, 2005, 2007 and 2012 record low ice extents have been observed. In
2011 the extent was reduced with more than 30% compared to 1970 [35] .

According to IPCC, the sea ice cover is a prominent indicator for climate change. The increase of
greenhouse gasses cause approximately half of all summer sea ice loss. The ice extent in September
shows a trend of −83000 km2 per year between 1979 and 2018 and in March a trend of −41000 km2
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per year between 1979 and 2019. The main declines of summer ice extent happened in the East
Siberian Sea, Beaufort Sea, Chukchi Sea, Laptev Sea and Kara sea. Loss of winter ice extent only
mainly occurred in Barents Sea.

The seasonal trends for ice extent are −2.3 ± 0.5% (winter), −1.8 ± 0.5% (spring), −6.1 ± 0.8%
(summer) and −7.0 ± 1.5% (autumn) per decade in the entire Northern Hemisphere. According to
IPCC, future shrinking of the Arctic sea ice cover is very likely. For the RCP8.5 scenario a nearly ice­
free Arctic Ocean (less than 1 × 106 km2 sea ice for at least five years) in September is likely to be
expected before year 2050.

2.4.4. Ice thickness
Available data of sea ice thickness is limited both in space and time. Estimates on ice thickness are
made using both ice draft and freeboard measurements. The first available data originates from subma­
rine records using upward­looking sonar to measure the ice draft [32]. The US navy started executing
the first submarine surveys in 1958. Since the year 2000, very little data has been provided from these
submarine surveys. Measurements from anchored moorings systems in the Farm Strait and Beaufort
Sea have been using the same upward looking sonar, see for example Figure 2.4 [36] [37]. Later, data
on ice freeboard from aircraft, helicopter and satellite records became available. Since 2002 Envisat
(ESA) and since 2003 ICESat (NASA) spacecrafts have been providing broad data on ice freeboard.
Nowadays, both the Envisat and ICESat have been shut down and their successors, CryoSat­2 and
ICESat­2, have been launched in 2010 and 2018 respectively.
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Figure 2.4: Monthly mean ice draft measurements using moored upward looking sonar for two different locations in the Beaufort
Sea [38].

Studies have been dedicated to combining the data of the different data sets, trying to find a trend
in the ice thickness. These studies report decline in annual mean basin­average ice thickness over the
period 2000­2012 from 2.12 to 1.41 meter, a linear trend of −0.58 ± 0.07m per decade [39]. Including
the submarine surveys from 1975 and onward indicates a linear trend of −0.69 ± 0.03m per decade.
However, these submarine surveys only cover almost 38 percent of the Arctic ocean.

In the Arctic, an environmental shift from multiyear to first­year ice domination has been observed
[40]. Because older ice generally is thicker, this shift in ice regime contributed to the thinning of the
Arctic ice cover. In the Beaufort Sea, this led to a decrease of 44% in mean ice thickness between
2001 and 2007 [41].
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Currently the CryoSat­2 satellite provides the main data on ice thickness, giving the opportunity
to get insights on how the sea ice thickness is changing on a large spatial scale. The data currently
available from this satellite is however limited in time because first data originates from 2010 but first
findings imply no (declining) trend [42]. In the 2013/2014 season there is even an increase noticeable.

According to IPCC, land­fast ice thickness has also been decreasing. Since mid­1960s declines
in ice thickness of 0.11m per decade in the Barents Sea, 0.035m per decade in the Canadian Arctic
Archipelago and 0.033m per decade along the Siberian Coast have been observed.

2.4.5. Ice drift
The earliest measurements of ice drift speed originate from the end of the 19th century. During expedi­
tions schooners were locked in the ice pack so they would drift away along with the ice. The positions of
the ships were measured and so drift speeds could be determined [36]. Currently, the same expedition
is carried out by the Multidisciplinary drifting Observatory for the Study of Arctic Climate (MOSAiC).
More continuous record originates from the International Arctic Buoy Program (IABP). This program
uses buoys, which are trapped in the ice sheets, to determine drift speeds. The first measurements
are from 1978. Nowadays, broad drift data can also be retrieved from satellite records. The highest
drift speeds are observed in October and the lowest in April [37].

Records indicate that sea ice velocities have been increasing over the last few decades, seemonthly
mean drift speeds of IABP in Figure 2.5. These drift speeds cover the full central Arctic, only the Laptev
Sea is poorly covered [43]. Multiple studies have looked into this, trying to find the cause of this ob­
servation. No significant trend of wind speeds is noticeable in wind records, so this cannot explain the
upward trend of drift speed.

Figure 2.5: Mean drift speed for IABP buoys from 1979 to 2007 in the central Arctic. [43].

According to IPCC, between 1978 and 2007, an increase in drift speed of 17± 4.5% per decade in
the winter and an increase of 8.5± 2.0% per decade in the summer has been recorded. Satellite data
between 1992 and 2008 show an increase in average winter drift speed of 10.6 ± 0.9% per decade.
The largest increase of drift speed occurred during the second half of this period [2].

The cause for increased drift speeds differs for different seasons [32]. Changes in ice concentra­
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tions are assumed to be the main driver from June to November. From December till March the ice
concentration is rather constant and shows little change. The decrease in ice thickness, causing the
ice to fracture more easily, is likely to be the main driver of increasing drift speeds. In April and May
both ice thickness and ice concentration remain nearly constant but drift speeds show strong increases.
This is probably caused fracturing of the ice. During this period the fractures will not refreeze as much
as it used to and the densely packed ice will weaken as a whole.

2.5. Future changes in sea ice
In order to estimate how ice loads will change in the future, it is important to know how the sea ice will
change in the future. How the ice will change is uncertain but can be predicted. Historical observed
trends can be extrapolated into the near future but this does not include the physics behind climate
change. So, changes in drivers of climate change, like emissions of greenhouse gasses, are not
included. Climate models that consider the physics behind climate change, can also be used to predict
changes in ice.

2.5.1. Climate model projections
Coupled climate models, like the CMIP5 models, provide insights about expectations of change in sea
ice. Unfortunately, the IPCC reports do not state detailed expectations in change of certain ice prop­
erties, like thickness or drift speeds, based on these models. However, model output data is available
for different ice properties. For example see Figure 2.6, here the sea ice thickness in 2050 according
to the model is plotted for the full northern hemisphere. On the left­hand side, the contours of Scandi­
navia and Russia can be seen, on the right­hand side the contours of Alaska, Canadian Archipelago
and Greenland. According to the model, sea ice is much thinner and the ice extent is much smaller for
the RCP8.5 scenarios compared to the RCP2.6 scenario.

Studies have been dedicated to asses the quality of different climate models for different ice prop­
erties [44]. The performance of the different models can be checked by comparing the models with
historical data. Important is that these models are not made to predict change of sea ice on local level.
The sea ice is an important mechanism of the bigger global climate and is therefore extensively in­
cluded in the climate models. In these models, focus lays more on the effect of sea ice change on
global scale rather than on the local changes of the ice itself.

Figure 2.6: Projected global sea ice thickness for the full Northern Hemisphere mapped for the RCP2.6 and RCP8.5 scenario
according to earth system coupled climate model from the Met Office Hadley Centre [45].
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Arctic offshore structure design

Design loads are used to base the design of offshore structures on. The structure should have enough
resistance to withstand all loads it experiences during its lifetime. These loads are represented by the
design loads. For offshore structures in the Arctic, this also includes loads caused by interactions with
sea ice. These ice loads change because the sea ice changes due to climate change and therefore
the design ice loads for the structures may also change.

In order to determine how the design loads change, two aspects should be studied. First of all, one
should know how the design loads are determined based on the ice loads. Secondly, it is important to
know how the ice loads are determined. How they depend on sea ice determines how the change in
sea ice causes change in design ice loads.

3.1. Design standards for Arctic offshore structures
Different design codes have been developed over the years. The objective of these standards is to
provide guidance in design, construction, installation, transportation, and decommissioning. Require­
ments are specified to ensure that the structures provide an appropriate level of reliability to govern
safety, protect the environment and protect asset value. Some well­known standards related to Arctic
offshore design are:

1. API RP 2N [46]

2. CAN/CSA­S471­04 [47]

3. ISO 19906 [5]

4. SNiP 2.06.04­82 [48]

Before ISO 19906, only regionally accepted standards existed which provided different guidance
for design of offshore structures. In order to obtain one internationally accepted standard, ISO 19906
has been developed. In the European Economic Area the standard has been adopted. In Canada,
ISO 19906 has replaced CAN/CSA­S471­04. In the United States of America, API recommends ISO
19906 and API RP 2N has been withdrawn. In Russia, ISO 19906 has been translated for usage [49].

3.1.1. ISO 19906
The International Organization for Standardization (ISO) is an organisation that provides international
standards for almost every industry. The standard ISO 19906 is part of the ISO 19900 series for off­
shore structures that is developed for the petroleum and natural gas industries [5]. ISO 19906 focuses
on offshore structures in the Arctic and in environments with similar characteristics. It is the most com­
monly known standard in the field of Arctic engineering, the most recent edition originates from July
2019.

15
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The main method of ISO 19906 of ensuring safety, is by ensuring that the resistance of the structure
is larger than the ice actions the structure experiences. This includes guidance on determining design
loads.

3.2. Design methods
The working stress design method and the limit state design method are the two most commonly used
design method for structures. Limit state design method is suggested by ISO 19906 and is often
used in offshore structure design [50]. Therefore, only the limit state design method is considered
for determining the effect of climate change on Arctic offshore structure design.

3.2.1. Working stress design
The workings stress design method, also referred to as the allowable stress design method, considers
the stress developed in the structural members and connections. This stress should not exceed the
yield or buckling stress divided by a safety factor [51]. The method does not allow plastic deformation of
the structure members and may therefore lead to a design with unnecessary high structure resistance.

There is great variability in loads and structure resistance. The safety factor should account for the
variability of both these aspects. For different conditions, the variability of the loads and the resistance
may be different. Therefore, it is difficult to define one safety factor for different conditions. Also,
the method uses one safety factor for several failure modes acting together leading to irrationality of
the safety factors [51]. Therefore, the safety factor may also lead to a design with unnecessary high
structure resistance.

3.2.2. Limit state design
The limit state design method, also called the load and resistance factor design method, is different
compared to the working stress design method in two ways.

The limit state design method addresses the variability of the loads and the resistance separately.
Two safety factors are used, one for the load variability and one for the variability of the structure re­
sistance. This way, the method allows to use different safety factors for different types of loads. This
may be useful because, for example, dead loads have less variability compared to live loads [52].

Instead of combining different failure modes like the working stress method, this method considers
limit states. These limit states are defined as a condition beyond which a structure or a part of a structure
exceeds a specified design requirement [6] [50]. Because different limit states consider different design
requirements, for some limit states plastic deformation is allowed. In Section 3.3.2, the different limit
states suggested by ISO 19906 are described.

3.3. Design loads
Design values represent a certain variable for a specified time period. Besides loads, design values
can also be determined for other properties like ice thickness or ice drift speed. However, one should
be careful using these design values because they do not necessarily correspond to the design load
of that time period. For example, an ice feature with the maximum ice thickness within a hundred year
time period may exert less pressure on a structure compared to an ice feature which is slightly thinner
but has higher compressive strength. In this study main focus will be on design loads.

Different design loads should be determined for different failure modes of the offshore structure.
Extreme loads should be considered for plastic deformation of structure members whereas repetitive­
ness of loads leading to elastic deformations determine design loads for fatigue failure. Main focus in
this report is on design loads for extreme conditions.

3.3.1. Return period
The design of a structure should have sufficient capacity to resist the greatest load this structure will
experience during its lifetime. Therefore, when characterising design values, often ’return periods’ are
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used. For design values for extreme loads, this return period corresponds to the average time to the
first exceedance of this load.

The probability of event 𝑋 taking place during a trial can be calculated using Equation (3.1). If the
event happened during the trial, it is considered to be a success. The probability of the event (𝑃(𝑋)) is
calculated as the number of successes (𝑛𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑒𝑠) divided by the total number of trials (𝑛𝑡𝑟𝑖𝑎𝑙𝑠).

𝑃(𝑋) = 𝑛𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑒𝑠
𝑛𝑡𝑟𝑖𝑎𝑙𝑠

(3.1)

So, if the probability of an ice load being exceeded (𝑃(𝐹 > 𝐹𝑥)) is known, the average number of
trails needed to have one success (the ice load (𝐹𝑥) is exceeded once), can simply be calculated using
Equation (3.2):

𝑛𝑡𝑟𝑖𝑎𝑙𝑠 =
𝑛𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒𝑠
𝑃(𝐹 > 𝐹𝑥)

= 1
𝑃(𝐹 > 𝐹𝑥)

(3.2)

Using the average number of trials, the return period of the load can be calculated. For design loads,
the return period (𝑡𝑅) is the average time to the first exceedance of this load. One trial is considered to
be one season with the duration (𝑡𝑡𝑟𝑖𝑎𝑙) of one year. Therefore the return period is expressed in years.
So, the number of trials can be expressed as a function of the return period, see Equation (3.3):

𝑛𝑡𝑟𝑖𝑎𝑙𝑠 =
𝑡𝑅
𝑡𝑡𝑟𝑖𝑎𝑙

= 𝑡𝑅
1 year (3.3)

The design load (𝐹𝐷) corresponding to a given return period in years can be determined using
Equation (3.4):

𝑃(𝐹 > 𝐹𝐷) =
1 year
𝑡𝑅

(3.4)

Because the the return period is the average time to exceedance, there is still a certain probability
the load is being exceeded before the end of this return period. For design values, often the maximum
load is required. Therefore, the probability used in Equation (3.4) should be the probability of a load
being the maximum load of that year. In order to find this load, the probability density function of annual
maximum loads is required. This probability distribution is often referred to as the ‘extremal distribu­
tion’, see Figure 3.1.

Figure 3.1: Design value as function of the extremal distribution.



18 3. Arctic offshore structure design

For this method to be valid, the extremal distribution should represent all years considered in the
return period. This could be, but only if the climate could be considered constant over this time span.
So, when the impact of climate change is studied, this assumption cannot be made.

In case of a changing climate, the extremal distribution should be determined for smaller time pe­
riods where the environmental conditions can be assumed constant. So multiple distributions are re­
quired to cover the return period. How design loads can be determined based on multiple different
extremal distributions is described in Chapter 4.

3.3.2. Limit States
In order to ensure that the structure withstands all ice loads it experiences, different limit states should
be considered for design. In ISO 19906, return periods are allocated to the different limit states. How
these return periods are determined so they correspond with the limit states is not clearly stated. The
return period may vary for different types of structure but there is no dependency of the design lifetime
even though the lifetime has a great impact on the probability of exposure to extreme ice loads.

Ultimate Limit State
The ultimate limits state (ULS) is associated with prevention of impairment of the structure function.
Evacuation and suspension of operations is possible but the structure should have sufficient resis­
tance to withstand the ULS load without any damage impacting the functionality of the facility.

The ULS design value is based on extreme conditions. The ULS load represents the maximum load
with a return period of 100 years. Thus, this 100­year load corresponds to exceedance probability of
the annual maximum load of 1%.

Accidental Limit State
The accidental limit state (ALS), also called abnormal limit state is also based on extreme conditions.
In general, the return period for ALS loads is 10.000 years. ALS requires the structure to survive the
accidental load. Damage is possible but should not lead to undesirable events.

ISO 19906 suggests for manned platforms with evacuation possibilities or platform that are not
considered as high­consequence platforms, a return period of 1000 years. For unmanned and low­
consequence platform ALS does not have to be considered.

Serviceability Limit State
The serviceability limit state (SLS) requirements ensure adequate performance under normal opera­
tions. The SLS load may corresponds to a return period of 10 years but exact SLS specifications are
generally seen as responsibility of the owner.

Fatigue Limit State
The fatigue limit state (FLS) covers the accumulated effect of repetitive ice loads on the structure.
Therefore, not only extreme ice loads but all loads need to be considered for this limit state. This may
also include loads during transportation and installation of the structure. Because FLS is based on a
different methodology, main focus of this report is on the other limit states.

3.3.3. Extremal ice load distribution
The extremal distribution should give the probability of the annual maximum ice load the structure
could experience. How this distribution for ice loads is determined and how this distribution is affected
by environmental parameters is generally unclear. Neither ISO 19906 and other design standards nor
literature suggest specific methods for determining probability distributions of ice loads.

The extremal distribution should be based on ice loads. How these loads are determined seems
a bit obscure. For example, if one piece of ice interacts with a structure a continuous load is applied
on the structure for as long as the interaction lasts. How the load profile looks like, highly depends on
the failure mechanism of the ice. Somehow, to determine which loads to consider, a selection of loads
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should be made based on this load profile.

The ice loads that should be selected, can be linked to an ice event. In ISO 19906 an ice event
is defined as the occurrence of ice­structure interaction for which ice actions can be calculated. ISO
19906 also notes that this can be occurrences of peaks within a specified length or duration of the
interaction process. How to select the length or duration of the interaction is key to select events but is
not suggested in ISO 19906.

Furthermore, the impact of environmental conditions on the extremal distribution should be studied.
That way, the impact of climate change on the extremal distribution can be determined. It seems
obvious that for thicker ice due to more severe environmental conditions, ice loads are also more
severe. However, thicker ice tends to be less dynamic and therefore the probability of exposure to
these ice loads may be lower. How these probabilities are exactly impacted is unclear and should be
determined in order to be able to study the impact of climate change.

3.3.4. ULS design load according to ISO 19906
In order to directly calculate the ULS design load due to ice crushing, ISO 19906 suggest the method
described in Appendix B.7 [5]. This method calculates the upper bound load that should represent the
global ice load during the extreme level ice event. Meaning that, this load should correspond to the
ULS design load.

This load highly depends on the ice strength coefficient (𝐶𝑅), see Equation (B.17). This coefficient
should encompass both the strength of the ice as well as the probability of occurrence of the ice within
the return period corresponding to ULS. Both are highly site specific. ISO 19906 suggests 3 different
ways to determine this ice strength coefficient. However, none of those methods seem to include both
site specific ice strength and the probability of exposure to the ice.

The first method is based on location, Arctic, subarctic and temperate regions are distinguished.
This method assumes that the strength of ice and the number of expected events are the same in the
whole Arctic even though they highly depend on the considered location.

The second method is based on the number of events per year the structure is exposed to and
the return period of the strength coefficient. This approach seems more reasonable but the suggested
values are only based on data from Baltic Sea and thus does not consider local ice strength.

The third method suggest to scale the strength coefficient with the local ice strength. This can be
done using local uni­axial compressive strength measurements or borehole jack strengths. If this data
is not available, an alternative is proposed. An average strength index can be calculated as function of
the brine volume according to site specific data. Also the reference average strength index is given, so
the strength coefficient (𝐶𝑅) can be scaled using these values. So, this method includes local strength
of the sea ice but does not consider site specific expected number of events.

3.4. Arctic offshore structures
Most of the Arctic offshore structures have been build as production facilities of hydrocarbons, see
Figure 3.2. However, also bridge piers, lighthouses and wind turbines have been installed in Arctic
regions. The type of structure affects how the ice and structure interact. Therefore, the structure type
also has impact on the ice loads and is an important part of the design process. The Arctic offshore
structures can be classified into three different types:

1. Artificial islands

2. Bottom founded structure

3. Floating structure

Artificial islands can be build non­retained or retained with sand bags, rocks or a caisson. They
have great resistance to ice loads but can only be build in shallow coastal zones. Several artificial
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islands have been build North off the coast of Alaska, see Figure 3.2a.

Bottom founded structures types include gravity based structures, piled structures and jack­ups.
These structures can be build in moderate water depths. Jacket type piled structures are relatively sim­
ple but difficulties with ice have been encountered in the past leading to severe damage [53]. Gravity
based structures, see Figure 3.2b, show better ice resistance but can be relatively expensive. Jack­ups
do not have great ice resistance but they are mobile and can therefore be removed from site in case
of severe ice loads.

Floating structures are suitable for deep waters. They can be moored or use dynamics positioning
for station keeping. These structures are not fixed but drift because these structures are not rigidly fixed
to the sea floor. Lots of different types of floating structures have been proposed like conical buoys
(see Figure 3.2), ship­shaped units, tension leg platforms, single point anchor reservoir platforms and
semi­submersibles. Only steel buoys, ships and semi­submersibles actually have been used. These
structures do not have great ice resistance but they could be detached from mooring in case of severe
ice threats.

(a) Artificial island Northstar (b) Gravity based structure Prirazlomnoye. (c) Floating conical buoy Kulluk

Figure 3.2: Offshore structures installed in the Arctic.

The shape of the structure at water level is an important feature for the structure regarding ice loads.
Whether the structure is vertical or has an inclination determines the way the ice fails, see Figure 3.3.
The ice will be compressed if it is pushed against a vertical wall. If structure has an inclined wall, the ice
will be bend out­of­plane. Ice loads due to bending are generally assumed to be lower than ice loads
due to compression.

Figure 3.3: Ice failure illustrated for vertical and sloping structures [5].

3.5. Ice actions
Once an ice feature collides with an offshore structure either the piece of ice stays intact or it fails and
interaction between the ice and the structure starts. During this interaction, the ice exerts a loads on
the structure (and vice versa), often referred to as ice actions. During the interaction, the load is not
constant but increases up to the point either the ice or the structure fails.
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Whether the ice feature stays intact or fails depends on the momentum and the work done by failing
the ice for the whole structure width [54]. If the kinetic energy is larger than the work done by failing, the
ice fails. Otherwise, the ice stays whole, comes to standstill and remain at location or may drift away.
If the ice comes to standstill, ice load can simply be calculated solving the energy balance. However,
if the ice fails, calculating ice loads is much more complex.

3.5.1. Compression
Different failure modes exist for compression of ice. Which failure mode takes place depends on in­
dentation speed, geometry and ice properties [55]. The geometry mainly determines whether the ice
buckles or not. For relative thin ice (high aspect ratio between structure width and ice thickness), the
ice tends to buckle. If the ice does not buckle, the ice can fail in two manners; viscous/plastic for slow
indentation speeds (creep) or cracking/spalling for high indentation speeds (crushing). In Figure 3.4,
the failure mechanisms are visualized and mapped to show for which regimes of indentation speed and
aspect ratio each mechanism dominates [56].

Buckling
Buckling ice failure is failure due to out­of­plane flexure of the ice during compression. Therefore, this
is actually a bending failure due to compression. Circumferential cracks form if the ice start to buckle
causing short peak loads. Buckling only happens for high aspects ratios.

Creep
Creep of ice is failure in a ductile manner, the ice envelops the structure leading to an almost uniform
pressure interface. From the start of the interaction the load increases gradually up to a point ice failure
reaches a steady­state. Creep is mainly observed during low indentation speeds and low aspect ratios.

Crushing
Crushing is failure of ice due to fracture. It is a combination between pulverization, spalling, and radial
cracking of the sea ice. This causes, instead of a uniform, a highly local contact and pressure interface.
Because of the cracking, loads are rapidly oscillating around a mean load. Crushing mostly takes place
at high indentation speeds and low aspect ratios.

Figure 3.4: Ice failure map based on results of Timco 1991 [55]. B­Buckling, C­Crushing, M­Mixed crushing and buckling, and
Cr­Creep failure [56].
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Mixed mode
For certain conditions the ice fails both by buckling and crushing. In that case, the mechanism alternate,
causing the load to build up, highly oscillate due to crushing and drop to zero because of buckling of
the ice.

3.5.2. Bending
For sloping structures, sea ice will fail in flexural failure mode. In general, ice loads due to bending
are assumed to be lower than ice loads due to compression. This interaction is complex because,
besides failure of the ice, ride­up of broken ice pieces, accumulation of ice rubble on or under the
slope, and subsequent clearing of the rubble also exert loads on the structure which should be taken
into account. In ISO 19906 a detailed method is suggested to calculate ice load due to bending. Even
though bending is an important part of the design of sloping structures, focus of this report is on ice
loads due to crushing.

3.5.3. Crushing Load
For vertical structures, crushing is generally assumed to be the failure mechanism leading to the high­
est load. Therefore, it is important to consider the global crushing loads for design. Different method
have been developed to determine these loads however they all seem to have their shortcomings.

One way of estimating the global crushing load is by using the uni­axial compressive strength of the
ice and the contact area. For crushing, the actual contact area is considered to be much smaller than
the interaction area (ice thickness multiplied by the structure width) [57]. The effect of non­simultaneous
ice failure and the effect of spalling and radial cracking changing the ice geometry should be taken into
account [58]. Because of spalling, the ice gets a wedged shaped front seen from the side reducing the
contact area. Because of radial cracking, the ice also gets a wedged shaped front seen from above.
To estimate the actual contact area Equation (B.14) in Appendix B can be used.

For crushing regimes the average value for 𝐶𝑁𝑆 is smaller than 0.25 and the upper­limit is around
0.4 [59]. For 𝐶𝐺, a value of 0.3 can be assumed [60]. The global crushing load can be estimated using
Equation (B.15).

3.6. Engineering properties of sea ice
The strength of sea ice determines when the ice fails. Therefore, it has great impact on the ice loads.
The strength of ice can be measured in different ways, for example: compressive, flexural, tensile
and shear strength. Which type of strength is relevant depends on failure mechanism considered.
Therefore, some types are more relevant for design than other. Ice strength highly depends on the
structure and porosity of ice. The porosity itself is determined by the salinity and temperature of the
ice.

3.6.1. Salinity
Because of the salinity of sea water, salt gets captured in sea ice when the sea water freezes. Salinity
is measured as the fraction of the mass of the salt to the total mass of unit it is entrapped in. One
way of measuring the salinity is by melting the sea ice and measuring the electrical conductivity of the
melt water. In Appendix B.3, the method used to determine the salinity for first­year ice as function of
thickness is elaborated [61]. This method is based on ice data from both the Arctic and the Antarctic.

3.6.2. Porosity
In contrast to pure ice, sea ice also consists of brine and gasses (mostly just air). The total porosity
(𝜈𝑡) can be calculated as the sum of the relative brine volume (𝜈𝑏) and the relative air volume (𝜈𝑎). It is
important to know the porosity of the ice because it has big impact on its strength.

When the sea water freezes, pure ice forms. This causes solutions of highly concentrated salt in
sea water (brine) and solid salt crystals to get trapped in the ice. Some of this brine drains out of the
ice. If the ice grows fast, more brine gets captured compared to slow growing ice. Besides brine, also
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air gets trapped during the growing process.

The porosity is generally assumed to be a function of ice salinity, temperature, growth rate, structure
and also density. However, the relative brine volume and relative air temperature can be estimated us­
ing the empirical functions that only includes salinity (𝑆𝑖), temperature (𝑇𝑖) and density(𝜌) [62]. Details
of this method are provided in Appendix B.4.

3.6.3. Compressive strength
Compressive strength is an important property of sea ice because the ice often fails due to compres­
sion during interaction with a structure. This is also the case for ice crushing which is one of the main
governing mechanism determining design ice loads. Lots of research into compressive strength has
been done.

Figure 3.5: The considered unconfined and confined columnar sea ice [63].

The compressive strength can be measured unconfined (uni­axial) and confined (bi­ and tri­axial)
and highly depends on the structure of the ice. For granular ice, the confined compressive strength
can be 19 percent higher compared to the unconfined compressive strength. For columnar ice, the
confined compressive strength can be four times higher than the unconfined compressive strength, if
the ice is horizontally loaded and the confinement is in the same plane as the applied load and the
columnar structure of the ice, like in Figure 3.5 [64].

Whether confined or unconfined compressive strength should be considered for interactions be­
tween ice features and offshore structures seems not entirely clear. Two options seem reasonable
depending on the geometry of the ice. If the ice is relatively narrow, so the ratio between thickness
and width ( ℎ𝑤 ) of the ice is high, maybe the assumption could be made that the ice is unconfined and
unrestricted to move horizontally and uni­axial strength is most appropriate. Otherwise, if the ice is
relatively wide, the ice can be assumed to be confined and restricted to move in a horizontal direction
and bi­axial compressive strength is more appropriate.

One way of calculating the uni­axial strength is by using the method of Timco and Frederking, see
Appendix B.5 [65]. For this method, only the average air temperature (𝑇𝑎), ice thickness (ℎ𝑖) and strain
rate ( ̇𝜖) are needed. The method suggests that the ice is divided in nine layers, see Figure 3.6. The
top layer is assumed to be made of granular ice and the other layers of columnar ice.
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Figure 3.6: The compressive strength according to Timco and Frederking [65].

3.7. New method for design loads
Both existing methods described in Section 3.3.1 and Section 3.3.4 seem unable to include the effect of
climate change in design loads. If that is the case, a new method needs to be developed that enables
to include the effect of climate change in design ice loads. Two types of methods seem possible options.

First option is a method like the method defined in ISO 19906 [5]. This means a direct equation as
function of different relevant ice properties. These ice properties should be linked to the considered
return periods. In that case, the return periods of the ice properties are affected by climate change.

Second option is a method based on the site specific extremal distributions. Different extremal dis­
tributions are needed to cover the return period and include climate change. In this case, also a method
needs to be developed to determine design loads based on changing extremal distributions.

The first method does not provide a clear insight in how the climate change affects the design loads.
The second method explicitly includes extremal distributions. The extremal distributions are affected
by climate change. Once is known how climate change exactly affects the extremal distribution, the
effect of climate change on design loads can be studied more easily. Therefore, the second method is
preferred.



4
Determining design loads

Commonly, design loads are based on historical data and the assumptions is made that there is no
trend in the data. In order to determine design loads based on data having a trend a new method
needs to be developed.

4.1. Common practice
The conventional way to determine design loads is based on historical data. Here, the seasonal max­
imum crushing loads from Figure 4.1 are used. How these seasonal maximum loads are determined,
is described in Appendix A.4. Maximum values are selected for a certain frequency, commonly annual
maximum values are used. Because sea ice only grows during the freezing season, it is convenient
to consider a one year time period that covers a whole freezing process instead a calender year that
covers two freezing seasons only partially. In this case, the maximum loads are selected in the pe­
riod between August 1 and July 31 of all available seasons in the dataset. These loads are calculated
according the method discussed in Appendix B.6.
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Figure 4.1: Estimate of seasonal maximum crushing load at Resolute Bay.

To determine the cumulative probability of the seasonal maximum ice loads, the following method
is used [66]. The loads are arranged in ascending order. To each load 𝑛 a cumulative probability is
allocated using Equation (4.1). Here, 𝑁 is the total amount of data points. The cumulative probability
is plotted in Figure 4.2. Because the considered data are seasonal maximum loads, the plotted cumu­
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lative probability is an approximation of the cumulative probability function of the extremal distribution.
Therefore, this data can be used to fit the extremal distribution.

𝑃(𝐹𝑚𝑎𝑥 ≤ 𝐹𝑛) =
𝑛

𝑁 + 1 (4.1)
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Figure 4.2: Cumulative Distribution Function based on of seasonal maximum crushing load at Resolute Bay.

Based on Equation (3.4), the return period for each load can be calculated using Equation (4.2).
The conventional way of determining the return period of the considered design value, is fitting a curve
to the return periods and extend this curve to the desired return period to determine the design load.
For the purpose of illustration, a Generalized Extreme Value type I extremal distribution is fitted in
Figure 4.3. Which type of curve is suitable depends on the nature of the considered parameter. This
issue is discussed in more detail in Chapter 5. Based on the curve fit, the ULS design load at Resolute
Bay is 69.76MN.
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Figure 4.3: Return periods of seasonal maximum crushing loads at Resolute Bay.
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𝑡𝑅 =
1 year

𝑃(𝐹𝑚𝑎𝑥 > 𝐹𝑛)
= 1 year
1 − 𝑃(𝐹𝑚𝑎𝑥 ≤ 𝐹𝑛)

(4.2)

4.2. Data with trend
For the purpose of illustrating the problems that arise using the conventional method for data having a
trend, a trend is added to the annual maximum loads retrieved from the Resolute Bay data. How the
trend is applied to the data, is elaborated in Appendix A.5.

The data and the corresponding return periods are presented in Figure 4.4. According to the curve
fit, the ULS design load is equal to 60.06MN. In both graphs, data point fade from blue to red as
time progresses. As can be seen in the lower graph, the data points in the beginning of the time
interval mainly end up at the right hand side because they correspond to the largest return period. So,
these data points have great impact on the right hand side of the curve fit and therefore on which load
correspond to the return periods relevant for design loads. However, because of the trend in the data,
these loads are less probable in the future.
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Figure 4.4: Seasonal maximum crushing loads with trend and corresponding return periods at Resolute Bay.

This method is not suitable for extrapolating the curve fit to determine return period of ice loads if
the data has a trend. Therefore, if design loads are based on historical data with a downward trend,
design loads for structures build after the time period of this historical data are overestimated. Vice
versa, for data with an upward trend design loads will be underestimated.

The trend could be removed from the data, as described in Appendix A.5. That way the anomaly
could be used to determine the a return period. However, here another problem arises. The trend
should be included in the design loads. So, some load representing the trend should be added up to
the load corresponding to the return period of the anomaly. However, because of the trend, the data
is inconstant over the considered time period and therefore this cannot be properly done. Which value
should be selected to represent the trend depends on the moment in time the extreme load correspond­
ing to the return period occurs. However, this moment in time cannot be known.
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In Figure 4.5, the trend and anomaly have been separated from the annual maximum loads. Ac­
cording to the exponential curve fit, the ULS design load anomaly is equal to 15.24MN. The trend of
the global load is extrapolated for forty years. This time period can be considered as the lifetime of an
offshore structure. Which value of the trend forecasted during the lifetime of the structure should be
added up to the design load according to the anomaly is unclear.

For a downward trend, the expected load at the start of the lifetime of the structure according to
the trend may be used. This way, design should be safe because the most extreme possibility is con­
sidered. However, even in the case of a downward trend, the highest load case does not necessarily
occur in the beginning of the lifetime of a structure. Therefore, this method seems conservative leading
the overestimation of the design loads.
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Figure 4.5: Separated trend and anomaly of seasonal maximum crushing loads at Resolute Bay.

The same holds for data having an upward trend. Here, the load expected according to the trend
at the end of the lifetime of the structure can be used. This also covers the most extreme case leading
to overestimated design loads.

So, this method cannot be used if a trend is to be expected in future loads. Furthermore, climate
change may not only have impact on the trend but also on the anomaly of ice loads.

4.3. Multiple extremal distributions
For the conventional method, the assumption is made that an extremal distribution based on the his­
torical data can also be used for probabilities of loads in the future. So, this extremal distribution is
assumed to represent each season in the return period. However, one extremal distribution cannot
represent multiple seasons if climate changes is considered. Because of climate change, the sea ice
conditions change for each season. This means that the extremal distribution changes over time.

In Figure 4.6, the estimated seasonal extreme global loads for Resolute Bay are divided into two
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intervals and for each interval an Generalized Extreme Value type I extremal distribution is fitted. If
these extremal distributions are assumed to represent both intervals, they can be used to determine
the probability of the loads for the whole time period.
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Figure 4.6: Cumulative extremal distribution fit for two intervals of seasonal maximum crushing loads at Resolute Bay.

So, to include the trend in the design load, multiple extremal distributions should cover the full return
period. The smaller the time period the extremal distributions covers, the smaller the error in the design
load will be. If each season is covered by one specific extremal distribution, the inter­seasonal trend is
fully included.

Normally, the load with a 1% probability of being exceeded according to the extremal distribution
is used as design load with a 100 year return period (ULS). Because this load has a 1% probability
of being exceeded in one trial, on average 100 trails are needed before the load is exceeded and
𝑛𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒𝑠 = 1 like in Equation (4.3).

𝑛𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒𝑠 = 𝑛𝑡𝑟𝑖𝑎𝑙𝑠 ⋅ 𝑃(𝐹 > 𝐹𝑥) = 1 (4.3)
In this case, one trial corresponds to one full season with a duration of one year. Therefore, 100

years is the average time period to the first exceedance of this extreme load with a 1% probability of
being exceeded in one season. For this reasoning to be valid, the assumption is made that events of
one year cause no change in probabilities of events in the next years and the extremal distribution is
the same for all considered years.

If multiple extremal distributions are considered, this method no longer holds as the probability of a
extreme load changes as time progresses. However, in order to determine the extreme load with an
average of 100 trials to the first exceedance, the product of the probability of exceeding in each trial
and the number of trials should still be 1 after 100 trials.

Instead of assuming that the probability of a load being exceeded is constant over the full time
period, the changing probability of the different smaller intervals should be combined. However, the



30 4. Determining design loads

condition 𝑛𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒𝑠 = 1 should still hold after 100 years for the ULS design load. The average num­
ber of exceedances (𝑛𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒𝑠) of a load (𝐹) being exceeded for full time period can be calculated
using Equation (4.4). The average number of exceedances is calculated as the sum of the product of
probability in one trial in the specific interval (𝑛) and the number of trials corresponding to that interval
for all intervals (𝑁). For a load corresponding to 𝑛𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒𝑠 = 1, the average number of season before
the load is expected to be exceeded is exactly equal to the duration of the considered time interval.
So the return period of this load is equal to the considered time period. If 𝑛𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒𝑠 > 1, the return
period is smaller than the considered time interval and on average the corresponding load occurs more
than once in the interval and if 𝑛𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒𝑠 < 1, the return period is bigger than the considered time
interval and on average the load occurs less than once in the interval.

𝑛𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒𝑠 =
𝑁

∑
𝑛=1

(𝑃𝑛(𝐹𝑚𝑎𝑥 > 𝐹) ⋅ 𝑛𝑡𝑟𝑖𝑎𝑙𝑠,𝑛) =
𝑁

∑
𝑛=1

(𝑃𝑛(𝐹𝑚𝑎𝑥 > 𝐹) ⋅
𝑡𝑛

1 year) (4.4)

Here, 𝑁 is the total number of intervals, 𝑃𝑛(𝐹𝑚𝑎𝑥 > 𝐹) probability of the seasonal maximum load
exceeding load 𝐹, 𝑛𝑡𝑟𝑖𝑎𝑙𝑠,𝑛 the number of trials in the considered interval 𝑛 and 𝑡𝑛 the duration in years
of interval 𝑛. In Figure 4.7, the average number of exceedances of the ice loads for both intervals and
for the full time period of the data set are plotted based the two extremal distributions in Figure 4.6.
According to this method, the design load with a return period equal to the duration of the first (blue)
interval is equal to 54.54MN. For the second interval, the design load with a return period equal to the
duration of the second (red) interval is equal to 49.37MN. For the full time period, the design load with
a return period equal to the duration of the full interval (yellow) is equal to 54.79MN. The duration in
this interval is 69 seasons. For comparison, the ice load with a return period also equal to 69 seasons
according to the method described in Figure 4.4, is equal to 56.88MN.

If an interval of 100 years is considered, the load with a return period of a 100 years could be de­
termined using this method. However, the Resolute Bay does only provide data for 69 seasons, so the
ULS design ice load cannot be determined for this data using this method.
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Figure 4.7: Average number of exceedances during the considered interval of seasonal maximum crushing ice loads at Resolute
Bay based on two extremal distributions.

In this example the design load is based on historical data and only two extremal distribution are
used. This method could also be used for more than two extremal distributions which should result in
more accurate design loads. In order to determine design loads for future loads, the extremal distri­
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bution covering future time intervals should be known. In that case, the extremal distributions should
cover the future time period with the duration equal to the considered return period.





5
The extremal distribution

Extremal distributions are needed to determine the design loads. The extremal distribution represents
the probability of maximum load events due to extreme conditions for a specified time interval.

Different methods to determine the extremal distribution exist. A common method is to fit a proba­
bility distribution to observed maximum values. However, the extremal distribution can also be based
on the parent distribution. The parent distribution represents not only the maxima but includes all load
events of the considered parameter.

In order to illustrate the methods for determining the design values, data from Resolute Bay in
Canada is used. This data is assessed in Appendix A.

5.1. Extremal distribution based upon parent distribution
The parent distribution, also called the initial distribution, is in this context the probability density func­
tion of the loads of all events a structure is exposed to in a certain time period. The occurrence of one
ice load event is assumed to not affect the probability of occurrence of other ice loads event. So, the
ice loads are assumed to be independent. If all ice loads of one season are independent and have the
same parent distribution, this parent distribution can be used to determine the extremal distribution. In
order to get an adequate extremal distribution, an adequate parent distribution is crucial. Especially,
the tails of these distributions have great influence on the extremal distributions and the design values.

The cumulative parent distribution function represent the probability of a load to be less than or equal
to a given load. This cumulative distribution function (𝐹𝑝𝑎𝑟𝑒𝑛𝑡) can be determined with the probability
density function (𝑓𝑝𝑎𝑟𝑒𝑛𝑡) of the parent distribution using Equation (5.1):

𝑃(𝑋 ≤ 𝑥) = 𝐹𝑝𝑎𝑟𝑒𝑛𝑡(𝑥) = ∫
𝑥

−∞
𝑓𝑝𝑎𝑟𝑒𝑛𝑡(𝑥)𝑑𝑥 (5.1)

The probability of the loads of two events to be both less than or equal to a given load, is the product
of probability for the load of each individual events to be less than or equal to this given load. Because
for each event the probability is assumed to be the same, the probability of all loads 𝑋𝑛, for 𝑛 event, to
be less than or equal to load 𝑥 can be calculated using Equation (5.2):

𝑃(all𝑋𝑛 ≤ 𝑥) = 𝑃(𝑋𝑛 ≤ 𝑥)𝑛 = 𝐹𝑝𝑎𝑟𝑒𝑛𝑡(𝑥)𝑛 (5.2)

If the number of events in a certain time period is known, the probability of all loads for all events in
this time period being less than or equal to an given load can be determined. This probability is actually
the cumulative distribution function of the extremal distribution of this time period. So, the cumulative
distribution function of the extremal distribution can be determined using Equation (5.3):

𝐹𝑒𝑥𝑡𝑟𝑒𝑚𝑎𝑙(𝑥) = 𝑃(all𝑋𝑛 ≤ 𝑥) = 𝐹𝑝𝑎𝑟𝑒𝑛𝑡(𝑥)𝑛 (5.3)
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34 5. The extremal distribution

The probability density function of the extremal distribution can be determined using Equation (5.4).
In Figure 5.1, the extremal distribution is determined for the season 1969 ­ 1970. The parent distribution
is approximated with a kernel distribution fit to daily estimated crushing loads. How these loads are
calculated is discussed in Appendix B.6. The number of events expected in the season should be
determined as function of the ice conditions, more details in Section 6.2. For the purpose of illustration,
the extremal distribution is presented for different number of events (𝑛 = [10, 100, 200]). As can be
seen in the figure, for higher values of 𝑛 the extremal distribution shifts to the right and tend to be more
peaked.

𝑓𝑒𝑥𝑡𝑟𝑒𝑚𝑎𝑙(𝑥) =
𝑑
𝑑𝑥 (𝐹𝑒𝑥𝑡𝑟𝑒𝑚𝑎𝑙(𝑥)) (5.4)
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Figure 5.1: Extremal distribution based on daily data of one season at Resolute Bay.

So, in order to determine the extremal distribution for one season according to this method, the
parent distribution and the expected number of events of that season are needed. Both are impacted
by climate change.

5.2. Extreme value distribution fit
Using the method described in Section 5.1, commonly used parent distributions tend to an extremal
distribution of the same form. If these forms are known, a direct fit to extreme values can be used to
determine the extremal distribution without using the parent distribution itself. Therefore, the general­
ized extreme value distributions are developed. These distributions have these forms and can be fitted
to data in order to approximate the extremal distribution. The generalized extreme value distribution
family consist of three different types a distribution with each a different form:

1. Type I Gumbel

2. Type II Fréchet

3. Type III Weibull
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These types are related to each other and the generalized extreme value distribution family can be
expressed as one function, see Equation (5.5). Type I, II and III are obtained for 𝑐 = 0, 𝑐 > 0 and 𝑐 < 0
respectively.

𝐹𝐺𝐸𝑉(𝑥) = exp {− [1 + 𝑐 (𝑥 − 𝛾𝛿 )]
− 1𝑐 } for: 0 ≤ 1 + 𝑐 (𝑥 − 𝛾𝛿 ) (5.5)

All three classes have distinct forms of behaviour, which is determined by the tail behaviour of the
parent distribution. In Figure 5.2, type I is fitted to the seasonal maximum ice loads of Resolute Bay.
The distribution is fitted using the maximum likelihood estimation method. This method maximises the
likelihood that the process described by the model produced the actual input data.

Type I is by far the most commonly used type because it is suitable for most types of parent distribu­
tions. This type is suitable for parent distributions with tails that decays at least as fast as exponentially.
The tail of this distribution will decline to zero.

Type II distribution is suitable for parent distributions with tails that decays not as fast as exponen­
tially. The tail of this distribution will also decays to zero but not as quickly as type I.

Type III is suitable for limited parent distributions. So, the considered value of the parent distribu­
tions cannot be greater than certain maximum value. Therefore, this type extremal distribution is also
limited to this maximum value. In essence, ice loads are limited because ice thickness is physically
limited and compressive strength is limited because air temperatures. However, defining a maximum
ice load is difficult. Therefore it may be better to treat the ice load to be unlimited and check whether
the ice loads resulting from the extremal distribution are reasonable in magnitude.

All in all, the behaviour of the tail of the parent distribution is determinative for the type and shape
of the extremal distribution.
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Figure 5.2: Cumulative distribution function of the generalized extreme value type I Gumbel distribution fit.

5.3. Extremal distribution for data with trend
The extreme value distribution fit is not a suitable method if a trend in the loads is to be expected
because using this method determining multiple extremal distributions covering small time periods is
not possible. For each season only one value can be used. Therefore, multiple years of data are
necessary in order to be able to fit an extreme value distribution. Because these extreme distribution
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covers multiple seasons, the impact of climate change on ice loads cannot properly be included in the
distributions. Also, generalized extreme value distributions assume no trends in the ice loads.

Furthermore, this method is based on historical extreme loads and the assumptions is made that
the distribution based on historical data could also represent probabilities of future loads. However,
if climate change is considered, the parent distributions is different for each season. Therefore, the
extremal distribution of one season cannot be used for another season. So, an extremal distribution
based on historical data cannot be used for future seasons.

The preferred method for determining the extremal distribution is by using the parent distribution.
The main advantage of this method is that the parent distribution already can be determined with data
of only one season. Therefore, the extremal distribution of one season can already be determine on
data of only one season. That means that for each individual season a specific extremal distribution
can be determined. This is desirable because this makes it possible to properly capture a trend in data
into the design loads. Therefore, using the parent distribution is recommended if a trend in the loads
is to be expected.

Another advantage is that both magnitude of the loads and the number of events are explicitly in­
cluded because both are affected by climate change. Therefore, the impact of these aspects can be
examined individually. The difficulty in this method lies in determining the parent distribution and ex­
pected number of events.



6
The ice state

In order to determine the extremal distribution for a certain time interval, the parent distribution and the
expected number of events for this whole interval are required. For ice loads, considering each sea­
son individually seems convenient. This way, the full seasonal cycle of sea ice evolvement is captured.
The parent distribution is considered to be a long­term distribution because it covers a time span where
governing conditions cannot be considered constant.

In order to be able to determine the long­term parent distribution and the expected number of events
for a full season, the use of ice states is required. An ice state is defined as a time period in which the sea
ice conditions are constant. Because the ice conditions during an ice state are assumed to be constant,
for each ice state the short­term probability distribution and the event frequency can be determined. If
is known which ice states are to be expected, the long­term parent distribution and seasonal number
of events can be determined.

The ice state is characterised by the relevant ice properties that impact the extremal distribution.
That means that the ice properties with an impact on the short­term distribution and the event frequency
during the ice state should be considered. The short­term distribution is mainly impacted by the magni­
tude of the ice loads. According to the method discussed in Appendix B.6 the crushing load of sea ice
depends on the ice thickness and the compressive strength of the ice. The event frequency is impacted
by ice concentration, the dimensions of the ice feature and drift speed. How the short­term distribution
and the event frequency are determined exactly is addressed in Chapter 7.

6.1. The parent distribution
In the field of ocean engineering, short­term distributions are used to determine long­term distribution
[67]. For all sea states occurring in the long­term time span, a short­term distribution is determined. For
these sea states, the sea characteristics are assumed to be constant. These short­term distributions
are combined in order to get the long­term distribution.

This approach could also be applied for ice loads with the use of the state of the sea ice. First, for
all ice states (𝑁), occurring in the long­term time span, an short­term distribution should be determined,
Then, the long­term probability distribution can be determined using the short­term distributions. The
long­term parent distribution can be calculated using Equation (6.1):

𝑓𝑙𝑜𝑛𝑔−𝑡𝑒𝑟𝑚 =
𝑁

∑
𝑖=1
(𝑤𝑖 ⋅ 𝑓𝑠ℎ𝑜𝑟𝑡−𝑡𝑒𝑟𝑚,𝑖) (6.1)

Each short­term distribution is weighted by weight factors 𝑤𝑖.
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6.2. Seasonal number of events
To determine the extremal distribution for one time interval, the expected number of events in the season
should also be known. The number of events can be calculated as the product of the length of the
period with sea ice and the event frequency during this season. Like with the short­term distributions,
the seasonal event frequency should be linked to the ice states. If is known which ice states are to be
expected in the season, the total number of events to be expected in the full season can be calculated
using Equation (6.2):

𝑛𝑒𝑣𝑒𝑛𝑡𝑠 = 𝑡𝑠 ⋅ 𝜂𝑙𝑜𝑛𝑔−𝑡𝑒𝑟𝑚 = 𝑡𝑠 ⋅
𝑁

∑
𝑖=1
(𝑤𝑖 ⋅ 𝜂𝑖) (6.2)

Where, 𝑡𝑠 is the length of the season with sea ice expressed in a unit of time, 𝜂𝑙𝑜𝑛𝑔−𝑡𝑒𝑟𝑚 the weighted
event frequency for the full season, 𝑤𝑖 the weight factor and 𝜂𝑖 the event frequency corresponding to
the ice state 𝑖 calculated for all ice states 𝑁. In Figure 6.1, a schematic overview of using the ice states
to determine the parent distribution and seasonal event frequency is presented.
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Figure 6.1: Schematic overview of determining the parent distribution and seasonal event frequency.

6.3. Weight factor
For each ice state, also the weight factor needs to be determined so the long­term parent distribution
and the expected number of events for the full season can be calculated. The weight factor scales
the short­term term distribution and the event frequency with the exposure to the considered ice state
relative to the total exposure to all ice states. For these weight factors, the condition in Equation (6.3)
should hold.

𝑁

∑
𝑖=1
𝑤𝑖 = 1 (6.3)

One way to determine this weight factor is using the probability of the ice state. Because the parent
distribution covers one full season, the probability distribution of the ice states should also cover this full
season. The probability of an ice state is the same as the joint probability of the governing ice properties
of that ice state. In this case, that means the joint probability of the ice thickness, compressive strength,
concentration, drift speed and the dimensions of the ice features. How the joint probability of those ice
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properties can be determined exactly is unclear and should be examined. This is complex because the
different ice properties are dependent on each other. For example, compressive strength is a function
of the ice thickness. The correlation between the different ice properties should be determined before
the joint probability of the ice properties can be obtained.

An easier way of determining the weight factor is by using the frequency of the ice states. If future
data is used where the frequency of occurrence of the ice states is known, this frequency can be directly
be used as weight factor of the ice states. The condition in Equation (6.3) should still hold.

6.4. Impact of climate change
The distributions of the considered ice properties are impacted by the environmental conditions. Here,
climate change comes into play because climate change impacts the environmental conditions. There­
fore, the weight factor of the ice states are impacted by climate change.

The parent distribution will change because the weight factor of the different ice states will change.
Depending on the impact of the climate change on the probability of the different ice states, contribution
of the different short­term load distributions to the long­term parent distribution will be change.

The expected number of events for the full the season will also be impacted by climate change.
Because of the rising temperatures, the freezing season will be shorter. So there will be a shorter
period of time when there is sea ice. The number of events is also impacted by the changing weight
factor like the parent distribution.





7
Ice events

Events are selected ice loads during ice­structure interaction. How an ice event is defined determines
which values of the load during the interaction are selected. How the ice event is defined is not generally
agreed upon but does affects the shape and scale of the short­term distributions and also the event
frequency for the ice states.

7.1. Short­term distribution
The short term distribution should include all events that occur during a specific ice state. The type,
shape and scale of the short­term distribution needs to be determined.

Themagnitude of ice loadsmainly determine the scale of this distribution. Considering Appendix B.6,
the magnitude of the ice loads depends on the ice thickness and compressive strength of the ice and
the width of the interaction zone. The width of the interaction zone is limited by the width of the struc­
ture or, if the ice feature is smaller than the structure, the width of the ice feature. These ice properties
therefore impact the scale of the distribution.

Which loads are selected also impacts the shape of the short­term distribution. Which type and
shape distribution gives a good fit should be determined for the specific selection criteria.

Once the type and shape of the short­term distribution are known, the distribution can be scaled
using the magnitude of the expected load corresponding to the ice state. For example the method
discussed in Appendix B.6 can be used to estimate the ice load, this load can be used as the mean or
mode of the distribution.

7.2. Ice state event frequency
The ice state event frequency (𝜂𝑖𝑐𝑒−𝑠𝑡𝑎𝑡𝑒) represents the number of ice load events per unit of time
during an ice state and depends on two aspects:

1. The events frequency during an ice­structure interaction 𝜂𝑒𝑣𝑒𝑛𝑡𝑠
2. The exposure rate to sea ice during the ice state 𝑟𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒

To determine the event frequency for an ice state, the events frequency during an ice­structure
interaction and the exposure rate to sea ice during the ice state can directly be multiplied. The exposure
rate to sea ice represents the fraction of time the structure is exposed to ice during the ice state. The
exposure rate is calculated as the product of interaction frequency and the duration of the interactions,
see Equation (7.1):

𝜂𝑖𝑐𝑒−𝑠𝑡𝑎𝑡𝑒 = 𝑟𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 ⋅ 𝜂𝑒𝑣𝑒𝑛𝑡𝑠 = 𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠 ⋅ 𝑡𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 ⋅ 𝜂𝑒𝑣𝑒𝑛𝑡𝑠 (7.1)
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In Figure 7.1, a schematic example is presented. The interactions frequency (𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠) repre­
sents the number of interactions per unit of time during the ice state. In this example, the number of
interactions divided by the duration of the ice state (𝑡𝑇). The average duration of the three interactions
(𝑡1, 𝑡2, 𝑡3) can be used for the duration of the interactions (𝑡𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛). The event frequency during
the interaction (𝜂𝑒𝑣𝑒𝑛𝑡𝑠) represents the number of ice load events during the interaction and depends
on which ice loads are selected as events (red dots) during the interaction.
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Figure 7.1: Schematic overview of determining the event frequency.

7.2.1. Interaction frequency
The ice­structure interaction frequency depends on the ice concentration, ice drift speed and the di­
mensions of the ice features. A method is needed to be able to to calculated the number of interactions.
In ISO 19906, a method is suggested for this. In this method Equation (7.2) is used to calculate the
rate of interactions per unit time:

𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = 𝜌𝐴 (𝐷̄ + 𝑤) 𝑣̄ (7.2)

Here, 𝜌𝐴 is the areal density (number per unit area) of the ice features, 𝑤 is the width of the structure,
𝐷̄ is the average width or diameter of the ice features expected in the region and 𝑣̄ is the average drift
speed over the region.

The areal density can be expressed as function of the sea ice concentration and the average sur­
face area of the ice features, see Equation (7.3). The areal density is calculated as the number of ice
features (𝑛𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) in the considered region divided by the total surface area of this region (𝐴𝑟𝑒𝑔𝑖𝑜𝑛).
The number of ice features can be calculated as the total surface area of all ice in the region (𝐴𝑖𝑐𝑒)
divided by the average area of one ice feature (𝐴𝑓𝑒𝑎𝑡𝑢𝑟𝑒). The surface area of all ice itself can be cal­
culated as the product of the sea ice concentration (𝐶𝑖𝑐𝑒) and the total area of the region.

𝜌𝐴 =
𝑛𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
𝐴𝑟𝑒𝑔𝑖𝑜𝑛

= 𝐴𝑖𝑐𝑒
𝐴𝑟𝑒𝑔𝑖𝑜𝑛 ⋅ 𝐴𝑓𝑒𝑎𝑡𝑢𝑟𝑒

=
𝐴𝑟𝑒𝑔𝑖𝑜𝑛 ⋅ 𝐶𝑖𝑐𝑒

𝐴𝑟𝑒𝑔𝑖𝑜𝑛 ⋅ 𝐴𝑓𝑒𝑎𝑡𝑢𝑟𝑒
= 𝐶𝑖𝑐𝑒
𝐴𝑓𝑒𝑎𝑡𝑢𝑟𝑒

(7.3)

So, the interaction frequency can already be determined if the ice concentration, average ice feature
area, average ice feature width and the structure width are known, see Equation (7.4).

𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠 =
𝐶𝑖𝑐𝑒

𝐴𝑓𝑒𝑎𝑡𝑢𝑟𝑒
(𝐷̄ + 𝑤) 𝑣̄ (7.4)

The interactions frequency only represents the number of encounters of ice [68]. This method does
not consider ice­structure interaction once the ice feature has hit the structure. So, the method does
not suggest a method to determine the duration of the interactions.
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7.2.2. Event frequency
The frequency of events during interaction between ice and the structure depends on how the event
loads are selected. The average frequency of the events can simply be calculated using the number of
events (𝑛𝑒𝑣𝑒𝑛𝑡𝑠) selected in an interval and the duration of this interval (𝑡𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙), see Equation (7.5):

𝜂𝑒𝑣𝑒𝑛𝑡𝑠 =
𝑛𝑒𝑣𝑒𝑛𝑡𝑠
𝑡𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙

(7.5)

7.3. Selecting events
The purpose of selecting events is filtering the ice loads so irrelevant ice loads are disregarded and only
relevant ice loads are considered. As discussed in Section 3.5, when an ice feature is driven against
a structure, the ice loads increases up to the point the ice fails. Once the ice has failed, the ice loads
decreases. So, as soon as the ice start to fail, the ice load peaks. Because the ice loads around the
peaks are lower, these loads are irrelevant and can be disregarded. So, only these peaks should be
selected as ice load events. The following methods for selecting ice events are considered:

1. Maximum values for a given frequency

2. Rayleigh separation

Using the maximum values for a given frequency is useful if the peaks occur around a certain fre­
quency and this frequency is known. If this frequency is known it could be used to select the maximum
values in time intervals corresponding to this frequency. This means that this frequency directly can be
used as frequency of the events.

As discussed in Section 3.5.1, for ice crushing ice fails in different ways. The failure of ice cause the
peaks in the ice loads. Because there are different ways of failure, identifying a specific peak frequency
may be difficult.

If the event frequency is unknown or the frequency between the peak loads is unclear, another
method is required. The method of Rayleigh separation can be used to identify different peaks in a sig­
nal regardless the frequency of the peaks [69]. This methods select peaks by comparing maximumwith
minimum values. If the minimum load between two maximum loads is smaller than the smallest maxi­
mum load multiplied by the separator value 𝜉, than both maximum loads are considered as load events.
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Figure 7.2: Rayleigh separation of load events for different values of 𝜉.
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Crushing failure is a combination between pulverization, spalling, and radial cracking of sea ice.
Because the ice fails in different ways, some load peaks may be smaller than others and may therefore
be irrelevant and should not be selected as ice load event. The separator value 𝜉 of Rayleigh separa­
tion method can be adjusted in order to select only ice load peaks that are considered relevant.

For the purpose of illustrating the selection of events, data from the Norströmsgrund lighthouse in
the Baltic Sea is used. This data originates from the STRICE 2003 campaign, for more information
about this data see reference [70]. An interval should be selected that resembles an ice state. There­
fore, an interval is selected where the ice thickness anomaly is small. In this case, an interval where
the thickness varies between 0.59m and 0.92m is selected. This is quite a wide range but the available
data does not provide better intervals. For the purpose of illustration it should suffice. In Figure 7.2
events are selected using Rayleigh separation for different values of the separator value 𝜉.

Once the events are selected the data can be used to determine the short­term distribution and the
average frequency of the events. The frequency of the events is calculated using Equation (7.5).

In order to determine the short­term distribution, the distribution type with the best fit should be
determined. As discussed in Chapter 5, the tail of the parent distribution have great influence on
the extremal distribution. Therefore, a good fit at the tail of the short­term distribution is crucial. In
Figure 7.3, different distribution types are fitted to the selected events in Figure 7.2 for 𝜉 = 0.9. In this
example, the log­normal and gamma distribution seem to have reasonable fits, the tail of the Weibull
distribution does not give a good representation of the data.

Figure 7.3: Short­term distribution fits of selected event loads.



8
Method overview

This chapter provides an overview of the complete method to determine the impact of climate change
on the design loads. This method combines the methods discussed in previous chapters.

8.1. Schematic overview
Figure 8.1 provides a schematic representation of this method. The procedure describes all steps to be
taken in order to determine the impact of climate change on the design loads. The input of the procedure
describes what data should be known in order to be able to determine the design loads. The design
loads depend both on the climate change scenario and characteristics of the offshore structure. The
characteristics of the offshore structure include dimensions and location. The output simply consists of
the design loads according to the input climate change.

8.2. Procedure details
To obtain an extremal distribution for each season, all seasons need to be considered individually. So,
for all season in the considered time period, the procedure should be repeated. The extremal dis­
tribution could also cover multiple seasons but this would lead to less accurate results because the
inter­seasonal change of ice loads due to climate change is not properly included in the extremal dis­
tribution, as discussed in Chapter 4.

This first step of the procedure, once the climate change scenario and location of the structure are
known, is to determine the relevant sea ice characteristics and how they are expected to change for
the different seasons. This step is needed in order to known which ice states are to be expected in the
considered seasons.

Once the expect sea ice characteristics are known, the duration of the freezing period should be
determined. This period represent the period in which the structure may experience ice loads. This
period can be based on the temperature data of the season. If available, ice thickness data could also
be used to determine the freezing period.

In order to weigh the short­term distributions and the event frequency, the weight factors for all ice
states should be determined, as described in Section 6.3. The weight factor represents the probability
or frequency of occurrence of the ice states. So, the weight factor describes which ice states should
be considered.

For all these ice states, the short­term distribution and number of events should be determined
according to the characteristics of the ice state, as described in Section 7.1 and Section 7.2 respec­
tively. Both the short­term distribution and number of events depend on the dimensions of the structure.

Once these four aspects of each season are known, the long­term parent distribution and the num­
ber of events for each season can be determined. The long­term parent distribution depends on the
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Figure 8.1: Schematic overview of the method to determine the impact of climate change on the design loads.

short­term distributions and the weight factor, as described in Section 6.1. The seasonal number of
events depends of the number of events during the ice state, the weight factor and the duration length
of the freezing season, described in Section 6.2.

The final step of the procedure is to determine the extremal distribution for each season, as de­
scribed in Section 5.1. The extremal distribution can be determined if the parent distribution and the
number of events are known. If the extremal distributions of all considered seasons are known, the
design load of the considered time period can be determined, as described in Section 4.3.



9
Example case

For the purpose of illustration, in this chapter the method to determine the design loads under changing
climate will be applied to an example case. In this example, the ULS design load will be determined. To
be able to do this, a hundred seasons of data are required. This example will follow the steps according
to the procedure presented in Chapter 8. In Section 9.5, the results of the new method are compared
with the ULS design loads according to the conventional method and the method suggested by ISO
19906.

For this example, data of future sea ice conditions are required in order to know how the sea ice
conditions will change in the future. For this example, the data from the earth system coupled climate
model of the Met Office Hadley Centre is used [45]. For different climate change scenarios, daily data
of the surface air temperature and all required sea ice properties are available. This model is part of
CMIP5 used for IPCC assessment reports. The output of this model are the projections of the models
according to the considered climate change scenario.

9.1. RCP2.6
In this section, the ULS design ice load will be determined for the RCP2.6 scenario. For the purpose
of illustrating the method, all intermediate results are presented.

9.1.1. Assumptions
In order to calculate the design load for this example case, assumptions have to be made. The as­
sumptions are explained in detail below. The assumptions are:

1. The structure is vertically walled.

2. The structure width is 𝑤 = 50m.

3. The sea ice states last one full day.

4. The failure mechanism of ice is crushing.

5. Short­term distribution is a gamma distribution with a shape parameter of 𝛼 = 46.18.

6. The mode of short­term distribution is equal to the estimated global load.

7. The ice features are round ice floes.

8. The average diameter of the ice floes is 𝐷̄ = 50m.

47
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9.1.2. Input
The input required for the procedure consist of the considered climate change scenario, the location of
the structure and the structure dimensions.

For the climate change scenario, the RCP2.6 scenarios is used. The RCP scenarios are discussed
in Section 2.1.3. In the RCP2.6 scenario, climate change forcing is the lowest from all RCP scenarios.
The climate change will mitigate because of strict climate policies. Oil consumption will be much lower
whereas usage of renewable energy will have increased by the year 2100. According to this scenario,
global radiative forcing will already peak around the year 2040 and will gradually decrease thereafter.

A location in the Kara Sea is chosen. The coordinates of this location are 75°N and 73.1250°E, see
Figure 9.1. The boundaries of the grid cell are 74.3750°N and 75.6250°N latitudinally and 72.1875°E
and 74.0625°E longitudinally. The grid cell dimensions at the location are roughly 75 km in North­South
direction and 29 km in East­West direction.

28-6-2020 74°00'00.0"N 73°00'00.0"E - Google Maps

https://www.google.nl/maps/place/74°00'00.0"N+73°00'00.0"E/@72.6089535,73.9044076,3z/data=!4m5!3m4!1s0x0:0x0!8m2!3d74!4d73?hl=en 1/1

Map data ©2020 Google, ORION-ME, SK telecom 500 km 

74°00'00.0"N 73°00'00.0"E

Figure 9.1: Considered location in Kara Sea [71].

The ice loads are calculated as function of the structure width, therefore a structure width needs to
be selected. As described above, a structure width of 50m is assumed.

9.1.3. Ice conditions
Once the input data is known, the future sea ice conditions need to be determined. In this case, the
projections of the coupled climate change model are used. The interval from season 2006­2007 till
season 2105­2106 is considered. The model output provides daily data of surface air temperature, sea
ice thickness, sea ice concentration and sea ice drift speed.

The uni­axial compressive strength is calculated using the method described in Appendix B.5 using
the daily surface air temperature and sea ice thickness. The method used to determine the compres­
sive strength is only valid for air temperatures below −2 °C. However, if there is sea ice, this ice also
has some compressive strength. For each interval of days with sea ice but an air temperature above
−2 °C, the compressive strength is determined with a linear fit between the compressive strength cor­
responding to the last day before and the first day after this interval. If this interval is at the beginning
or end of the season and there is no day before or after the interval where the compressive strength is
known, the minimum compressive strength of that season is used.

The climatemodel provides data of the North­South and the East­West component of the drift speed.
The absolute sea ice drift speed is calculated applying the Pythagorean theorem to to both components.
In Figure 9.2, the sea ice properties are plotted during different seasons.
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Figure 9.2: Overview of sea ice properties according to earth system climate model from the Met Office Hadley Centre for RCP2.6
[45].

In Figure 9.3, the seasonal mean value is plotted for all seasons. The surface air temperature shows
an upward trend, thickness and concentration a downward trend and drift speed and compressive
strength do not show a clear trend.

9.1.4. Length freezing period
The next step is to determine the length of the freezing period. This period should include all days
when there is sea ice that could interact with the structure. For each season, the number of days with
sea ice is determined. For the number of days with sea ice for each season, see Figure 9.4.

9.1.5. Weight factor
The weight factor need to be determined for all ice states to weigh the short­term distribution and the
event frequency. Because only daily data is available, the sea ice states are assumed to last one full
day. That way, the daily data characterizes the ice state and determines the short­term distribution and
number of events for each ice state.

The weight factor weighs the short­term distribution and the load event frequency according to the
frequency of occurrence of the ice state. Because each ice state is considered to last a full day, the
weight factor of each ice state can simply be calculated as one day divided by the total number of days
with sea ice in the considered season. This is equal to one day divided by the length of the freezing
season in days (presented in Figure 9.4).
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Figure 9.3: Seasonal mean of the sea ice properties according to earth system coupled climate model from the Met Office Hadley
Centre for RCP2.6 [45].
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9.1.6. Short­term distribution
The short­term distribution needs to be determined for each ice state. In this example, the short­
term distribution is based on the results of Chapter 7 corresponding to an separator value of 𝜉 =
0.9. The gamma distribution is used as short­term probability distribution, this distribution is given by
Equation (9.1):

𝑓(𝑥) = 𝑥𝛼−1𝑒−
𝑥
𝛽

𝛽𝛼(𝛼 − 1)! for 𝑥, 𝛼, 𝛽 > 0 (9.1)

Here,𝛼 is the shape parameter and 𝛽 is the scale parameter. For the shape parameter, a value of
𝛼 = 46.18 is used. The scale parameter is based on the global ice crushing load (𝐹𝐺) estimated with
the method described in Appendix B.6 using the ice thickness and uni­axial strength of the ice state.
The assumption is made that this estimated load is the mode of the short­term distribution. In other
words, the load with the highest probability. The scale parameter can be expressed as function of the
mode and is calculated using Equation (9.2):

𝛽 = 𝐹𝐺
𝛼 − 1 (9.2)

The global load is calculated using Equation (B.15). In Figure 9.5, all short­term distributions of the
last season are shown.

Figure 9.5: Short­term distribution for season 2105­2106 for RCP2.6.

9.1.7. Event frequency
For each ice state, also the corresponding event frequency needs to be determined. The frequency of
events during an interaction is, like the the short­term distribution, based on the results of Chapter 7
corresponding to an separator value of 𝜉 = 0.9. According to these results, 𝜂𝑒𝑣𝑒𝑛𝑡𝑠 = 1.49Hz.

The method suggested in Section 7.2 is used to calculate the interaction frequency. The interac­
tions frequency during the ice state depends on the concentration, drift speed and dimensions of the
ice. Drift speed and concentration data is available but size and shape of the ice features are unknown.

If a certain average width and shape of the ice features are assumed, the average area of the ice
features can also be calculated. In this example the ice features are assumed to be round ice floes
with an average diameter of 𝐷̄ = 50m. The interaction frequency is calculated using Equation (9.3). In
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Figure 9.6, the interaction frequency of each day of the last season is plotted.

𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠 =
4𝐶𝑖𝑐𝑒
𝜋𝐷̄2 (𝐷̄ + 𝑤) 𝑣̄ (9.3)

Also, the average duration of the interactions is unknown and needs to be determined. In this
example, the duration is estimated using Equation (9.5). Because the average diameter and velocity
of the ice floe are known, the duration of the ice floe crossing the structure can be estimated under the
assumption that ice feature maintains its speed during the interaction. However, because the number
of interactions during the ice state is already known, the maximum duration of the interactions can also
be calculated, see Equation (9.4). The average maximum duration of the interactions is equal to the
duration of the ice state (𝑡𝑖𝑐𝑒𝑠𝑡𝑎𝑡𝑒) divided by the number of interactions (𝑛𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠). The number of
interactions can be calculated as the interaction frequency (𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠) multiplied by the duration of
the ice state.

𝑡𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛,𝑚𝑎𝑥 =
𝑡𝑖𝑐𝑒𝑠𝑡𝑎𝑡𝑒

𝑛𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠
= 𝑡𝑖𝑐𝑒𝑠𝑡𝑎𝑡𝑒
𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠𝑡𝑖𝑐𝑒𝑠𝑡𝑎𝑡𝑒

= 1
𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠

(9.4)

𝑡𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 =min( 𝐷̄
𝑣𝑖𝑐𝑒

, 1
𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠

) (9.5)

0 50 100 150 200 250 300 350 400

Season day

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

In
te

ra
ct

io
n 

fr
eq

ue
nc

y 
[H

z]

Interaction frequency for season 2105-2106

Figure 9.6: Daily interaction frequency for the last season for RCP2.6.

The events frequency per ice state is calculated using equation Equation (7.1). Because of the high
concentration of sea ice in this example, for most ice states the interaction duration is limited by the
interaction frequency 𝜂𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠. Therefore, for most of the ice states the event frequency of the ice
state (𝜂𝑖𝑐𝑒−𝑠𝑡𝑎𝑡𝑒) is equal to the event frequency of the interaction (𝜂𝑒𝑣𝑒𝑛𝑡𝑠), see Figure 9.7.
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Figure 9.7: Daily event frequency for the last season for RCP2.6.

9.1.8. Long­term parent distribution
Once the short­term distributions and the weight factors are known, the long­term parent distributions
for each season can be determined. The parent distribution is calculated using Equation (6.1). All
short­term distributions in each season are weighted and added up. In Figure 9.8, the 𝐶𝐷𝐹 = 0.50
(median), 𝐶𝐷𝐹 = 0.95 and 𝐶𝐷𝐹 = 0.99 ice loads according to the parent distribution are plotted for
each season. All show a downward trend in the ice loads.

2000 2020 2040 2060 2080 2100 2120

Season

0

5

10

15

20

25

30

35

40

45

Ic
e 

C
ru

sh
in

g 
lo

ad
 [M

N
]

Long-term parent distrubution CDF 50%, 95%, 99% ice load per season
CDF = 50% value
CDF = 95% value
CDF = 99% value

Figure 9.8: Median, 95% and 99% ice loads for each season in the considered time period for RCP2.6.

9.1.9. Seasonal number of events
The number of events per season is calculated according to Equation (6.2). In Figure 9.9, the number
of events per season are presented. The load event frequency is weighted by the weight factor first.
Then, the sum of the weighted event frequencies is multiplied by the duration of the freezing period. In
this case, the number of events per season also shows a downward trend.
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Figure 9.9: Number of ice load events for each season in the considered time period for RCP2.6.

9.1.10. Extremal distributions
The extremal distributions are calculated using the long­term parent distribution and the number of
events of each season as described in Section 5.1. First the cumulative distribution function of the
parent distribution is determined. Then, this distribution is raised to the power of the number of events
corresponding to the season to obtain the extremal cumulative distribution function. The probability
density function of the extremal distribution is based on this cumulative distribution.

Figure 9.10: Extremal distribution for each season in the considered time period for RCP2.6.

The extremal distributions are plotted in Figure 9.10. The colors of the distributions fade from blue
into red as time progresses. As can be seen in the figure, the distributions at the end of the interval
tend to be on the left hand side of the distributions at the beginning of the interval. In Figure 9.11, the
𝐶𝐷𝐹 = 0.95 (median), 𝐶𝐷𝐹 = 0.95 and 𝐶𝐷𝐹 = 0.99 ice loads according to the extremal distribution are
plotted for all seasons. All show a downward trend.
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Figure 9.11: Median, 95% and 99% ice loads according to the extremal distribution for each season in the considered time period
for RCP2.6.

9.1.11. Design load
Now the extremal distributions are known, the ULS design load can be determined using the method
described in Section 4.3. In Figure 9.12, the expected number of exceedances of ice loads in the 100
years time interval are plotted. The ULS design load corresponds to the load with an expected number
of exceedances of one. According to this method, the ULS design load is equal to 66.2MN.
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Figure 9.12: Expected number of occurrences of ice loads in the 100 years time interval for RCP2.6.
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9.2. RCP8.5
The process of Section 9.1 is repeated for the RCP8.5 scenario. In this case, the same location is
considered and the same assumptions hold. In this section, the climate model data and the results are
presented.

For the RCP8.5 scenario, climate change forcing is the highest from all RCP scenarios. According
to this scenarios, coal and natural gas usage has increased by 2100 and oil usage is more or less
the same. This scenario assumes no climate policy and therefore a big increase in greenhouse gas
emissions.

9.2.1. Ice conditions
In Figure 9.13, surface air temperature and the sea ice properties are plotted during different seasons
according to the RCP8.5 scenario. At the end of the interval, there is barely any ice at the considered
location.

0 50 100 150 200 250 300 350
Season day

-30

-20

-10

0

10

T
em

pe
ra

tu
re

 [d
C

] Surface air temperature

Season 2006-2007
Season 2055-2056
Season 2105-2106

0 50 100 150 200 250 300 350
Season day

0

0.5

1

T
hi

ck
ne

ss
 [m

]

Sea ice thickness

Season 2006-2007
Season 2055-2056
Season 2105-2106

0 50 100 150 200 250 300 350
Season day

0

50

100

C
on

ce
nt

ra
tio

n 
[%

] Sea ice concentration

Season 2006-2007
Season 2055-2056
Season 2105-2106

0 50 100 150 200 250 300 350
Season day

0

0.5

1

D
rif

t s
pe

ed
 [m

/s
] Sea ice absolute drift speed

Season 2006-2007
Season 2055-2056
Season 2105-2106

0 50 100 150 200 250 300 350
Season day

0

5

C
 [M

P
a]

Uniaxial compressive strength

Season 2006-2007
Season 2055-2056
Season 2105-2106

Figure 9.13: Overview of sea ice properties according to earth system climate model from the Met Office Hadley Centre for
RCP8.5 [45].

In Figure 9.14, the seasonal mean value is plotted for all seasons. The surface air temperature
shows an upward trend and ice thickness, concentration, drift speed and compressive strength show
a downward trend. Also, the length of the freezing period is determined. This period includes all days
when there is sea ice that could interact with the structure. For the number of days with sea ice per
season, see Figure 9.15.
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Figure 9.14: Seasonal mean of the sea ice properties according to earth system coupled climate model from the Met Office
Hadley Centre for RCP8.5 [45].
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Figure 9.15: Number of days with sea ice for each season for RCP8.5.
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9.2.2. Long­term parent distribution and number of events
Using the sea ice conditions, the long­term parent distribution and seasonal number of events are
determined for each season. In Figure 9.16, the 𝐶𝐷𝐹 = 0.50 (median), 𝐶𝐷𝐹 = 0.95 and 𝐶𝐷𝐹 = 0.99
ice loads according to the parent distribution are plotted for each season. All show a downward trend
in the ice loads.

2000 2020 2040 2060 2080 2100 2120

Season

0

5

10

15

20

25

30

35

40

Ic
e 

C
ru

sh
in

g 
lo

ad
 [M

N
]

Long-term parent distrubution CDF 50%, 95%, 99% ice load per season
CDF = 50% value
CDF = 95% value
CDF = 99% value

Figure 9.16: Median, 95% and 99% ice loads for each season in the considered time period for RCP8.5.

In Figure 9.17, the number of events per season are presented. In this case, the number of events
per season also shows a downward trend.
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Figure 9.17: Number of ice load events for each season in the considered time period for RCP8.5.

9.2.3. Extremal distributions
The extremal distributions are calculated using the long­term parent distribution and the number of
events of each season. In Figure 9.18, the 𝐶𝐷𝐹 = 0.95 (median), 𝐶𝐷𝐹 = 0.95 and 𝐶𝐷𝐹 = 0.99 ice
loads according to the extremal distribution are plotted for all seasons. All show a downward trend.
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Figure 9.18: Median, 95% and 99% ice loads according to the extremal distribution for each season in the considered time period
for RCP8.5.

9.2.4. Design load
In Figure 9.19 the expected number of exceedances of ice loads in the 100 years time interval are
plotted. The ULS design ice load for the RCP8.5 scenario is equal to 59.28MN.
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Figure 9.19: Expected number of occurrences of ice loads in the 100 years time interval for RCP8.5.

9.3. Conventional method
According to the conventional way, design loads are based on historical data. The extremal distribution
of the first season could be used to represent the lower bound of the historical data. If, for example,
an interval of 20 years of most recent historical data is used for the conventional way, the ice loads
according to the extremal distribution of this interval are expect to be around or greater than the ice
loads according to the extremal distribution of the first season because of the downward trend in ice
loads due to climate change. So, the design load according to the historical data is expected to be
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greater than the design load according to the first season. According to the conventional way, the ice
load corresponding to 𝐶𝐷𝐹 = 0.99 is the ULS design load. The ULS design ice load according to
season 2006­2007 is equal to 70.20MN, see Figure 9.20.
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Figure 9.20: Extremal cumulative distribution function of season 2006­2007.

9.4. ISO 19906 method
For comparison, the ULS design ice load is also calculated according to the method suggested by ISO
19906 [5]. This method is discussed in Appendix B.7. ISO 19906 suggests to combine the ice strength
coefficient (𝐶𝑅) with a return period of 100 years with the annual maximum ice thickness to determine
the ULS design ice load. According to ISO 19906, 𝐶𝑅 = 2.3MPa. The annual maximum ice thickness
of the first season is used which is equal to 1.30m. This results in a ULS design ice load of 77.19MN.

9.5. Comparison
In Table 9.1, the ULS design loads for the different methods are compared. The design ice load ac­
cording to the new method are lower for both RCP scenarios compared to the conventional method.
The ULS design ice load according to the method suggested by ISO 19906 is higher compared to all
other methods.

Method ULS design ice load Relative to conventional method

Conventional method 70.20MN ­
RCP2.6 new method 66.20MN −5.7 %
RCP8.5 new method 59.28MN −15.6 %
ISO 19906 method 77.19MN +10.0 %

Table 9.1: Design ice loads according to different methods.
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9.6. Sensitivity analysis
In this section, the individual impact of change in ice properties on design loads is studied. To do this,
the data of the 2005­2006 season of the earth system climate model of the Met Office Hadley Centre
corresponding to the RCP2.6 scenario is used [45]. To one of the ice properties, different linear trends
are applied over an interval of a hundred years while the other ice properties are fixed. Once the data
is known, the ULS design load is calculated like in Section 9.1.

How to determine the duration of the ice­structures interactions is yet uncertain and therefore the
impact of ice concentration and drift speed is uncertain as well. In this case, the duration of the inter­
actions is calculated using Equation (9.5). However, because the high ice concentrations, the duration
is of interaction is limited by one divided by the interaction frequency. Therefore, if a downward trend
is applied to the ice concentration, the design ice load will not be affected. In order to prevent this, the
ice concentration of the first season is divided by a factor of 3.5.

9.6.1. Concentration
Different linear downward trend are applied to the concentration data. For each season, the ice con­
centration of the previous season is reduced by a fraction of the ice concentration of the first season
so. Linear trends of 1% till 9% of the first season in steps of 1% are considered. In Figure 9.21, the ice
concentration of the last season is plotted for each trend.
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Figure 9.21: Sea ice concentration of the last season for different trends.

For each case with a different trend, the expected number of exceedances of the ice loads is deter­
mined, see Figure 9.22. The ice load with one exceedance corresponds to the ULS design ice load.

9.6.2. Ice thickness
For the sea ice thickness, the same trends are applied. For each case with a different trend, the ex­
pected number of exceedances of the ice loads is determined, see Figure 9.23. The ice load with one
exceedance corresponds to the ULS design ice load.

9.6.3. Compressive strength
The same trend can be applied to the compressive strength. However, because the ice load is calcu­
lated using Equation (B.15), the effect of the downward trend in compressive strength on the ice loads
is exactly the same as the effect of the downward trend in ice thickness. Therefore, the design loads
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Figure 9.22: Expected number of exceedances for changing sea ice thickness.

corresponding to compressive strength having a trend are the same as the design loads correspond­
ing the ice thickness having the same trend. So, Figure 9.23 looks the same for compressive strength
having a trend.

63 64 65 66 67 68 69 70 71

Ice Crushing load [MN]

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

E
xp

ec
te

d 
nu

m
be

r 
of

 e
xc

ee
da

nc
es

Expected number of exceedances of ice loads in 100 year, changing thickness

0.1 %
0.2 %
0.3 %
0.4 %
0.5 %
0.6 %
0.7 %
0.8 %
0.9 %
1 exceedance

Figure 9.23: Expected number of exceedances for changing sea ice thickness.

9.6.4. Drift speed
In Section 9.1, the interaction frequency and the duration of the interactions are calculated as function
of the drift speed. Because the assumption is made that the drift speed maintains its speed during the
interaction, the drift speed cancels out when calculating the time fraction of ice­structure interaction
during the ice state. Therefore, the design loads will be not be impacted by changing drift speeds.
Before the impact of drift speed on design ice loads can be determined, the dependency of interaction
duration on drift speed needs to be determined.
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9.6.5. Overview
In Figure 9.24, an overview of the ULS design ice loads as function of the applied trends is presented.
According to this method, a downward trend in ice thickness and compressive strength have more
impact on the design ice loads compared to the ice concentration.
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Figure 9.24: ULS design ice loads for changing sea ice properties.





10
Conclusion

In this thesis a new method is proposed to determine the design ice loads of Arctic offshore structures.
This method enables to take the effect of climate change on the design loads into account.

Common practice to determine design ice loads is fitting an extremal distribution directly to histori­
cal data. This method is not suitable if climate change is considered because the design ice loads are
based on historical data and the change in ice loads due to climate change is not properly included in
the one extremal distribution.

Because of climate change, a trend is to be expected in ice loads. Therefore, also the seasonal ex­
treme loads will be affected by climate change. Because of changing ice loads, extremal distributions
based on historical data cannot represent the probability of future extreme ice loads.

Because environmental conditions change each season due to climate change, the probability dis­
tribution for ice loads also changes each season. This means that the extremal distribution also differs
each season. In order to capture the effect of climate change, for each season an extremal distribution
needs to be determined. So, one extremal distribution based on historical data is not suitable to deter­
mine design ice loads if climate change is considered.

A new method is required to be able to determine design loads considering climate change. The
proposed method enables this because design loads are based on multiple extremal distributions and
the extremal distributions are determined for each season individually.

Instead of fitting an extremal distribution to extreme ice loads, the extremal distribution is derived
from the parent distribution and the expected number of ice load event during that season. The parent
distribution represents the probability of all ice loads a structure may be exposed to in one season.

To be able to determine the parent distribution and the seasonal number of events, a concept re­
ferred to as an ’ice state’ is introduced. Ice states describe time intervals where governing ice conditions
are assumed to be constant. Because conditions are constant, for each ice state the short­term ice
load distribution and the ice load event frequency can be determined. Each ice state is weighted in
order to obtain the parent distribution based on the short­term distributions and the seasonal number
of events based on the ice load event frequencies of the ice states.

The short­term distribution depends on the magnitude of ice load events and is therefore impacted
by ice thickness and ice strength. The ice load event frequency of the ice state depends on the expo­
sure rate to sea ice and is therefore impacted by ice concentration, ice drift speed and the dimensions
of the ice features.
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Recommendations

In the proposed method, ice states are used to determine both the parent distribution and number of
events for a full season. In order to do this, for all ice states the short­term ice load distribution and the
ice load event frequency needs to be known.

The short­term distribution represents the probability of all ice load events during the ice state. How
to determine the short­term distribution according to the ice conditions is not yet fully understood. First
of all, which ice load should be selected as events is unclear and therefore needs to be addressed.
Once this is known, the impact ice conditions on short­term distribution can be determined.

The ice load event frequency represents the number of ice loads events per unit of time during the
ice state. Like the short­term distribution, the event frequency is also impacted by how the ice load
events are selected.

Besides the definition of an ice load event, the exposure rate to sea ice during the ice state also
impacts the event frequency. The exposure rate indicates the fraction of time the structure is exposed
to ice during the ice states. How the exposure rate depends on the ice conditions is uncertain. A proper
method to determine the exposure rate needs be developed.

Before the proposed method is used to determine the design ice loads, a study dedicated to ice
states and the corresponding short­term distributions and ice load event frequencies is recommended.
Once is known how the short­term distribution and the ice load event frequency depend on the ice
conditions, the design loads can be properly determined.
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A
Resolute Bay Data

For the purpose of illustration, data from Resolute Bay in Canada is used in this report. Assessment
of the data is provided in this appendix. The sea ice thickness data is obtained from Environment and
Climate Change Canada [72], surface air temperature data is obtained from NOAA National Climatic
Data Center [73].

A.1. Sea ice thickness
This dataset provides weekly measurements of ice thickness since 1947. Annual maximum ice thick­
ness is plotted in Figure A.1. The measurements have been only executed if the ice was thick enough
to walk on safely. For a one person, that corresponds to thickness of roughly 80mm [74]. Season
2001/2002 is missing and the season 1951/1952 is omitted because the measured ice thickness is
much lower than expected according to the temperature data.

The ice thickness data is collected manually. The measuring site is selected by a degree of judge­
ment. For each measurement, new holes are drilled at sites where the water depth is deeper than
the expected annual maximum ice thickness. The exact locations of the measurements are unknown.
Because of possible changes in personnel, changes in measurement location and disturbances in the
measurement area, quality of data may vary somewhat [75].
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Figure A.1: Maximum measured ice thickness at Resolute Bay.
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A.2. Air temperature
Besides the sea ice thickness data, also daily minimum and maximum surface air temperature data
is available covering the same time period. Annual maximum and minimum temperatures are plotted
in Figure A.2. Average temperatures are incomplete and are therefore estimated as the average of
the minimum and maximum temperature. For the first measurements of air temperature, the location
of the official Resolute Bay Airport is given, this location is 74.7167°N, 94.9667°W. Whether this is
the exact location of the measurements, is unknown. Since 27 October 2002 the location is given at
74°42’57.005”N, 94°58’59.007”W.
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Figure A.2: Minimum and maximum annual air temperature at Resolute Bay.

A.3. Data evaluation
In order to check whether the data seems reliable, the Freezing Degree Days (FDD) and the corre­
sponding theoretical ice thickness is calculated based on the temperature data of Resolute Bay. The
method used is discussed in Appendix B.1. The theoretical thickness is compared to the measured
thickness to see if they match reasonably well. For the freezing temperature of sea water this method
suggests 𝑇𝑓 = −1.8 °C. The cumulative sum of FDD starts once the temperature gets below 𝑇𝑓 and for
temperatures above 𝑇𝑓, FDD remains constant.

The method does not include the melting of ice as soon as the melt season starts. However, this
dataset also contains data points where the ice already started melting. For these data points FDD
should not be zero because ice thickness is non­zero. On the other hand, the FDD should be smaller
than the FDD at the end of the freezing season because the ice is thinner because of melting. For the
purpose of evaluation of the data, the FDD is set to decline to zero proportionally with the temperature.
This starts as soon as the average temperature has been positive for four days, see Figure A.3. This
way, these data point do not indicate any false inadequacy.

The thickness is calculated as function of FDD, see Equation (B.2). The initial thickness (ℎ0) is
set to zero because in Resolute Bay almost only first year ice exists. Snow is not considered here,
because there is limited snow data available and the point of calculating the theoretical ice thickness is
only to check if the measured thickness corresponds reasonably well with the measured temperature.
Because snow is not considered, 𝑚 is zero. Equation (B.3) is used to calculate 𝛼 and the following
values are used as suggested by ISO 19906:
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Figure A.3: Calculation of FDD compared to the measured thickness.

𝑘𝑖 = 2.3Wm−1°C−1 (thermal conductivity of ice)

𝜌 = 900 kgm−1m−3 (ice density)

𝑙 = 334 × 103 Jkg−1 (latent heat of fusion for ice)

For 𝜔 a range between 0.3 and 0.7 is suggested. This range can be used as lower and upper
bound to verify whether the measured thicknesses are within these bounds, see Figure A.4. Of the
measured thickness, 86% of the data points is within the bounds of the theoretical thickness. So the
measurements seem adequate.
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Figure A.4: Measured and theoretical upper and lower bound ice thickness for all data from Resolute Bay.
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A.4. Crushing load
Using the daily temperature and thickness data the daily compressive strength is calculated using
the method described in Appendix B.7. The global load is estimated using the method described in
Appendix B.6, see Figure A.5.
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Figure A.5: Uni­axial compressive strength and estimated crushing load according to daily data from Resolute Bay.

A.5. Crushing load with trend
For the purpose of illustrating the effect of ice loads having a trend, a linear trend is applied to the sea­
sonal maximum loads of Resolute Bay data. To do this, first the existing trend is removed. The data
does not show a strong linear trend but does show a second order polynomial trend, see Figure A.6.
Both curves are fitted using the least square error method.
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Figure A.6: Seasonal maximum estimated crushing ice load from Resolute Bay with linear and polynomial curve fit.
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To apply a the linear trend, first the polynomial fitted curve is subtracted and the original ice load
of the first data point (48.97MN) is added up to all the data point. Then, a linear trend of −0.3MN per
season is applied, see Figure A.7.
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Figure A.7: Seasonal maximum estimated crushing ice load from Resolute Bay with trend.





B
Methodology

In this appendix, details of the method used to calculated various ice properties and ice loads are
provided.

B.1. Ice thickness
Stefan’s law is used to calculate the ice thickness for first­year ice [31]. This method is also suggested
in ISO 19906. The Freezing Degree Days (FDD) can be calculated using Equation (B.1), where the
sum should include all days of the considered freezing period.

𝐹𝐷𝐷 = |∑(𝑇𝑎 − 𝑇𝑓)| for 𝑇𝑎 < 𝑇𝑓 (B.1)

Where 𝑇𝑎 is the average daily air temperature and 𝑇𝑓 is the freezing temperature of the sea wa­
ter. ISO 19906 suggests a freezing temperature of 𝑇𝑓 = −1.8 °C. Finally, the ice thickness can be
determined using Equation (B.2):

ℎ2 − ℎ20 +𝑚(ℎ − ℎ0) = 𝛼𝐶𝐹𝐷𝐷 (B.2)

Here, ℎ is the sea ice thickness in meters, ℎ0 is the initial ice thickness in meters and 𝛼 is given by
Equation (B.3):

𝛼 = 𝜔2𝑘𝑖𝜌𝑖𝑙
(B.3)

Where 𝜔 is a given empirical coefficient, 𝑘𝑖 is the thermal conductivity of ice, 𝜌𝑖 is the density of ice and
𝑙 is the latent heat of fusion for ice. Parameter 𝑚 takes snow into account. Equation (B.4) is given to
calculate 𝑚, in case of no snow 𝑚 = 0.

𝑚 = 2ℎ𝑠𝑘𝑖
𝑘𝑠

(B.4)

Where ℎ𝑠 is the snow thickness in meters and 𝑘𝑠 is the thermal conductivity of snow. For the input
variables, values are suggested in ISO 19906.

B.2. Ice temperature
The bottom temperature (𝑇𝑏) of ice is generally assumed to be equal to the freezing temperature of the
sea water, so roughly −1.8 °C. The surface ice temperature (𝑇𝑠) is linked to the surface air temperature
(𝑇𝑎), according to Equation (B.5) [65]:

𝑇𝑠 = {
𝑇𝑎 , if −2 °C ≥ 𝑇𝑎 ≥ −10 °C
0.6𝑇𝑎 − 4, if 𝑇𝑎 < −10 °C

(B.5)

75



76 B. Methodology

For the method of calculating the compressive strength of ice, described in Appendix B.5, the ice is
divided into several layers and for each layer the average temperature must be determined. According
to this method, the average temperature of layer 𝑛 for a total of 𝑁 layers can be calculated using
Equation (B.6) , under the assumption that the temperature profile is linear.

𝑇𝑛 = 𝑇𝑠 −
𝑇𝑠 − 𝑇𝑏
2𝑁 − (𝑛 − 1)(𝑇𝑠 − 𝑇𝑏)𝑁 (B.6)

B.3. Salinity
Salinity is calculated using Equation (B.7) [61].

𝑆𝑏 = 4.606 +
91.603
100ℎ (B.7)

Here, 𝑆𝑏 is the bulk salinity as mass fraction in parts per thousand (ptt) and ℎ is the ice thickness in
metres.

B.4. Porosity
The total porosity (𝜈𝑡) can be calculated as the sum of the relative brine volume(𝜈𝑏) and the relative air
volume (𝜈𝑎).

𝜈𝑡 = 𝜈𝑏 + 𝜈𝑎 (B.8)

The relative brine volume and relative air temperature are determined as functions of salinity (𝑆𝑖), tem­
perature (𝑇𝑖) and density (𝜌) [62]. The relative brine volume is given by Equation (B.9):

𝜈𝑏 =
𝜌𝑆𝑖
𝐹1(𝑇𝑖)

(B.9)

Where,

𝐹1(𝑇𝑖) = {
−4.732 − 22.45𝑇𝑖 − 0.6397𝑇2𝑖 − 0.01074𝑇3𝑖 , for −2 °C ≥ 𝑇𝑖 ≥ −22.9 °C
9899 + 1309𝑇𝑖 + 55.27𝑇2𝑖 + 0.716𝑇3𝑖 , for −22.9 °C ≥ 𝑇𝑖 ≥ −30 °C

And the relative air volume is given by Equation (B.10):

𝜈𝑎 = 1 −
𝜌

𝜌𝑖(𝑇𝑖)
+ 𝜌𝑆𝑖𝐹2(𝑇𝑖)𝐹1(𝑇𝑖)

(B.10)

Where,

𝐹2(𝑇𝑖) = {
8.903 ⋅ 10−2 − 1.763 ⋅ 10−2𝑇𝑖 − 5.33 ⋅ 10−4𝑇2𝑖 − 8.801 ⋅ 10−6𝑇3𝑖 , for −2 °C ≥ 𝑇𝑖 ≥ −22.9 °C
8.547 + 1.089𝑇𝑖 + 4.158 ⋅ 10−2𝑇2𝑖 + 5.849 ⋅ 10−4𝑇3𝑖 , for −22.9 °C ≥ 𝑇𝑖 ≥ −30 °C

𝜌𝑖(𝑇𝑖) = 917 − 1.403 ⋅ 10−1𝑇𝑖
Furthermore, for these equations, 𝑆𝑖 is in 𝑝𝑝𝑡, 𝑇𝑖 in °C, 𝜌 in kgm−3 and 𝜈𝑡 as volume fraction ([­]). The
temperature of the ice can be calculated using Equation (B.6).

In ISO 19906, a more simple method is suggested to calculate the relative brine volume, see Equa­
tion (B.11) [76]. This method is valid for temperatures between −0.5 °C and −22.9 °C and can be used
if the density is not well known.

𝜈𝑏 = 𝑆𝑖 (
49.185
|𝑇𝑖|

+ 0.532) (B.11)

For this equation the same units hold. No equation for relative air volume is given in ISO 19906.
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B.5. Uni­axial compressive strength
The uni­axial compressive strength is calculated according to the method of Timco and Frederking [65].
For this method, only the average air temperature (𝑇𝑎), ice thickness (ℎ𝑖) and strain rate ( ̇𝜖) are needed.
This method is valid for air temperatures between −2 °C and −30 °C. The method suggests that the
ice is divided in nine layers, see Figure 3.6. The top layer is assumed to be made of granular ice and
the other layers of columnar ice. The compressive strength for the top granular layer can be calculated
according to Equation (B.12):

𝜎𝑐 = 49 ̇𝜖0.22 (1 + √
𝜈𝑡

0.280) (B.12)

And the compressive strength for the other horizontally­loaded columnar ice layers can be calculated
according to Equation (B.13):

𝜎𝑐 = 37 ̇𝜖0.22 (1 + √
𝜈𝑡

0.270) (B.13)

The compressive strength of the ice sheet is calculated as the average compressive strength of all
ice layers. This method is valid for a strain rate range from ̇𝜖 = 10−7 s−1 till ̇𝜖 = 10−3 s−1. For design
purpose, usually a strain rate of ̇𝜖 = 10−3 s−1, corresponding to the highest compressive strength val­
ues, is used.

The porosity is calculated as volume fraction according to the method of Cox and Week. For the
bulk density a value of 907 kgm−3 is suggested, based on measurements from the Beaufort Sea. The
ice salinity is calculated according to Equation (B.14) in parts per thousand:

𝑆𝑖 = {
134 − 17.4ℎ𝑖 , for ℎ ≤ 0.34m
8.0 − 1.62ℎ𝑖 , for ℎ ≥ 0.34m

B.6. Crushing load estimation
To estimate the global crushing load, the followingmethod is devised. The global crushing load resulting
from this method is a rough estimate based on experience. The load is estimated using the uni­axial
compressive strength of the ice and the contact area. For crushing, the actual contact area can be
estimated using Equation (B.14):

𝐴𝑐𝑜𝑛𝑡𝑎𝑐𝑡 = 𝐶𝑁𝑆𝐶𝐺𝑤ℎ (B.14)

Values for 𝐶𝑁𝑆 and 𝐶𝐺 are suggested in Section 3.5.3. The global load can be estimated using Equa­
tion (B.15):

𝐹𝐺 = 𝜎𝑐𝐴𝑐𝑜𝑛𝑡𝑎𝑐𝑡 (B.15)

B.7. ISO 19906 Design Crushing load
The following method is suggested by ISO 19906 to calculate the ULS global crushing load. Using
Equation (B.16), this global ice load (𝐹𝐺) can be calculated as function of the global pressure (𝑝𝐺), the
ice thickness (ℎ) and the structure width (𝑤). The global ice pressure (𝑝𝐺) can be calculated accord­
ing Equation (B.17) as function of an ice strength coefficient (𝐶𝑅), a reference thickness (ℎ1 = 1m),
empirical term (𝑓𝐴𝑅) and two empirical coefficients (𝑚 = −0.16) and (𝑛 = −0.50 + ℎ

5 for ℎ < 1.0m or
𝑛 = −0.30 for ℎ ≥ 1.0m ).

𝐹𝐺 = 𝑝𝐺𝑤ℎ (B.16)

𝑝𝐺 = 𝐶𝑅 ((
ℎ
ℎ1
)
𝑛
(𝑤ℎ )

𝑚
+ 𝑓𝐴𝑅) (B.17)

The empirical term (𝑓𝐴𝑅) is given by Equation (B.18) but can be disregarded for aspect ratios of𝑤/ℎ > 5.
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𝑓𝐴𝑅 = exp
−𝑤
3ℎ
√1 + 5 ℎ𝑤 (B.18)
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