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Abstract

Synchronisation refers to the tendency of coupled oscillators to move in phase with one another over time,
departing from their own natural frequency. This phenomenon occurs in almost all branches of science, en-
gineering, and social life. Synchronisation is a well understood concept in classical mechanics. Quantum
synchronisation involves attempting to extend this concept to quantum mechanics, where there are number
of phenomena such as damping that are more difficult to realise. This thesis focuses on two things. Firstly,
it explores the bridge between classical and quantum synchronisation. Both the equivalencies as well as the
difficulties that must be overcome. This is initially done by looking at a simple classical model for two coupled
oscillators and extending this to a quantum model, and subsequently by exploring the derivation of a mas-
ter equation for a damped quantum harmonic oscillator with non-linear damping. Secondly, it explore the
synchronisation of four coupled quantum van der Pol oscillators. To this purpose, the six different systems
(tree, chain, loop, tower, spade, all-to-all) with four coupled classical van der Pol oscillators first analysed and
the Arnold tongues are determined, showing for what parameters synchronisation is expected to occur. The
equivalent systems with four quantum van der Pol oscillators are explored to determine whether the classical
Arnold tongues give a good indication of when quantum synchronisation is expected to occur. An alternative
measure for synchronisation is also investigated for these systems based on the relative entropy of coherence.
The Arnold tongues for each of the four classical oscillator systems were determined. For some systems (chain
and loop) the Arnold tongues were much smaller than for the three oscillator system while for others (tree,
all-to-all) they were only slightly smaller. The quantum Arnold tongues showed very similar behaviour to the
classical Arnold tongues. Furthermore, when investigating the correlations between different pairs of oscil-
lators, it was found that the correlation decreased as the number of connections separating two oscillators
increased. In the chain system, an expected symmetry was found. The relative entropy of coherence is found
to be a good measure of synchronisation, better than the more frequently used complex correlator. This is
because the relative entropy can take into account the entire system, while the correlator describes the syn-
chronisation between two individual oscillators in the system.
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Introduction

Synchronisation refers to a variety of phenomena and occurs in almost all branches of science, engineering
and social life. It means "to occur in the same time", and the essence of synchronisation is the adjustment of
rhythm due to an interaction. Classical harmonic oscillators with different natural frequencies can be coupled
to one another in order to oscillate at a new frequency. This phenomenon was first observed by Christaan
Huygens in the 17th century, when pendulum clocks aboard a ship would eventually have their oscillations
coincide with one another [1].

Quantum synchronisation refers to the synchronisation of oscillators in the quantum limit. There are a
number of features of quantum systems which will affect how such systems can be related to classical systems:
The discrete nature of quantum systems, the concept of superposition, and the incorporation of damping.
Applications of quantum synchronisation include the synchronisation of spins in a quantum magnet which
has the potential to improve the resolution of MRI images, and it could play a role in quantum key distribution
[2].

This thesis will focus on the synchronisation of quantum van der Pol oscillators. Synchronisation of quan-
tum van der Pol oscillators has previously been explored in environments with an external drive and reactive
coupling between two, and infinitely many coupled oscillators [3], dissipative coupling between two and many
coupled oscillators [4] and three coupled oscillators [5]. This thesis will build upon the work done in [5] and
focus on systems with 4 coupled quantum van der Pol oscillators. There are 6 ways to set up the coupling
between 4 (identical) oscillators, each of which will be investigated in both the classical and the quantum case.

Chapter 2 begins with the discussion of a simple classical model where synchronisation can occur, which
in Chapter 4 will be extended to the quantum case. Subsequently the classical van der Pol oscillator will be
discussed. The conditions for synchronisation to be possible will be determined for systems of two-, three-,
and four- coupled classical van der Pol oscillators. Chapter 3 will discuss a number of quantum preliminaries
needed to understand the quantum van der Pol oscillator. First the difficulties of incorporating damping into a
quantum system will be laid out, followed by a derivation of master equations for damped quantum harmonic
oscillators . Chapter 4 looks at quantum synchronisation and consists of two sections. First it extends the dis-
crete classical model presented in Chapter 1 and investigates the synchronisation behaviour in this quantum
model. Second, it discusses how the synchronisation of quantum van der Pol oscillators will be investigated,
with an emphasis on four oscillator systems. The results for the systems of quantum van der Pol oscillators
are presented and discussed in Chapter 5. Chapter 6 gives a conclusion of the results found in the thesis, and
proposes avenues for future research.



Classical Synchronisation

To understand the key principles of synchronisation, it is useful to consider simple models of coupled oscilla-
tors, where the behaviour is more predictable. When these simple classical models are eventually extended to
quantum models, the difficulties faced will be more explicit. First the simple models for oscillators described
in [6] are considered.

2.1. Simple model

Consider an oscillator moving on a circular domain with angular frequency Q. Its position can be described
by a phase 6 € [0,27). On the same circular domain, another oscillator moves with frequency w, however
this oscillator’s movement is also impacted by a driving force influenced by the relative position of the two
oscillators. This system can be described by the following equations of motion:

0=0Q mod 27, 2.1)
p=w+KfO-¢) mod 2, 2.2)

where ¢ € [0,27) denotes the phase of the second oscillator, f : [0,27) — R is an arbitrary function of the
difference of the two phases of the two oscillators, and K is a measure of the strength of the driving force. The
first oscillator will be called the ‘stimulus’ while the second oscillator will be referred to as simply the ‘oscillator’.

The phenomenon of interest is phase locking, which occurs when the stimulus and oscillator move in such
away that their phase difference remains the same, although they are not necessarily stationary. The equation
of motion for the phase difference A = 8 — ¢ follows from Equations (2.1) and (2.2):

A=(Q-w) -Kf). (2.3)

For phase locking to occur, it is required that A can take on the value 0. This means that there must be
a value A such that f(A) = (QI_(“’) , implying that (Q—I_('”) must lie within the range of f. If this condition is not
satisfied, phase locking cannot occur and the stimulus and oscillator will never be synchronised. Figure 2.1
shows an example where synchronisation occurs with this model.

2.2, Discrete model

The model can be adjusted to take place on a discrete circle consisting of d positions, or dimensions. The rea-
son why this is a change of interest is related to the quantisation that takes place in quantum mechanics, where
only discrete energy levels, or states, can be occupied. For now, only the classical model will be considered,
but later the extension to a quantum model will be discussed. Equations (2.1), (2.2) and (2.3) are modified to
be discrete:

0r1=0:+Q, (2.4)
GPri1 =P +w+ GO —dy), (2.5)
A1 =AM+ (Q—-w) — Gk (Ay), (2.6)
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Figure 2.1: Continuous time evolution of a the phases of the stimulus and oscillator found by numerically integrating Equations (2.1), (2.2)

and (2.3) with parameters Q =1, w =2, K =1, f(A) = sin(A). Both oscillators move along the circular path and the system slowly evolves

into the synchronised state where A = 37” This value changes very slowly with time, so at ¢ = 8, this A has not been reached yet (although

it is very close). It is not until ¢ = 430 that A lies within within 0.1% of 37” Note that the movement is anti-clockwise.

where Gg(A) takes the place of Kf(A). Rather than occuring on a circle such that 8, ¢, € [0,27), they occur
in a system with dimension d such that 8,,¢; € {0,1,2,3,...d} and all values are taken mod d. Furthermore, Q,
o and Gk are chosen such that only integer values are allowed. Similar to the continuous model, for phase
locking to occur it is required that 3¢ s.t Gg(Af) = (Q — w).

Gk can be specified such that for a certain range around the position of the stimulus, the oscillator would
be forced to the position of the stimulus before they both perform their next rotation:

{At, if|A;] <K,
Gk (A = _ 2.7
0, otherwise,

with A; mod d taken such that |A;| is minimised. This means that the condition for phase locking becomes
[(Q —w)| = K. Figure 2.2 show the time evolution of such a system where synchronisation occurs after five
steps.

This section gives a basic idea of what synchronisation looks like in a system in the form of phase locking.
However in the real world, oscillators do not move in such a simple away. In the next section an oscillator that
has a physical basis will be discussed, namely the van der Pol oscillator.
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Figure 2.2: Figures showing the discrete time evolution of a stimulus and oscillator found by iterating Equations (2.4), (2.5) and (2.6) with
parameters Q = 1, w = 2, K = 2. The system evolves to the synchronised state when A = —1 = Q — w. Note that the movement is anti-
clockwise.

2.3. Classical van der Pol oscillator

The classical van der Pol oscillator has been very well studied in the past century, ever since it was first pro-
posed in 1926. It has the following equation of motion:

X—u(l—ﬁxz)x+w3x=0, (2.8)
where the notation X = % is used.

Without the second term, this equation takes the form of the simple harmonic oscillator with natural fre-
quency wg. The second term represents the damping. The term proportional to § gives non-linear damping,
while the other term gives negative linear damping. The result of including these terms, is that there is dissi-
pation present in the system. The negative damping allows the oscillator to take energy from a source, while
the non-linear damping leads to energy loss, allowing the oscillator to maintain stable oscillatory motion [7].

2.3.1. Amplitude equation

Assuming that p is small, Equation (2.8) is close to that of a linear oscillator, so we can assume the solution for
x has a nearly harmonic form with a certain amplitude, frequency and phase [1]. The solution can be assumed
to be of the following form:

x(8) = %(A(t)ei“’t +A* (e @h, (2.9)

where A denotes the complex amplitude.
Equation (2.8) can be rewritten as a system of first order differential equations:

i=y, (2.10)

y=-w?x+upl - pxA)x, (2.11)



and the following solution for y is introduced:

y(t) = %(iwA(t)ei‘”” —iwA* (e N, (2.12)

Solving these equations for A (see A.1 for explicit calculations of the following steps up to Equation (2.14))
leads to

—iwt

Al = (u(1 - Bx?x). (2.13)

iw
Now the assumption that the parameters p and f are small will be used. When the terms on the r.h.s of
Equation (2.13) are expanded, there are terms that are proportional to e*"“? with n € N, and there are terms
that do not oscillate. By neglecting all the terms containing fast oscillations, a solvable solution for A(¢) can be
found. This is called the method of averaging, as it essentially involves averaging the oscillating terms over a
period of T = %’ [1].
Performing the averaging gives the following equation:

Alt) = gA(t)—'u?FlA(t)le(t). (2.14)

This is the amplitude equation for the classical van der Pol oscillator. The first and second term describe
the linear and nonlinear growth/decay. This equation will be be used to create a link between the classical van
der Pol oscillator, and the quantum van der Pol oscillator.

Figure 2.3 shows an example of how a van der Pol oscillator progresses into its limit cycle. The limit cycle
is the closed trajectory the oscillator spirals into as time tends to infinity. Upon entering the limit cycle, the
oscillator will always return to those same points.

Van der Pol oscillator- Phase diagram
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(b) Phase diagram of a van der Pol oscillator,
showing how the position and velocity change
with respect to one another. The bolder line in-
dicates the limit cycle which the oscillator enters

(a) Plot of how the position of a van der Pol os-
cillator changes in time. At approximately t=12 it
has entered a limit cycle.

Figure 2.3: Progression of a van der Pol oscillator described by Equation (2.8) with =1, 8 =1,w = 1 and initial values xp = 0.01, Xy = 0.

2.4. Two coupled van der Pol oscillators

Two van der Pol oscillators will now be linearly coupled to one another. Their damping rates are kept the same,
however the natural frequencies are not necessarily the same. The equations of motion of the two oscillators
take the form of:

%1 — (1 = BxD i + wixy = R(xa — x1) + D(%2 — %1), (2.15)
¥ — (1 — Bx3) k2 + w3 x2 = R(x1 — X2) + D (%1 — X2). (2.16)
Two forms of coupling are present. The term involving R refers to reactive coupling and is proportional to

the difference in the positions of the two oscillators. The term involving D refers to dissipative coupling and is
proportional the difference in the velocities. This thesis will focus dissipative coupling so R = 0. This enables



comparisons between dissipative coupling in two classical van der Pol oscillators, and dissipative coupling in
two quantum van der Pol oscillators.
The addition of these dissipative coupling terms leads to the following amplitude equations:

. D

Al :—iQIAl+§A1—%F|AI|ZA1+E(A2—A1), (2.17)
. D

Ar =—inA2+gAz—'u?F|A2|2A2+E(A1—A2), (2.18)

where Q; » = w2 — w with w being the frequency used in the ansatz, Equation (2.9). Note that originally the
ansatz used the natural frequency of the oscillator for w, however here a different (unknown) frequency w is
selected for the ansatz in Equation (2.9).

These equations can be written in complex amplitude-argument form allowing the phase difference be-
tween the two oscillators to be studied. By introducing A, » = r; ,e#12, the system of equations becomes

D
= grl—%rf+3(—r1+r2c08(¢2—¢1)), (2.19)
D
P Z—M—ﬁ 3+ = (=r2+ 11 cOS(¢h) — p2), (2.20)
2 8 2
. Dry
([)1 = _Ql +——s1n(gb2—(/)1), (2.21)
2 r
. Dr .
d)g = —Qz + —— sm(gbl - ¢2) (2.22)
2 1§
(2.23)
Then the phase difference 6 = ¢, — ¢, can expressed as:
: D
6=—Npp— = (ﬂ + 2 1sin0), (2.24)
2 ro r
where AZ,I = .Qz - Ql.
When the oscillators are uncoupled, they both have a limit cycle with ry » = ﬁ Assuming small coupling
(but not 0), the dynamics of r; » can be neglected in which case
0 =~y — Dsin(@). (2.25)

Synchronisation occurs when the phase difference between the two oscillators is constant, i.e 0 = 0. This
occurs when sin(@) = A, ;/D. However because the range of sin(0) is bounded, this is not always possible.
Synchronisation is only possible if

=<1 (2.26)

Figure 2.4 shows examples of the progression of two van der Pol oscillators. In Figure 2.4a, the coupling is
weak so synchronisation does not occur while in Figure 2.4b the coupling is strong enough such that synchro-
nisation does occur.

For systems with more than two oscillators, there are different ways in which the system can be set up in
terms of coupling, and bounds similar to Equation (2.26) can be found. These bounds represent regions where
synchronisation can occur and are called Arnold tongues [4].
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(a) Synchronisation does not occur as D = 0.1. (b) Synchronisation does occur as D = 1.

Figure 2.4: Progression of two coupled van der Pol oscillators with parameters p = § =1, w1 = 0.2 and wy = 0.4. For these parameters it is
expected that synchronisation occurs if |[D| = 0.2. The system in Figure 2.4b satisfies this bound so synchronisation does occur, while the
system in Figure 2.4a does not, so synchronisation does not occur.

2.5. Three coupled van der Pol oscillators

For three oscillators, they can either all be coupled to one another, or one connection can be removed such
that there is chain of coupled oscillators. Later in the thesis the focus will be on four oscillator systems of
which there are six possible ways of coupling. Three oscillator systems were previously studied in [5] and the
synchronisation regimes for those systems are included here such that comparisons can be made to the other
systems.

2.5.1. Synchronisation of three all-to-all coupled van der Pol oscillators
Three van der Pol oscillators that are each dissipatively coupled to one another have the following equations
for their phase (assuming weak coupling such that r;/r; = 1):

. D
b1 =-Qp + > (sin(gpz — 1) +sin(¢ps — P1)), (2.27)
. D
Pr=—Qp + > (sin(¢p1 — ¢p2) +sin(¢ps — ¢2)), (2.28)
. D
3 =—Q3+ > (sin(¢p1 — ¢p3) + sin(p2 — P3)). (2.29)

Writing the phase differences as 0;,; = ¢; — ¢ ; leads to

: D
021=—Np1+ > (=2sin(B2,1) +sin(B32) —sin(@32 + 621)), (2.30)
: D

032=—N32+ > (—2sin(B3,2) +sin(B,,1) —sin(@32 +62,1)) . (2.31)

The goal is to find a bound for A/D such that for every combination of A; /D and A 3/D chosen within
that bound synchronisation is possible. Because this system is not linear in sin(0; ;), it is more difficult to find
the values for which this is possible than if the sin(f32 + 82,1) term was not present allowing the system to be
solved for each sin(8; ;). This will be possible for the chain system. However, it can be num.erically determined
for what values of Az ;/D and A3 /D there are values of 8; ; that solve the equations for 831 = 632 = 0. Then
within this region, the smallest square can be found.

For this system, the following Arnold tongue is obtained:

‘ﬂ
D

=0.88, (2.32)

for the i, j specified in Equations (2.30) and (2.31). this bound is smaller than in the two oscillator system.



2.5.2. Synchronisation of three chain coupled van der Pol oscillators
Three van der Pol oscillators coupled in a chain have the following equations for their phases:

. D, .

(;bl = _Ql + E (Sln(¢2 - (Pl)) ’

. D, . .

Py =—Q + > (sin(¢py — 2) + sin(¢hs — P2)),

. D, .
= =0+ (sin(g2 = p3).

The phase differences can then be written as
: D . .
021 =-A21 + > (—2sin(02,1) +sin(Bs)),

. D
93'2 = —Ag,g + E (sin(ﬂg'l) - 25in(93'2)) .

Setting the terms on the Lh.s to 0, allows this system to be solved analytically for sin(9; ;):

2
in(01) = — (—2A2,1 — Az2),
sin(62,1) BD( 21— A32)
2
in(@ =—(=As1—2A32].
sin(63») BD( 2,1 3.2)

Introducing the bound [sin(6;, ;| < 1 leads to the following Arnold tongue:

‘ﬂ <0.5.

2.6. Synchronisation of four van der Pol oscillators

(2.33)

(2.34)

(2.35)

(2.36)

(2.37)
(2.38)

(2.39)

(2.40)

(2.41)

There are six ways to couple four oscillators, shown in Figure 2.5. These are the six connected graphs with four
vertices. They have been given names so that they can be easily referenced to during the paper, however these

names are not general use.

Tree Chain Loop

(D
@ ®

Tower Spade All-to-all

Lo BN I

Figure 2.5: Six ways to connect four oscillators. The names have been given solely for the purpose of referencing to them throughout this

paper. Each oscillator has been numbered to make clear what is referred to by oscillator i throughout the paper.

Each of these systems will show different synchronisation behaviour. Both the tree and the chain can be
seen as extensions of the three chain coupled oscillator system. The loop and all-to-all systems can both be
seen as extensions of the three all-to-all coupled oscillator system. The "tower" and the "spade" systems are

more unique. The systems will be treated in order of ascending number of couplings.



2.6.1. Synchronisation in the tree system
The equations for the phase of the oscillators in a tree system are as follows:

. D

¢ =-Q1 + > (sin(¢a — 1) +sin(pz — 1) +sin(p — p1)), (2.42)
. D,

p2= -+ (sin(¢r — ¢2)), (2.43)
. D,

$3==Q3+ - (sin(@1 - ¢3)), (2.44)
. D, .

Pa=-Qu+ > (sin(¢1 — p4)). (2.45)

This leads to the following equations for the phase differences (all with respect to oscillator 1):

: D
O12=-N12+ > (—2sin(6;,2) —sin(61,3) — sin(61,4)), (2.46)
: D

O13=-A13+ > (—sin(@1,2) - 2sin(6,3) — sin(01,4)), (2.47)
: D . .

O14=-014+ > (—sin(81,2) —sin(01,3) —2sin(601,4)) - (2.48)

Setting all the terms on the left hand side to zero allows the system to be solved for each sin(0;;):

1
sin(01,2) = == (=3A12 +A13+A14), (2.49)
2D
1
in(@ =—(A12—-3A13+A14), 2.50
sin(6,3) 2D( 1,2 1,3 +A1,4) (2.50)
1
in(@ =—(A12+A13—3A124). 2.51
sin(61,4) 2D( 12+A13 1,4) (2.51)

Each equation has the bound |sin(6,,;)| < 1 meaning that the Arnold tongue is given by

<0.4. (2.52)

The Arnold tongue has shrunk slightly compared to the three oscillators coupled in a chain (which is es-
sentially a tree).

2.6.2. Synchronisation in the chain system
The equations for the phase of the oscillators in a chain system are as follows:

. D, .

¢ =-Qp + > (sin(p2 — 1)), (2.53)
. D

Po=—Qp + > (sin(¢hs — ¢p2) + sin(p1 — ¢2)), (2.54)
. D

P3=—-Q3+ > (sin(¢ps — ¢p3) + sin(p2 — p3)), (2.55)
. D, .

Py=—Qu+ > (sin(¢ps — pa)), (2.56)

giving the following equations for the phase differences:

. D
92’1 = —Ag,l + E (—28111(91’2) + sin(03,g)), (2.57)
. D

032=-NA35+ > (sin(02,1) — 2sin(B32) +sin(04,3)), (2.58)
. D, . )

043=—Ng3+ > (sin(03,2) — 2sin(03,4)) . (2.59)



This system is also solvable for the sin(6; ;)’s when each term on the left is set to 0, and subsequently gives
the following Arnold tongue:

Ai,j
—|=0.25, (2.60)
D

for the i, j mentioned in Equations (2.57)-(2.59).

Notice how when an extra oscillator was added to the two "chain" coupled oscillators, the bound halved,
and now when another oscillator is added in the chain the bound has halved again. This pattern may be
interesting to investigate for N oscillators coupled in a chain.

2.6.3. Synchronisation in the loop system

The phase equations do not change much when adding new coupling. Introducing the coupling between
oscillator i and oscillator j adds the term % sin(¢p; — ¢;) to the equation for ¢; and vice versa for ¢ ;. For this
reason, the phase equations will not be written out explicitly for the following systems, instead proceeding
straight to the phase difference equations. For the loop system, they are as follows:

. D

92,1 = —Ag,l + E (—2 sin(Hg,l) + sin(93,2) — sin(94,3 + 932 + 92,1)), (2.61)

. D

93,2 = —Ag,z + E (sin(92,1) - 23in(93,2) + Sil’l(94,3)) , (2.62)

. D

04,3 = —A4,3 + E (sin(93,2) - 23in(94_3) - Sin(94,3 + 03,2 + Hgyl)) . (2.63)
(2.64)

The Arnold tongue is difficult to find analytically, but just as for the three all-to-all coupled oscillators, it
can be found numerically. This is also the case for the rest of the 4-oscillator systems. The Arnold tongue found
is

A. .
'% <0.45(+0.01), (2.65)

where the uncertainty has been included in the brackets to emphasise that this value was found numerically
and may deviate slightly from the true upper bound.

2.6.4. Synchronisation in the tower system
The phase differences in the tower system are as follows (for this system, each phase difference is formulated
with respect to oscillator 1):

. D
01,2 = _AI,Z + E (—2 sin(@l,z) - sin(91,3) - sin(01,4) + sin(63,1 - 02,1)) , (2.66)
. D
013=-A13+ > (—sin(0;,2) — 2sin(0;,3) —sin(01,4) — sin(@3, —62,1)), (2.67)
. D
014=-N1q+ > (—sin(0;,2) —sin(6,3) — 2sin(01,4)). (2.68)

Then the numerically evaluated bound is

Ay j

=<0.40(£0.01). (2.69)

Interestingly, this bound is very similar to that for the tree system, indicating that adding the extra coupling
does not increase the domain of values for which synchronisation is possible. It is emphasised that the phase
and frequency differences are with respect to oscillator 1, although a connection between oscillator 2 and 3 is
present. This means that the bound is only for frequency differences w.r.t oscillator 1, so actually a frequency
difference of 0.8D is possible between oscillator and 2 and 3 while still allowing for synchronisation.
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2.6.5. Synchronisation in the spade system
The spade system is simply the all-to-all system with one coupling missing. The phase differences in the spade
system are given by the following equations:

. D
021 =—Np1 + > (—2sin(02,1) +sin(032) — sin(@32 + 02,1) —sin(@a3 + 032 +621)), (2.70)
. D
O35 =—N3,+ > (sin(@2,1) — 2sin(03,2) + sin(0a,3) —sin(@32 + 62,1)), 2.71)
. D
94,3 = —A4y3 + ? (sin(93,2) — 2sin(94,3) + sin(03,2 + 92,1) — sin(94,3 + 932 + 92,1)) . (2.72)

From these equations, the Arnold tongue can numerically be evaluated to be

A. .
'% <0.60(£0.01). (2.73)

2.6.6. Synchronisation in the all-to-all coupled system
The final system to be analysed is one in which each oscillator is coupled to each other oscillator. The phase
differences are
; D . . . . .
92y1 = _Az,l + E (—2 Sll’l(@gyl) + s1n(93,2) - Sll’l(93,2 + 92]1) + Sll’l(94y3 + 93,2) - Sln(94,3 + 93,2 + 02,1)) , (2.74)
: D
932 = —A3y2 + E (Sin(gz,l) - 28i1’1(93y2) + sin(94,3) - Sil’l(93y2 + 92,1) - Sil’l(94y3 + 93]2)), (2.75)
; D
94'3 = —A4'3 + E (Sin(93’2) - 28i1’1(94'3) + sin(03,2 + 92,1) - sin(04,3 + 03,2) - sin(94,3 + 03,2 + 62’1)) . (2.76)
The bound found for the all-to-all coupled system is

Ajj

=<0.84(£0.01). (2.77)

This is only slightly less than the equivalent case for three oscillators.

2.7. Comparing Arnold tongues

The Arnold tongues found for every system of coupled oscillators discussed are displayed in Table 2.1. For the
two and three oscillator system the result has also been listed for the other categories presented in Section 2.6,
despite these categories being different from the original names. This is because they are technically the same
type of system. (For example, the three chain coupled oscillators is also classified as a tree, as well as the two
coupled oscillators.)

Table 2.1: Table showing the Arnold tongues found in the previous sections for different coupling systems. The value displayed is the

A< .
upper bound K in % < K which determines when synchronisation is possible. For the tree and tower system, the bound refers to

Al’j/D.

Tree | Chain | Loop | Tower | Spade [ All-to-all
Two 1 1 1 - - 1

Three | 0.5 0.5 0.88 - - 0.88
Four 0.4 0.25 0.45 0.40 0.60 0.84

There is a trend that for a specific number of oscillators, more connections between oscillators leads to a
larger Arnold tongue. This is expected as more connections mean the oscillators have a greater effect on each
other, increasing coupling.

There is also a trend that systems with more oscillators are harder to synchronise. It would be interesting to
see how the synchronisation regimes change when the tree, chain, loop and all-to-all systems are investigated
with N oscillators, although this is outside the scope of this thesis.
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For systems with the same number of connections, there is now a difference based on the geometry. The
tree system is easier to synchronise than the chain system, which can be reasoned to be because for synchro-
nisation to occur, all of the oscillators have to be synchronised. Because in the chain system the first oscillator
is three connections away from the fourth oscillator, synchronisation is more difficult than in the tree system
where the maximum distance between two oscillators is two. The increased difficulty to synchronise for the
tower system compared to the loop system can be justified by the difference in their geometries. In the tower
system the fourth oscillator is only coupled to one other oscillator while in the loop system each oscillator has
a coupling on either side.

Figure 2.6 displays the Arnold tongues for each of the four oscillators systems. As long as values are chosen
above the lines, synchronisation will be possible. Note that on the y-axis is V = 2D to make comparison easier
for results on quantum synchronisation later in the paper.

Synchronisation regime

SU 3
_qu .
3|:| i
=
20 1
— All-to-all
— Snade
10 [ — Ll:":lp
Tee and Tower
04 Chain
=20 =14 0 10 20

Figure 2.6: Synchronisation regimes for each of the four oscillator systems discussed. As long as value is chosen above the respective line,
synchronisation will be possible for that system. V =2D.

In this chapter two different classical models where synchronisation was possible have been discussed:
First the simple discrete model and second systems involving coupled van der Pol oscillators. The conditions
required for synchronisation to be possible in these systems were subsequently established. In Chapter 4,
these models are extended with quantum mechanical effects. However before these models can be investi-
gated, Chapter 3 explains some key notions in quantum mechanics, including the origin of the quantum van
der Pol oscillator.
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Quantum Theory

3.1. Qubit

A qubit refers to any quantum system that can take on two levels. The "quantum" aspect of the qubit comes
from the fact that instead of only being able to be in the state |0) or |1), it can also be in a superposition of the
two states |y) = ¢1|0) + c2|1) such that the total probability of being in a state is 1: (y|w) = |c; 2+|c?=1.

A geometrical representation for the state of a qubit can be obtained by projecting the qubit onto a Bloch
sphere, shown in Figure 3.1.

The state can be written in terms of angles on such a sphere.
This is done by first shifting the state of the qubit such that ¢ is
real, and then defining

0 0
ly) = cos (E 10) + (cos(¢p) + i sin(¢p)) sin(E) 1), 3.1
with0<f<mand0=<¢ <27.
The parameters 6 and ¢ determine the position on the
sphere via the vector d@ = (sinf cos ¢, sin6 sin ¢, cos6).

3.2. Density matrix

The concept of the wave function |¢) to describe the state of a
physical object will be familiar. However often physical objects
may not be perfectly controlled. Suppose there is only statis-
tical information about the prepared states; this can be called
an ensemble of pure states |y ;), each with a probability p;. To
describe such a system, the density operator/matrix ! is used, defined by

Figure 3.1: Bloch sphere representation of a qubit. [8]

p=2 pilwi il (3.2)
j

such thatthe Y ; p; = 1.
The density operator is a very useful way of describing the state of a system as well as the time-evolution of
a system. For a wave function, the evolution can be described by the Schrédinger equation :

in-L iy = Aly) (3.3)
arV = '
For the density operator, the time evolution is described by the von Neumann equation:
op
ih— =[H,pl. 3.4
thas [H, p] 3.4)

1 The terms operator and matrix are often used interchangeably. Technically, the density matrix is obtained by choosing the basis on which
the density operator is applied.
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where [A, B] = AB — BA is the commutator.
In the case that the Hamiltonian is time-independent, this equation can be solved to arrive at
p(t) = e iHUN g g) i HIIN, 3.5)
Another key property of the density operator, is that the expected values of observables can be calculated
very easily, using
(A) =tr(pA). (3.6)

An important value for a density matrix is its purity. For pure states, the density matrix can be written as
o = |w){(yl, i,e there is only one state present in the statistical ensemble. This also means the density matrix is
idempotent:

% = ) wlly)wl = lw)wl = p, 3.7
where it is used that (y|y) = 1. The purity is defined by

purity = Tr(pz). (3.8)

For mixed states this value is lower than 1. The lower the value, the more mixed a state is.

The density matrix of qubits can be expressed on the Bloch sphere. While pure states will always be on the
surface of the sphere, mixed states are inside the sphere, where the length of the Bloch vector d indicates the
purity of the state. Any density matrix for a two level system can be expressed as

1

p=z(I+Zi-6) (3.9)

_1 1 0 a, (0 1 ay (0 —i a1 0

_5(0 1)+7(1 0)+7(,‘ o)+7(0 _1) (3.10)
1 _ s

:_( 1+qz ay zay)' .
2\ax+iay 1-a;

So for a given density matrix, the respective Bloch vector can be found, which determines a point on the
Bloch sphere.

3.3. Quantum harmonic oscillator

One of the first systems studied in an undergraduate course on quantum mechanics is the quantum harmonic
oscillator [9]. The features of a quantum harmonic oscillator can best be found by quantising the classical
harmonic oscillator, whose equation of motion and Hamiltonian are given by:

F+w?x=0, (3.12)
2
1
2 SR (3.13)
2m 2

where the first term in the Hamiltonian represent the kinetic energy and the second term represents the po-
tential energy.

Quantising the Hamiltonian involves replacing the position and momentum by the respective operators X
and p=—ihi.

%2 (3.14)

To rewrite this, two new operators are introduced namely the annihilation, & and creation, a4' operators
given by
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1
a= ———(ip+ mwX), (3.15)
V2hmw
1
At _ . A N
a4' = ——=(-ip+ mwi), (3.16)
V2hmw
and the inverse of these relations:
. noo,
X= (a+a, (3.17)
2mw
. . (hmo
p=-i 2 (a-a’, (3.18)
This allows the Hamiltonian to be rewritten as
N a1
H=hw(a'a+ 5). (3.19)

The reason why these are called annihilation(creation) operators is because if a(a") is applied to a specific
eigenstate, it results in an eigenstate exactly one energy level below(above) the original eigenstate[9].

An important aspect of these operators is that their commutation relation is given by:
At

la,a1=aa"-ata=1. (3.20)

Using Equation (3.19) in combination with the Schrédinger equation, the time evolution of a quantum har-
monic oscillator can be determined. However when damping is present, this becomes more difficult. Equa-
tions (3.12) and (3.13) lead to the following system of equations for x and p:

p : 2

X=—, p=-mow°x. 3.21)
m

Quantising this system is perfectly feasible as there exists a Hamiltonian, and importantly the commuta-
tion relation between % and p leads to

(%, p]l = ih. (3.22)

To illustrate the problem with introducing damping in quantum systems, consider the following classical
equation for a damped harmonic oscillator [10]:

i+yi+w’x=0. (3.23)

with y the damping coefficient.
This would lead to the following system of differential equations for x and p:
p 2

X=—, p=-Yyp- . 3.24
X m p=-Yp—-mw x (3.24)

In attempting to generate an equivalent system in quantum mechanics there are some issues. The first
issue faced is that this system does not have a respective Hamiltonian, meaning that there is no way for the
Schrédinger equation to describe the evolution of the system as it requires a Hamiltonian. The second issue
concerns the time evolution of the commutation relation between % and p. If x and p are converted into
operators X and p then

d .o i a al
_ s — + — —
dt[xp] Xp+Xp—-px—-px
52 52
__ P 202 o an 22 P (3.25)
= YXp—-mow X — (—ypx— mw°x —m)



This equation has the following solution:

[%,p] = e "' [%(0), p(0)] = e " iR, (3.26)

This means that with time, this commutator actually decays. However if we apply this to the Heisenberg
uncertainty relation, then

1
0x0p= Ehe‘”, (3.27)

meaning that the uncertainties also decay to 0.

From these results the conclusion can be drawn that incorporating damping into a quantum mechanical
system is not as straightforward as in a classical system. Although the current results have been derived from
a simple damped harmonic oscillator, the van der Pol oscillator (Equation (2.8)) similarly does not have a
corresponding Hamiltonian ? and as a result, quantising it meets the same difficulties.

Other approaches taking into account dissipation in quantum oscillators have been proposed, such that
their synchronisation behaviour can be investigated. The widely accepted approach involves coupling be-
tween the system and a reservoir. In this approach damping takes place by exchanging photons with the
reservoir, which is subsequently traced out such that only the original system remains. A derivation for the
time evolution of a damped system will be performed later in the paper, however first some key concepts will
be explained.

3.4. Interaction picture

A very important tool that will be used in the derivation is performing calculations in the interaction pic-
ture. Most often, calculations in quantum mechanics are performed in the Schrodinger picture, where the
state changes with time while the observables are time-independent. Another commonly used picture is the
Heisenberg picture, where the state is kept constant, but the observables change in time. The interaction pic-
turelies in between these two pictures.

Suppose a state is in the Schrodinger picture, with Hamiltonian Hg. The Hamiltonian can be split into two
parts Hy s and Hj s. Usually, these two Hamiltonians are chosen such that Hy s is well understood, while H s
is a more difficult to understand perturbation. Supposing that Hy s is time-independent, the operators and
states can then be rewritten in the interaction picture:

Pl(t) - eiHO’St/hpS(t)e_iHO’st/h, (328)

Ap(1) = etostih g () iHost/n, (3.29)

This is a transformation which will be very useful in the derivation. First, there is one more feature in this
picture to discuss.

3.5. Rotating wave approximation
When discussing the coupling between two classical oscillators, one of the ways in which this coupling could
be implemented was to include an x; - x, term in the Hamiltonian. This would subsequently lead to an x; term
in the equation of motion for x, and vice versa.

If two quantum harmonic oscillators were coupled this way, the Hamiltonian would be written as

A = hoydlay +hwpalas + 3 5. (3.30)

where the %hw term present in Equation (3.19) has been neglected as it does not contribute to the dynamics
(this zero point energy energy can be ignored by performing a shift in the energy such that the constant term
is not present).

Rewriting the coupling term in terms of annihilation/creation operators using Equation (3.17) leads to

2 A Hamiltonian for the classical van der Pol oscillator can be generated by using an auxiliary coupled to the original system, however this
still cannot be used to quantise the van der Pol oscillator [11].
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. h o oty 4 At
XXp=———————(@m+a'1)a+a'),

2,/m1 Mmowiw?2
h

=
2y/mymowiwr
AT At

The rotating wave approximation involves removing the terms a;a, and 4, d,. This is due to these two
terms being fast oscillating so they can be neglected in the approximation. The full approximation is shown in
Appendix A.2.

The %) X, in Equation (3.30) is replaced by

(3.31)
aap+alay+aral+alal).

C-(alar+aal). (3.32)

with C a constant.
These concepts are used to derive an equation to describe an evolution of a quantum damped (or van der
Pol) harmonic oscillator. Before the derivation is performed, the goal will be formulated.

3.6. Master equations

The goal is to derive a master equation for the evolution of a system (in this case either a damped quantum har-
monic oscillator or a quantum van der Pol oscillator). This master equation is known as a Lindblad equation
and will be of the following form [12] :

y=—ilH,pl+) A A= Leat ago +pat A (3.33)
p_l'pkkpkzkkppkk' .

where H represent the Hamiltonian of the system, and the A’s represent different operators that describe the
damping in the system.

This equation describes how the state p will evolve over time, in a similar way to how the Schrodinger equa-
tion describes how a state evolves over time. The master equation can be used in systems that are complex, at
the cost of some approximations being made to the system.

The terms in the summation are usually replaced by the Lindlbad superoperator D[A](p) = Ak /oA}LC -

%(ALA;C p+ pA;Ak) which makes the damping terms present in a system more explicit. For the damped har-
monic oscillator, the master equation that will be derived is

= —%[H,p] +y,Dlal(p) +yiDla'(p), (3.34)

with H = hwa' a.

Here the usual Hamiltonian is present for a quantum harmonic oscillator, with two additional damping
terms. The first term describes damping via the annihilation operator 4, while the second operator describes
negative damping via the creation operator a'.

The quantum van der Pol oscillator takes a slightly different form:

i
h

Due to the 4? term, there is non-linear damping present in the system, mirroring the non-linear damping
in the classical van der Pol oscillator. In the quantum limit y; < y|, only the lowest states are occupied and the
higher states can be ignored. This is due to the damping term D[4?](p) term dominating, causing higher states
to be annihilated down to lower states. In the classical limit y; > y|, the negative damping term Dla'(p)
causes the higher states to be occupied, while lower states are empty. In this limit, the discrete nature of the
energy levels becomes negligible so the oscillator begins to mimic a classical oscillator which has a continuous
energy spectrum. This means the operator (d) can be replaced by a coherent state allowing an analogy to be
made between the classical van der Pol oscillator and the quantum van der Pol oscillator via the amplitude
equation. This is done by looking at the time evolution of (a), the expected value of the annihilation operator.
This will take the place of A in the amplitude equation. First,

p=——[H,pl +y,DIa*1(p) +y; Dla"1(p). (3.35)

d(ay dTr(pa) dXiYXjpijaji dpij . daj,;
dr ~—  dr dt _;; dr TP (3.36)
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The annihilation operator itself is constant in time, so only the first term needs to be considered, which
can be rewritten as Tr(pa). Now the master equation, Equation (3.35), can be inserted. Due to the linearity of
the trace, each term in p can be evaluated individually. Beginning with the Hamiltonian term:

i
Tr(——[H, pld) = Tr(-iw(@ apa - pa'taa) = —iwTraatap - a* aap)
plhe pa=p P P (3.37)

= —iwTr((a,a'lap) = —iwTr(ap) = —iwa),

where the commutation relation, Equation (3.20), has been used, along with the cylic invariance property of
the trace: Tr(ABC) = Tr(BCA) = Tr(CAB).
Now evaluating the second term:

1 1
Tr (y, D1&%1(p)d) = Tr(yl [a%pa®t - E(a%zp +pa2*a2)]a) = ler(&szgp - E(cm2T5:2p + az*aﬁp))
1 1
= ler(E(—aaZTazp + a2*a3p)) = Eler(—a*aa*aZp —atd?p+ aﬁfﬁp) (3.38)
1
= zler(—Zdezp) =-v @a'a®.
Then finally the third term:
1 1
Tr (ym[a*] (p)a) =y Tr ([a*pa -5 (aa'p+ paaf]a) =y Tr (a%fp - E(azaﬂ +aa'ap)
(3.39)
_ L Tr(ala,a'lp) = Lya.
21 ’ 21
Combining these results leads to the following equation for (a):
d{a) L U S
T —iwl{a)-y|La'a+ 5'YT<CZ>. (3.40)

In the classical limit, @ can be replaced by a coherent state A giving a formula very similar to the amplitude
equation:

44 _ A= ARA+ 1y,4 (3.41)
- Y S 1A .

The only difference between Equation (3.41) and Equation (2.14) is the presence of the term proportional
to w. This can be removed if the master equation, Equation (3.35), is transformed to take place in a rotating
frame.

In the following section the two master equations previously mentioned will be derived. Note that from
now on the annihilation operator 4 will be written simply as a however it is important to remember that this
is still an operator and not a variable.

3.7. Derivation of the master equation

The master equations in Equations (3.34) and (3.35) can be derived by considering the interaction between
a system containing the oscillators of interest, and a reservoir around it. The damping in these oscillators
will then occur via energy loss and gain to this reservoir, which is assumed to be large enough that gaining
this energy has no effect. This means the temperature of the reservoir can be kept constant. By subsequently
tracing out this reservoir, the master equation for the system can be obtained.

This section starts by considering the interaction between a general system and reservoir. Subsequently,
the Hamiltonians will be specified such that the master equation for the damped quantum harmonic oscillator
can be derived, and then using this result, a master equation very close to that for the van der Pol oscillator will
be derived. The results presented here mostly follow the derivation in [10],[13].
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3.7.1. Born-Markov equation
First of all, the Hamiltonian of the system and reservoir is split into three parts: the individual Hamiltonians of
each along with the interaction between them:

H=Hg+ Hr + Hspg, (3.42)

where Hg and Hp represent the Hamiltonians system and reservoir respectively, while Hsg describes the cou-
pling between them. For now these Hamiltonians are not specified but later they will be specified to arrive at
the desired master equation.

The total state can be described by the density matrix p () and the evolution of this state is described by
the von Neumann equation:

1
or= %[H,pﬂ. (3.43)

The state that is of interest is the state of the system only which can be found by tracing out the reservoir
and is denoted by p:

p="Trrlpr). (3.44)

Equation (3.43) transformed into the interaction picture in order to separate the expected fast motion gen-
erated by Hg and Hg from the slow motion from the interaction Hgg. This is done by introducing

pr= ei/h(H5+HR)tpTe—i/h(H5+HR)t’ (3.45)
Hgp(t) = ei/h(H3+HR)tHSRe—i/h(H5+HR)t' (3.46)
Equation (3.43) can be rewritten as
N _
or= %[HSR(t)rPT]- (3.47)

By integrating Equation (3.47), an equation for g7 is generated which can be substituted back into com-
mutation relation in Equation (3.47):

. | 1 [t _
pr= %[HSR(I)»PT(O)]_ﬁj; [Hsr (D), [Hsg(t), pr(1dt'. (3.48)

The equation is currently for the total density state, however only the system is of interest, which can be
found by introducing the trace over the reservoir:

1
in
where p is similarly described as in Equation (3.45) but with respect to p. This equation is exact, but now
some assumptions and approximations are introduced in order to simplify it:

. . 1 ¢ - -
p=Trg [HSR(t);PT(O)]—ﬁ/O Trr[Hsg(1), [Hsr ("), pr(tH1ldt'|, (3.49)

System-reservoir interaction The assumption is made that the interaction between the system and the reser-
voir only starts at ¢ = 0, and that at this point there is no correlation between them. This means that we
can separate the total density state pr(0) into two density states p(0) and Ry where Ry describes the
initial state of the reservoir.

Following this assumption, the first term in Equation (3.49) can be set to be 0, an assumption which
is exact if the operators coupling R to S have a mean of 0 in the state Ry, which can be guaranteed by
adjusting the system Hamiltonian [10].

Born approximation Assuming the coupling is weak, the total state should only deviate slightly from an un-
correlated state so we can extend our first assumption to not just be for ¢ = 0:

pr(t) = f(t)® Ry, (3.50)

where the assumption is also made that R is a large system and as a result it will largely remain the same
despite the coupling to S.
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Following these assumptions and approximations, Equation (3.49) can be written as
. 1 ¢ . .
p= ‘ﬁf Trr[Hsr(t), [Hsr (1), p(t") ® Rolld1’. @3.51)
0

Markov approximation Equation (3.51) is currently non-Markovian, as the change in state at a specific time
does not only depend on its current state, but also on its history, due to integrating over the term g(¢').
The Markov approximation is then to replace this term by p(#), so the change in state at a certain time
depends only on the current state. This approximation can be justified by reasoning that the reservoir is a
very large system, so it will not retain minor changes brought by the coupling to the system for very long.
This means that the evolution of S will not be affected very much by its past, as those effects disappear
in R, so the evolution of S is only affected by its present state.

With this last approximation the Born-Markov master equation is obtained:
. 1 [t _ _
= _ﬁf TrglHsr(2), [Hsg(1), p(2) ® Rolld 1. (3.52)
0

3.7.2. Defining the interaction
The model is made slightly more specific by defining Hsr as

Hsp=n)_siT, (3.53)
i

where s; are operators acting only on the system, while I'; are operators acting only on the reservoir.
Written in the interaction picture, this leads to

Hsp=nY_ 50T, (3.54)
i

§i — ei/ﬁHstsie—i/ﬁHst’ (355)

F= ei/hHRtsie—i/hHRt' (3.56)

Substituting this into the Born equation (3.51) (the Markov approximation can be made later) and expand-
ing the commutator gives

t
= Zfo 505D = 5, S (DT (OF ()
i,j

(3.57)
+HP(5 (50 -5 pE)S; W (T (e)g dr,
where the environment part has been separated from the system and written as
TiOT ;") g = Trr[ReT: (0T ()], (3.58)
@ j(Ti(0)g = TrrlReT j(£HT; (1) (3.59)

The Markov approximation relies on the fast decay of these two correlation functions, in which case (')
can be replaced by p(?).

Although this model is more specific, it is still very general as the exact setup of the system and the envi-
ronment has not been specified; only the interaction between them in terms of the operators acting within the
system and environment have been specified.

3.7.3. Damped harmonic oscillator

The model will now be formulated specifically for the damped harmonic oscillator. This can subsequently
be used to find the master equation for the degenerate parameteric oscillator, and hence the van der Pol os-
cillator. The model used to derive the equation for the damped harmonic oscillator is given by the following
Hamiltonians:
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Hs = hwga' a, (3.60)

Hgr=Y hojrir, (3.61)
J
Hsp=h aZ[K;rTj]—FaTZ[Kjrj] (3.62)
J J
=h(al" +a'D). (3.63)

The system consists of a harmonic oscillator with annihilation operator a. The reservoir consists of a large
amount of harmonic oscillators with annihilation operator r;, which couples to the system operators a with
strength x ;. In the Hgsg term the coupling derived in Equation (3.32) under the rotating wave approximation
can be observed.

The reservoir is in thermal equilibrium at temperature 7. This means that the initial density state can be
expressed as [10]:

T
R0:H€ hw]rjrj/kBT(l_e—hwj/kBT)' (364)
J
Letting s = a, sp = a',Ty=TTandTl, =T, Equation (3.57) can be used. These can then be transformed into
the interaction picture using Equations (3.55) and (3.56) leading to:

5(8) = ae” 0t (3.65)

5(1) = a'e!0?, (3.66)

L=y xjrier, (3.67)
j

ot)=) xjrje i’ (3.68)
j

After substituting these into Equation (3.57), the master equation has 16 terms, which can be simplified
by considering the reservoir correlations as they are defined in Equations (3.58) and (3.59). These can be
calculated to be

Tt (¢)hr=0, (3.69)
TWT()r=0, (3.70)
EOF (¢ )r=Y |x;|? =D q(w), T), (3.71)

j
T (e =Y i e [afw), T) +1], 3.72)

J

where
e—fle/kBT

Aw;j, T) = Trr(Ror|rj) = (3.73)
J 1

_e—hwj/kBT'

i(wj, T) is the mean photon number for an oscillator in the reservoir with frequency w; at temperature T.

Although Equations (3.71) and (3.72) are sums over the reservoir oscillators, these can be changed into an
integral by introducing a density of state for the frequencies: g(w). This is allowed because the reservoir is
assumed to have a very large number of oscillators. This changes the nonzero reservoir correlation functions
to

(T (¢)r = fo e g () k(@) P, T) do, (3.74)

<f(t)f*(t’)>R:fo e U= g () k()P (i, T) +1) do. (3.75)
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Using these functions, the validity of the Markov approximation can be investigated based on these corre-
lation functions, the details of which can be found in Chapter 1 of [10]. Including the exponential term in the
transformations (3.65) and (3.66) leads to two new parameters:

t poo 3 ,
az [ [T e g k@) i, T) dwd, (3.76)
0 Jo
t poo A ,
B zf f e @m0 U=0) o)) | x(w) |? (72w, T) +1) dwdt'. (3.77)
0 Jo

With these two parameters, Equation (3.57) can be evaluated into a more familiar version of the master
equation:

o :a(aﬁaf - aTaﬁ + a*ﬁa— ﬁafa) +2,B(a,5cfr + aTﬁa— afaﬁ - ﬁaa*), (3.78)

where p = p(t) due to the Markov approximation.
By evaluating the integrals in Equations (3.76) and (3.77) and defining

y=2mg(wo) | x(wo) %, (3.79)
n=n(woy,T), (3.80)

© g(w) | k(W) |?

A=P (3.81)

0 wo—w

followed by a transformation back into the Schrédinger picture, the master equation for the damped har-
monic oscillator is produced:

p= —i(w[’) + A)[a*a,p] + g(Zap(/lT - a*ap - pa*a)

(3.82)
+ )/ﬁ(apcfr + ana - aTap - paa*),
where wg = wg + A.
This equation can be rewritten into an explicit form of a Lindblad master equation:
p= —i[wgaT,p] + gfl(Zana— aan - paaT) + g(fz + 1)(2apaT - aTap - paTa), (3.83)

which is the same as Equation (3.34) with y; =ynandy| =y(72+1).

3.7.4. Degenerate parametric oscillator

The degenerate parametric oscillator is similar to the damped harmonic oscillator. "Parametric" refers to the
fact that the oscillator is being driven by an external drive, and the term "degenerate" arises from the oscillator
of interest (oscillator a) having a natural frequency exactly half that of the drive. It starts with the following
Hamiltonians:

ih ) .
Hs = hwga'a+ h2wob™ b+ Tg (asz - asz) +h (c‘,'oe_lz‘”"taT2 +&; e’z""’taz) , (3.84)
= Hg+ Hp+ Hup+ Hgrive

HR=Zhwjr;jraj+Za)erjrbj, (3.85)
j j

_ rya b
Hggr = Hgp + Hgp

:h(d . Ker;;j +aTZ[K“jraf]+bZ[Kerlij]+bTZ[berhf])
J J J J
= h(ar;+ at ra) +h(br;+bT rb) (3.86)
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These Hamiltonians have a very similar structure to the ones for the damped harmonic oscillator. There is
now a second harmonic oscillator present in the system, which has annihilation operator b and oscillates at a
frequency twice that of the original oscillator. The second oscillator will be called the "pump mode" while the
original oscillator will be called the "subharmonic mode". The pump mode exchanges photons with its own
reservoir with annihilation operator ;.

The third term in Equation (3.84) describes the interaction between these two modes. Due to the relation
between the two modes, there is first an interaction which leads to the creation of two photons in the subhar-
monic mode due to the loss of a single photon in the pump mode, and the reverse interaction is also present.
The strength of this interaction is determined by the parameter g.

The fourth term in Equation (3.84) represents the source of the new pump mode. The pump mode arises
due to pumping applied to the system at the frequency 2wy. This can be seen as analogous to a driving force
applied to a classical oscillator forcing the oscillator to oscillate at that driving frequency. For a more in depth
discussions of the source of these terms in the Hamiltonian, see [10] and [13].

Because the changes predominantly take place in Hg, the derivation in Section 3.7.3 is mostly the same.
The only difference comes from the extra set of b terms in Hgg. These justlead to the repetition of the damping
terms in Equation (3.83) but for b. The extra terms in Hg are ignored after transforming into the interaction
picture, and then return as Hamiltonian terms in Equation (3.83). The master equation for the degenerate
parametric oscillator is

X 1
= (Hap + Harive, p1+ (0)a+ ()
=—iwola'a, p] —2iwy[b'b, p] + g [a"?b-a®b’,p] - i[Ege 20 a'? + & e’2@0l g2 p]

y y (3.87)
+ Eﬁ(Zana— aan - paaT) + E(ﬁ + 1)(2a/ocfr - aTap - pa*a)

; Y—z”ﬁp@b*pb _bb'p—pbb'y + %(ﬁ,, +1)2bpb' —b'bp— pb'b).
where y,, and 71, are the same as y and 72 but then with respect to the pump mode’s reservoir.

3.7.5. Elimination of pump mode

Equation (3.87) consists of different operators acting on the state p, however it is still longer than desired. In
order to arrive at the master equation for the van der Pol oscillator, the pump mode will be traced out, similar
to how the reservoir was traced out in the previous sections. For this subsection, superoperator notation is
used in which rather than writing apa’ (for example), the notation (a- a’)p is written. This also means later
superoperators can be evaluated such as (a-)(-a")p = (a- a")p . Equation (3.87) is transformed into the inter-
action picture with Hy = woa'a +2wob'b + Eye 2“0t pt + & e??0’h meaning that those terms can be left out
of the master equation for g = e/fost/? pe=iHost/h This follows from Equation (3.47), with the effect of internal
interactions on reservoir interaction being neglected [13]. A final note is that the assumption 72, = 0 is made
i.e, the average number of photons in the reservoir with which the pump mode exchanges photons is zero [13].
The equation for p can be written as

p=Ls+Lp+Lsp)p, (3.88)
with
Lo= %ﬁ(ZaT-a—aaT-—-aaT)+ g(ml)@a-af—fa-—-a*a), (3.89)
L,= %(Zb-bf—b*b-—-h*b), (3.90)
Lop= g[a”b—azbﬂ . (3.91)

Equation (3.88) consists of three different superoperators acting on g, one representing just the subhar-
monic terms, one just the pump terms, and one describing the interaction between the two modes. This is
similar to how in Equation (3.47) a transformation was made to isolate Hsr from Hg and Hpg, here the trans-
formation is made to isolate the interaction between the subharmonic and the pump:
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p(1) = e~ EstEn)t () elbstEpt, (3.92)
Lsp(t) = e EstEpL o ollstLplt) (3.93)

giving the master equation

- (3.94)

]

p=
The desired density matrix is the one for the subharmonic, which is found by tracing out the pump:
o(t)=Trylp(0)]. (3.95)

In a similar fashion to Section 2.1, Equation (3.94) is integrated once, then substituted back into itself, and
then the trace is taken to arrive at the following equation of motion for ¢

- t - -
0 =TrplLsp(1)p(0)] +f0 trplLsp(D) Ly (' p(e)]dt' . (3.96)

The first term can be removed by assuming the pump mode is (to approximation) in the vacuum state
(¢0]0Y) [13]. This means the ansatz can be introduced: p(t) = 6 (£)({0/0)).

Using the properties of superoperators, £ p(t) can be evaluated:

‘C_Sp(t) — ge*(ﬁﬁﬁp)t[(afz')(b.) _ (az') (bT) _ (dZ)T(bT)T + (aTZ_)T(b.)T]e(Lﬁﬁp)t

g - - L L (3.97)
= S 1S1OP10) = S0P+ S OP" (1) =S,
with
S = e Fl (@ )el!, (3.98)
St = e 5l (@ )elst, (3.99)
Prn) = e 0! (b)er!
= e Ui (p.). (3.100)
Pa(t) = e Fri(bf el
= PP (ph) + (e 0P/D! — /D) pt), (3.101)

Equations (3.100) and (3.101) are derived in Appendix A.3. Now all that is left is substituting these equations
into Equation (3.96) and evaluating terms. Many terms vanish due to the assumption that the pump mode is
in the vacuum state:

Esp(t)c_f(t’)(IOMOI)p =- (g) v’ [S2(£)(b) +Sg(t’)('b)](_f(t')(IO)(OI)p, (3.102)
where k), = %”.
This gives:
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Lop(0)L5p (13 (£)(10)(0]) = — (%)2 e (S0P (1) - S (0Pa(0) + ST P (1) - S (P )
(S (b + ST Cbla () (10)0N
== (%)2 P! [ IE (Db~ &P Sy (b1 — (€70 — NSy (1) (b
+ST e (b - e ST (b) - (e — &' S] ()]
[Strw!y + Sfen) s,

_ (8
=-(3)

— S (NS, (1) (b b) - (€47 D = ST (10 S, (1) (b
— P08, (08T, () (BT - b) — (e D — PTG, (08T, (1) (-bb')

[ 08 (0S5 (1) (bbT) = P IS, (08, (1) (b1

(3.103)

+ e 08T (08t (1) (bbT) - e“v“'”)S*z(t)S*z(t’)(-bz)] G (1(10)¢0D)

2 , . B ) i
=— (g) er(t —1) [Sl(t)SZ(t’)(bbT') _STz(f)Sz(t,)(bbT-)
=S 08" ) (bb") + 8T (S () (bbN ] 10) 0D,

~S (082 =St (1S, () (b - b)

_ (g)zex,,(t’n)
2
+ST (08 (t) (b - S, (1S () (b - b)
+S (08T () (-bbh) —S*z(t)S*z(t’)(-bz)]6(t’)(|0> N p.

Before tracing, there are two types of terms, those proportional to e »/2(=%) and those proportional to
erp/2+1) The second type seem divergent, however they vanish when the trace is taken. This is because in
the square brackets the first and last terms acting on the vacuum state lead to 0, while the second and third
term cancel each other out and so do the fourth and fifth terms.

The terms proportional to e~ ®»)(~ ) type can be evaluated by approximating the exponential as a delta
function : e~ ®p(=1) #6 (t - t')and taking the time integral in the adiabatic limit. Then writing the S terms
explicitly leads to the following equation of motion:

) 2
6=-(5) Le‘ﬁst[(a*z-)(az-)—(-a*zxaz-)—(az-)(-a*2+(-az)(.a*z) Lol
27 Kxp
2
- %e‘ﬁst[Z(az -y - (@a2a?) - a2 el s (3.104)
p

Now all that is left to be done is to invert some of the transformations made. The transformations corre-
sponding to Hg and L are inverted, however the transformation due to the driving term is left in so this does
. . . —iwoat o ionat .
not appear in the master equation. Writing o'(£) = e~/©04 @/ [Ls! 5 (p)e~Lst] i@ al | this Jeads to

T il T

o= —i[a)oaTa,U] + gﬁ(ZaJroa— aa o—oaaT) + g(fH 1)2aca' —a aa—aa*a)
gz
+ —[2(aZUaT2) — (aTzazo) — (anaz)] (3.105)
2yp ’
, 2
= —%[Ha,a] +)fﬁD[aJr](U) +y(n+1)Dlal(o) + g—D[az](U).

p
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This equation is very similar to Equation (3.35) however there is a D[a](o) which is not present in the
master equation for the quantum van der Pol oscillator commonly studied [3][4][7][14]. As noted in [15], this is
resolved by combining the negative linear damping and the normal linear damping into one physical process.

In the next chapter quantum van der Pol oscillators following Equation (3.35) will be coupled in a variety of
systems to study their synchronisation behaviour based on the coupling strengths and frequency differences.
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Quantum synchronisation

Now that the foundations have been laid for the description of oscillatory behaviour in quantum systems with
dissipation, the synchronisation in these systems will be investigated. This chapter will first return to the first
classical discrete model described in this paper, and discuss how this can be extended to include quantum
mechanical behaviour as done in [6]. Then the synchronisation of coupled quantum van der Pol oscillators
will be investigated, the results of which will be presented in Chapter 5.

4.1. Simple quantum synchronisation model

To extend the model of Equations (2.4)-(2.7) to the quantum case, the equations first have to be written in
terms of states and operators. Instead of writing 8, and ¢; seperately, the total state is written as |y;) = 16;) ®
|y where |6;) and |¢;) are vectors from the basis {|i )}?;01, with d the dimension of the model.

Two new operators are defined:

. (d-1 =
9=(Zi|i)<i|)®1], (p:ﬂ@(Zili)(il), 4.1)
i=1 i=1
allowing one to obtain the values 6; = (1//t|9|1//z> and ¢, = (y;|ply;) from the state.
The rotations can be described by the following operators:

Uqal0;) =10, +Q (mod d)), Uy,ld,) = ¢, +w (mod d)). 4.2)

Until now there have not been any significant differences between this model and the original model in
Equations (2.4)-(2.7). Suppose the following operator was introduced to perform the coupling, performing the
same action on the system as Equation (2.7):

A 0 @10, if|A]=<K,
GklO:) ® = 4.3
k100 @ 1¢:) {IQQ@I({M% otherwise, 4-3)

again taking A; such that Ay mod d is minimised.
Then one time step can be described by

lWie1) = (Ua ® U,) Grly ). (4.4)

This model works very well for systems described in the original model where 6; and ¢; have single values,
however in the quantum model, |6;) and |¢;) can be in a superposition. Suppose the transformation GK (with

K = 2) is performed on the state |0) ® (\L@IO) + \%Il)) such that |¢;) is in a superposition. Each part of the
superposition is transformed independently leading to the new state \/%IO) ®]0). This state is clearly non-
physical, as the total probability is no longer 1.

Here the difficulties of converting a classical model to a quantum model is again observed. This time the
problem lies in the operator Gk, which is not a reversible process, and so it is not a unitary transformation.
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This problem is similar to the problem discussed in Section 3.3, where the simple introduction of a damping
term led to an irreversible process.

Nevertheless Gy can be adjusted such that the transformation is reversible. This is done by introducing an
ancillary system with basis vectors {|0)} U {| i)}f:‘o1 and introducing the unitary operator VK. |0 is the state to
which the ancilla is reset after each iteration. The operator is defined as follows:

0,y ®10,y®0), ifA;=0,
Vl0) ®lp) ®10) =< 18,) @ [p)y ®10), if A=K, 4.5)
0,y ®10,)®|A;), otherwise.

By taking into account A; during the transformation, the operator is reversible even when performed onto
states that are in a superposition. After every time step the ancilla is reset to 0. It is this action that is the source
of dissipation, an important feature that allows synchronisation to occur. This action is peformed by replacing
the state |y;) by a density matrix p;, such that the ancilla can be traced out after every time step. The time
evolution is described by the following equations:

0¢1=Tr{pr10}, (4.6)
Gre1 =Tr{pra P}, 4.7)
A1 =Tr{o+10 - P}, (4.8)
where
Pr+1 :Tranc{[D(Pt® |(_)><O|unc[DT}; (4.9)
and
U=Oqe0,eNVk. (4.10)

This model is able to reproduce results similar to those presented in Figure 2.2, while allowing for super-
positions of states.

A slightly different model makes it possible to investigate the synchronisation of a single qubit. A qubit
refers to a quantum mechanical system with two levels, so in this model it refers to the system with d = 2.

4.1.1. Synchronisation of a single qubit

By adjusting the model to one in which a qubit is driving by a single oscillator, the conditions for phase locking
can be deduced. Now ¢, is restricted to taking on the values 0,1 while 6, can still take values up to d. The
rotation of the qubit is described by the following operator:

an (100 cos™  sinZZ) (|0)
R (|1)) (—Sin%I cos L J\I1))° (4.11)
This operator can be seen as a rotation of the qubit on the Bloch sphere by an angle 2% about the y axis.

The exponent 7 indicates how many times a rotation of 27” is applied to the qubit.
The coupling transformation has the form

100y @) @10}, if 10, — Ll > K,

0 , (4.12)
|0 ® R7|0) ® |1), otherwise,

Wkl6:) ® ) ®0) :{

which when the requirement is satisfied, will rotate the qubit based on the value of 8;. The time evolution is
described by

Pe+1=Tranc {@(Pt®|o><o|unc@f}» (4.13)
and
Q=(Ua®R”®D)Wk. (4.14)
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(@) Numerical simulation withQ =1, 0 =2, K=2. (b) Numerical simulation withQ =1, 0 =2, K =4.
Phase locking occur causing the qubit to oscillate Just as in (a), phase locking occurs with qubit os-
with frequency Q =1 with a period of % =40. cillating at the same frequency. However because

K is larger, phase locking occurs earlier allowing
the qubit to maintain a more pure state while os-

cillating.
10 10
08 0.8
06 06
= s
=2 =
0.4 0.4
02 02
0.0 0.0
0 20 40 60 80 100 120 0 20 a0 60 80 100
Time steps Time steps
(c) Numerical simulation with Q =5, w =2, K =5, (d) Numerical simulation with Q =5, w =2, K =
but between n = 40 and n = 80 the interaction is 3. Here the qubit evolves into a maximally mixed
turned off causing the qubit to return to its own state.

frequency.

Figure 4.1: Numerical simulations for the state of the qubit evaluated using Equation (4.14) for d = 40 and different parameters for Q,w
and k (see subcaptions). The y-axis shows (0|c|0) with o being the density matrix of the qubit. The qubit has initial state o = |0)(0].
Although the model is discrete, the points have been connected for clarity. Phase locking can be observed in figures (a)-(c) where after a
certain number of time steps, the qubit begins to oscillate with the frequency of the stimulus as opposed to its own frequeny.

An alternate description for how this model evolves can be found in [6]. The behaviour displayed by this
model can be investigated by looking at (0|o(|0) where o is the density matrix of the qubit. Figure 4.1 shows
some examples of the behaviour of this model.

In the case that there exists values of ¢ such that |Q¢| < K or |Qf— %I < K, phase locking will occur. In Figure
4.1a this occurs after approximately 100 time steps, causing the qubit to oscillate with the frequency of the
stimulus. In Figure 4.1b, slightly different behaviour is observed as K is increased allowing phase locking to
occur earlier and with the qubit in a more pure state. Figure 4.1c shows that when the interaction between the
stimulus and the qubit is turned off, the qubit will return to its own frequency. After turning the interaction
back on, the qubit phase locks with stimulus again.

In the case that the interaction only occurs for values ¢ such that0; =0, ‘%, behaviour as displayed in Figure
4.1d is observed where the qubit evolves into a maximally mixed state. Here the purity defined in Equation
(3.8) is % which is the minimal value. This is because for these two values of 8, the operator Wi essentially
measures the state of the qubit in the {|0), |1)} basis, causing the length of the qubit’s Bloch vector to decrease
and eventually causing the qubit to become maximally mixed.

In this section, the classical model described in Section 2.2 was further developed into a quantum model.
In the process, certain challenges were discussed concerning quantum behaviour, and how they could be
met. The behaviour of such a quantum model was then discussed in terms of attempting to synchronise a
qubit. In the next section, the synchronisation of quantum van der Pol oscillators will be investigated and the
possibilities of synchronising the systems of quantum van der Pol oscillators displayed in Figure 2.5.

4.2. Synchronisation of quantum van der Pol oscillators
A single quantum van der Pol oscillator follows Equation (3.35). Two quantum van der Pol oscillators can
be synchronised by coupling them to one another. This coupling can take two forms: reactive coupling and
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dissipative coupling. Reactive coupling occurs by introducing a H = V(a; a; + aJ{ ap) to the Hamiltonian , with
ay, a being the annihilation operators for the first and second oscillator respectively, as in Equation (3.32).
This type of coupling was studied in [3]. This thesis will focus on dissipative coupling which is implemented
by introducing a Lindbladian term D[a; — a2](p) [4].

4.2.1. Two coupled quantum van der Pol oscillators
Two dissipatively coupled quantum van der Pol oscillators with identical damping have the following master
equation:

2
p=—ilH,pl+VDla - al(p)+ Y. v, DIa21(p) +y; Dldr'1(p), (4.15)
k=1

where H = w; &I a) + w> El; az and V is the strength of the coupling. The density matrix p describes the state of

the total system including both oscillators. Note that in the Hamiltonian, 7 has been set to 1.
This thesis will not address the three coupled quantum van der Pol oscillators, the study of which can be
found in [5].

4.2.2. Four coupled quantum van der Pol oscillators

The master equations for four coupled quantum van der Pol oscillators with identical damping all have a sim-
ilar form to Equation (4.15) : the normal Hamiltonian term, the negative and non-linear damping terms for
each oscillator, and a coupling term proportional to V for each connection between two oscillators. As a result
they all take the form of

4 4 4
p=—ilH,pl+ Y y/Dlal(p) +yDla" 1+ VY., Y c;jiDla; - axlpl, (4.16)
k=1 j=lk=j+1
where H = w; a{ a1 +ws &; ar +ws3 ézg az+wy &1 s, and c; ;. determines whether there is a connection or not given

by

1 ifthereis a connection between oscillators j and k,
i= 4.17)

0 otherwise.

The second summation is only from j + 1 to 4 because for a single coupling between two oscillators to be
present there is no need to include both directions of the coupling. As an example, for the chain system the
master equation is

4
p=—ilH,pl+ Y. |y DI&)(p)+1Dldc1] +V (Dlaz - an)(p) + Dlds — az)(p) + Dldu = as)(p).  (4.18)
k=1

The values of c; i for each system is shown in Table 4.1:

Table 4.1: Table indicating where a coupling is present for each of the 4 coupled oscillator systems.

Tree | Chain | Loop | Tower | Spade [ All-to-all
iz | 1 1 1 1 1 1
as | 1 0 0 1 1 1
cla | 1 0 0 1 1 1
23 | O 1 1 1 1 1
C2.4 0 0 0 0 0 1
C3,4 0 1 1 0 1 1

For the classical van der Pol oscillator, the phase could be defined by finding the amplitude equation allow-
ing the phase difference between coupled oscillators to be determined. By determining for what parameters
the phase difference could be constant, the Arnold tongues were found. However, the phases of quantum van
der Pol oscillators are more difficult to compare, so determining when synchronisation occurs is more difficult.
Two measures of synchronisation will be studied.
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4.2.3. Synchronisation measures
The first measure that will be investigated is the complex-valued correlator [16][17]:

At A
@; Qj)y; ;o)

Cy, (1) = (4.19)

JRN JEN '
\/<ai ai)wi,j(l‘) <ajaj>Wi.j(t)

The angle of this correlator Cy, ; = |Cy; j |e!2¢ characterises the phase difference between two oscillators.
Phase locking will be strongest when |Cy; ;| — 1, indicating that the phase difference is well defined. The focus
of the results will be on this measurement.

The second measure relates to the von Neumann entropy defined by

S(p) = -Tr(plnp). (4.20)

For pure states, p = p?, and substituting this into the logarithm leads to

S(p) =-Tr(p lnpz) =-2Tr(plnp) =2S(p) (4.21)
= S(p) =0. (4.22)

Therefore the von Neumman entropy can quantify the departure of a system from a pure state.

It can be shown that in the quantum limit, a single quantum van der Pol oscillator has a steady state of
Os = %IO) O] + %Il)(ll [3]. This density matrix is diagonal, and it is also a very mixed state with a purity of only
0.56. When trying to synchronise a quantum van der Pol oscillator by coupling it to other oscillators, the steady
state for a single oscillator will deviate from this state and coherences (off-diagonal terms) will appear in the
density matrix for the state. The measure proposed in [18] quantifies the synchronisation of a steady state by
minimising the distance between this steady state and all possible limit-cycle states using the von Neumann
entropy. It is shown that this minimum value, which is the measure of synchronisation, is given by

Q= S(Pdiag) - S(p), (4.23)

where p is the steady state density matrix, and pgi,g is found by setting all the off-diagonals terms to zero.
This measure is not always valid, as it is a measure of coherence and coherence is not generally equivalent to
synchronisation. The steady state of a single undriven uncoupled quantum van der Pol oscillator is diagonal,
and subsequently the steady state of a system of uncoupled quantum van der Pol oscillators is also diagonal.
This means that the coupling will lead to the off-diagonal terms which can be used to measure the synchroni-
sation strength of quantum van der Pol oscillators.

With these two measures, the strength of synchronisation in different systems of coupled van der Pol oscil-
lators can be determined. The measure in Equation (4.19) will be applied more often, however Equation (4.23)
will also be investigated.
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Results

In this chapter, the strength of synchronisation will determined for two- and four- quantum van der Pol oscilla-
tor systems. For each system discussed in Section 4.2, the steady state density matrix will be determined using
the Qutip package in Python [19], for different coupling strengths and frequency differences. The measures in
equations (4.19) and (4.23) will then be used to determine the strength of synchronisation. The code used to
generate the figures can be found in [20].

5.1. Two coupled quantum van der Pol oscillators
Figure 5.1 shows the results for two coupled van der Pol oscillators, found by finding the steady state solutions
to Equation (4.15) for different parameters.
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Figure 5.1: Strength of synchronisation for a 2-oscillator system determined by (a) |C1//1,2 I,(b) S(Pgia g) — S(p). The dotted line represents
the classical Arnold tongue [Ap 1] < % Y1 =0.01,) =10,000. All the axes scale with yy.

Figure 5.1 shows that synchronisation behaviour for the quantum van der Pol oscillators is similar to the
classical case, although the synchronisation strength increases gradually rather than the system suddenly be-
ing synchronisable. There is a clear difference between the two measures of synchronisation, nevertheless they
both show similarities to the classical case. This suggests the classical Arnold tongue gives a good indication
of when synchronisation is likely to occur in the quantum regime.

5.2. Four coupled quantum van der Pol oscillators
The strength of synchronisation is found for each of the systems described by Equation (4.16) and Table 4.1.
Figure 5.2 displays the results for |Cy, , | for different values of V and Awy 1 = Aws1 = Awy,1.

Figure 5.2 suggests a general trend of classical Arnold tongues being good estimates for the expected values
of V and Aw,,; where the phase difference is well defined. Despite having the same classical Arnold tongue
as the tree system shown in Figure 5.2a, the tower system in Figure 5.2d exhibits a higher synchronisation
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Figure 5.2: Strength of sychronisation |Cy, , |, for different systems of 4 coupled quantum van der Pol oscillators. The coupling strength
V increases along the y-axis while the frequency differences Awy 1 = Aws 1 = Awy,1 increases along the x-axis. The dotted line indicates
the corresponding classical Arnold tongue determined in Section 2.6. y{ = 0.01, y| = 10000 so the system is being studied in the quantum
limit. All the axes scale with yy.
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strength. Each of these figures only displays the correlation strength between oscillators 1 and 2 however it
is interesting to see what the correlation strength is between other oscillators. These values have been deter-
mined for the chain system and are displayed in Figure 5.3. The results indicate that the strength of phase
locking between oscillators that are further removed from one another is weaker. This is expected as (for ex-
ample) the strength of phase locking between oscillators 1 and 3 depends on both the phase locking between
oscillators 1 and 2, and oscillators 2 and 3.

Investigating systems where Aw,; = Aw3,1 = Aws,1 may lead to some discrepancy between the classical
Arnold tongues and the synchronisation strength in the quantum systems, as there is no frequency difference
between oscillators beyond the first. For the chain system, the classical system shows synchronisation as long
as |[Awy,11 = 0.125V,|Aws 2| =0.125V and |Aws 3] < 0.125V. This indicates a system that more closely follow the
classical Arnold tongue would be one where each of these frequency differences are the same leading to Awy,;
being much larger. The results for a chain system where the frequency differences follow this trend are shown
in Figure 5.4.

There is an observable symmetry present in the system, as oscillators 1 and 2 show the same correlation
behaviour as oscillators 3 and 4, eventhough they are not identical. Furthermore, the correlation between
oscillators 1 and 4 is weaker as their frequency difference is higher. The Arnold tongues are now also visible for
the correlations between oscillators 2, 3 and 4.

The second measure of synchronisation, described by Equation (4.23) does not require any choices to be
made about which oscillators are being studied. Figure 5.5 displays the results of calculating the relative en-
tropy of synchronisation of the entire system. In general, this measure shows resemblance to the classical
Arnold tongue. The relative entropy, and hence the strength of synchronisation, increases if there is more cou-
pling present in a system. Compared to Figure 5.2, these result are actually closer to their classical counterpart,
and so may be a better indication of when synchronisation is expected to occur for quantum systems. This is
likely due to this measure accounting for the system as a whole, rather than measuring the correlation between
only the first two oscillators.

These results have shown for what parameters phase locking is expected. The evolution of the system into
a synchronised state is interesting to observe as well. Figure 5.6 shows the time evolution of |Cy, ;| and Ay ;
as it evolves into a phase locked state, for values V = 45y and Aw,,1 = Aw3z» = Aw, 3 = yy. Synchronisation
is expected to occur for these values. These figures show that the system progresses into a synchronised state
quickly. They show more explicitly the difference in correlation strength between different oscillators. The
correlation between oscillators 1 and 2 and the correlation between oscillators 3 and 4 tends to the same value.
The symmetry in the system is visible in both the strength of the synchronisation and the phase differences
between oscillators. Furthermore, the phase difference between oscillator 1 and 4 is can be determined to be
the sum of the phase differences A¢; 2, Ady 3, A3 4. The initial behaviour of A¢, 4 and A¢s 4 is interesting as it
increases very quickly and then decreases before following a similar trend to the other phase differences. This
could be due to the chosen initial states for each oscillator. The correlation strength also exhibits interesting
behaviour as it increases then decreases for each pair of oscillator before then tending toward the value at
steady state. Figure 5.6¢c mirrors this behaviour with the strength of synchronisation being highest at an earlier
time, however at steady state the synchronisation strength is lower.
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Figure 5.3: Strength of sychronisation |Cy; ;b between different oscillators within a system of four chain coupled quantum van der Pol
oscillators. The coupling strength V increases along the y-axis while the frequency differences Aw» 1 = Aw3 1 = Awy,] increases along
the x-axis. The dotted line indicates the corresponding classical Arnold tongue for the classical chain system |A; j| < 0.125V . y; =0.01,
Y| =10000. All the axes scale with yy.

35



504 Chain -Quantum Arnold tongue|Cy, .| 504 Chain -Quantum Arnold tongue |C,, .|

099 T 0499
088 088
077 40 077
— 066 — 066
5 5%
E 055 E 055
s 044 5 044
= 033 = 033
022 10 022
01l 011
000 0 0.00
-20 =10 o 10 10
Ay s -1 (orders of y) Dy -1 (orders of y)
(a) Oscillators 1 and 2. (b) Oscillators 1 and 3.
4 Chain -Quantum Arnold tongue |Cy, | 4 Chain -Quantum Arnold tengue [Cy, .|
50 099 5071 099
088 088
077 407 077
= 0.66 = L 0.66
5 5% A 4
E 0.55 E 1 1‘ 055
= 1= 1 1
= 044 2 20 L4 0.44
= 033 = ] 033
[ |
022 10 \,‘ l,' 022
011 i 011
0.00 0.00
-20 -10 0 10 -10 0 10
Ay +1 (orders of y) iy 41 (orders of )
(c) Oscillators 1 and 4. (d) Oscillators 2 and 3.
4 Chain -Quantum Arnold tongue [Cy, | 4 Chain -Quantum Arnold tengue [Cy, |
50 T T 099 50 7 099
088 088
077 077
= 066 = 066
5 5
.E 0.55 E 055
.IE'_. 044 .E. 044
= 033 = 033
022 022
011 011
0.00 000
10 -20  -10 0 10 20
bioyy <1 (orders of y) beay g -1 (orders of y)
(e) Oscillators 2 and 4. (f) Oscillators 3 and 4.

Figure 5.4: Strength of sychronisation |Cy, ;|, between different oscillators within a system of 4 chain coupled quantum van der Pol
oscillators, for different values of the coupling strength V, and the frequency difference between subsequent oscillators Aw; 2 = Awp 3 =
Aw3 4 increases along the x-axis. The dotted line indicates the corresponding classical Arnold tongue for the classical chain system [A; ;| <
0.25D. y; =0.01, y| = 10000. All the axes scale with y.
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Figure 5.5: Strength of synchronisation determined by the relative entropy in Equation (4.23) for different systems of 4 coupled quantum
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Conclusion

In this chapter, the important conclusions and results presented in the thesis will first be discussed. Subse-
quently, options for future research are considered.

6.1. Conclusions

This thesis has explored the behaviour of systems where synchronisation is possible. It has explored simple
models for classical synchronisation and how these can be extended to allow for quantum synchronisation,
focusing on systems containing four coupled quantum van der Pol oscillators. The six systems studied were the
tree, chain, loop, tower, spade, and all-to-all coupled systems. Before the quantum systems were investigated,
first the equivalent classical systems were explored analytically to determine for which coupling strengths and
frequency differences synchronisation is expected to occur.

These synchronisation regimes (Arnold tongues) showed a number of patterns when compared to their
equivalent two- and three- oscillator systems. The all-to-all Arnold tongue did not decrease significantly when
going from a three to a four oscillator system. The Arnold tongue for chain systems showed a pattern of a
geometric series. These are patterns which could be investigated for N-oscillators.

The classical Arnold tongues were shown to be good estimates for when synchronisation is expected to oc-
cur in the equivalent quantum system. For the chain system further analysis was done into how the strength of
synchronisation changed between oscillators beyond just the first two, and how the synchronisation behaviour
changed when the frequency difference was constant between each oscillator from 1 to 4. The synchronisation
strength weakened as the distance between two oscillators was increased. Having the frequency difference be-
tween oscillators (1,2), (2,3) and (3,4) be a constant value led to a quantum Arnold tongue that more closely
resembled the classical Arnold tongue. To determine the quantum Arnold tongues, two different synchronisa-
tion measures were used. The first measure was the complex-valued correlator between two oscillators which
has frequently been used previously. The second measure was the relative entropy of coherence. In the case of
quantum van der Pol oscillators this represented the relative entropy of synchronisation due the diagonal limit
cycle of the quantum van der Pol oscillator. The relative entropy was also found to be a good measure for when
synchronisation occurred. As opposed to the complex-valued correlator, the relative entropy of synchronisa-
tion takes into account the state of the system as a whole, as opposed to being a measure of synchronisation
between two oscillators. As such, this would be a better measure for systems of more than two oscillators.

In order to understand the synchronisation of quantum van der Pol oscillators, one must first understand
how damping can be incorporated into quantum systems, as the van der Pol oscillator involves negative and
non-linear damping. This thesis discusses the problems faced in the ad-hoc approach of including damping
via the equation of motion, and how damping can be successfully incorporated into the system by letting
the system interact with a reservoir which is subsequently traced out. An equation very close to the master
equation for the quantum van der Pol oscillator commonly studied [3][4][7][16] is reproduced, however this
equation still retains a linear damping term that is not present for the quantum van der Pol oscillator.

6.2. Future research

Further research could investigate the synchronisation behaviour in systems containing 5 quantum van der
Pol oscillators, of which there are 21 different arrangements. Due to how many different arrangements there
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are, such an analysis will be computationally intensive. Systems that are generalisable to N oscillators such
as the tree, chain, loop and all-to-all coupled systems would be a better goal as they are most comparable
to the same type of systems with more or fewer oscillators. A relationship between the number of oscillators
and the size of the Arnold tongue could then be determined, and subsequently compared to the quantum
regime. Furthermore, the effect of varying the coupling strength between oscillators would also be interesting
to investigate.

The relative entropy of coherence was appropriate as a measure of synchronisation for coupled quantum
van der Pol oscillators. Due to this measure incorporating the entire system rather than only the correlation
between two oscillators, this could be used for larger systems. It is important to remember that the measure
as it is presented in this thesis is only applicable to systems which when uncoupled or undriven, would have
diagonal limit cycles. Alternatively, the correlation coefficients between each oscillator could be averaged to
determine the strength of the synchronisation present in the system as a whole, however it is uncertain if this
would give a good measure.

A more in-depth investigation into the derivation of a master equation may allow one to obtain the master
equation for the quantum van der Pol oscillator without having to exclude the linear damping term. The as-
sumption in this derivation that the pump mode’s reservoir had a mean photon number of zero could be left
out, allowing an alternative master equation to be derived.
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Appendix

A.1. Amplitude equation
Equations (2.9), (2.12), (2.10) and (2.11) are first repeated below:

1 . .
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1
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Inserting equations (A.1) and (A.2) into equation (A.3) gives
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Then resolving for y and inserting into equation (A.4) leads to
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Inserting the equations for x into the r.h.s gives:
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Then performing the averaging by leaving out all the oscillating terms gives:
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which is the amplitude equation for the van der Pol oscillator as desired.
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A.2. Rotating wave approximation
We start with the following equation representing the coupling between the two oscillators.

PN n ~ At A At
Xy =——F——=——=(a1+a"1)ax+a'),
2\/m1m2w1w2
(A.10)
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When the transformation is made to the interaction picture, with Hy = fiw, oﬂ a, +hws &; a, (as will be done
in the derivation), the operators @; and a, transform to
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where the fact that operators acting solely on the first oscillator commute with operators acting solely on the

second oscillator is used (so terms including é; cancel out in the equation for a;.
These operators can be evaluated. Taking the derivative of Equation (A.11) leads to
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The commutation relations evaluates as follows:

oAt oA ] At A A A At

zwlalal,al =1lw alalal alalal

=iw (-a1), (A.14)

where the commutation relation in Equation (3.20) is used.
Substituting this into Equation (A.13) leads to

d i ata ats
Eal,lm =1l (—jwy @) e MM = —iwy a1 (D). (A.15)
This differential equation has the following solution:
an () = aye ", (A.16)
ag,1(1) = age™ ", (A.17)

where the solution for d, ; can be derived in the same way. The creation operators &ZT
gates of these.

Substituting this into Equation (3.31) leads to

are the complex conju-

P (al ape”11@1r02) 4 gl gy emitortd) o g, gl gitlwn—w2) 4 gt age"“wﬁwz)) . (A18)
2,/ 30103
Now the rotating wave approximation can be made. The first and fourth terms in Equation (A.18) both have
a summation of the frequencies of the two oscillators, meaning that these terms are fast oscillating. The ro-
tating wave approximation neglects the fast oscillating terms, therefore only the second and third term (which
are assumed to be slowly oscillating as the two frequencies are subtracted from one another) are left in our
Hamiltonian.
This means that after making the rotating wave approximation, the coupling can be written as
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C-(afae it en) 1 ayafeirer=e), (A.19)
with C a constant. Transforming this back to the Schrédinger picture leads to the following term in the Hamil-

tonian

C-(a]ap + a1 a}). (A.20)

A.3. Superoperators in interaction picture
A new superoperator S’ can be defined by

S' = e tSeL (A.21)

where L is the superoperator defining the transformation into the interaction picture(or another picture). This
new superoperator obeys the equation of motion

ds'
dr

This equation can be solved to find the superoperator in the interaction picture.
IfS=(b),L="2@2b-b'~b'b-~b'b) then,

=15, L] (A.22)

. !
ab) [(b)’ Yp (Z(b by — (b hy - (bt b)’)] (A.23)
dt
= [Z(bb- bhY — bbb = b- b ) - (Z(bb- by — bbb - - bTb)’)] (A.24)
=—” (1b,b'1b = Y”( b (A.25)

Using the initial value, (b-)’(¢ = 0) = (b-), this equation can be solved giving
(b) = e Lbrel = e T (b (A.26)
This gives Equation (3.100). Equation (3.101) is slightly more difficult:

\RY
d(b—) [(b*), (2(b phy - (bTb-)’—(-bTb)’)] (A27)

- 7 [2(b*b- bhy — bbby — bt bTh) - (2(101;T N = wTppty - b b*b)’)] (A.28)
- YZ—” [-2(-b*)’+ (bT.)’] (A.29)

Taking the conjugate of Equation (A.26), evaluates the first term, leading to the following first order differ-
ential equation

dw™y vp
dt

Using the initial value (bt (r = 0) = (b1, this is solvable with standard methods, leading to Equation
(3.101):

bty = —e~Fph (A.30)

b1 = e Lt elt = e F I bt ) + (e‘%"f - e%’”) @) (A.31)
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