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Abstract

Mechanical tracking systems offer potential advantages over optical and electromagnetic alternatives
for surgical navigation, including freedom from line-of-sight constraints, immunity to metallic interfer-
ence, and high-frequency position feedback. However, passive mechanical tracker arms lack the joint-
locking capability required for traditional laser tracker calibration, and existing artefact-based methods
fail to provide the complete six-degree-of-freedom constraints necessary for accurate kinematic pa-
rameter identification. This thesis presents a novel artefact-based calibration methodology specifically
designed for passive mechanical tracking arms used in surgical navigation applications. The method-
ology employs a laser-certified steel calibration artefact featuring 15 asymmetric pillars that provide
complete 6-DoF constraint through single contact points. Unlike traditional sphere-based methods
that only constrain position, the asymmetric plug design mechanically prevents rotation, enabling si-
multaneous identification of all kinematic parameters without sequential joint locking. The artefact was
precision-machined and certified using a Leica AT960 laser tracker to ±0.001 mm uncertainty, providing
metrological traceability one order of magnitude better than the target accuracy. Applied to a custom-
built six-degree-of-freedom Surgical Tracker Arm (SUTA), the calibration methodology achieved 1.01
mm RMS accuracy across 525 independent validation measurements, representing an 81.5% improve-
ment from the 5.45 mm RMS baseline configuration. Dataset optimization analysis revealed that six
measurement positions achieve near-optimal accuracy (1.09 mm RMS) while maintaining calibration
efficiency, with marginal improvements beyond this point. The research identified mechanical interface
compliance as the dominant error source, with clearance in the end-effector-pillar interface contributing
approximately 0.5 mm to the total error. While the achieved accuracy does not yet match the 0.3-0.5
mm performance of state-of-the-art optical systems, the methodology successfully demonstrates that
passive mechanical trackers can be calibrated to millimeter-level precision with a calibration artefact.
The approach establishes a practical framework for calibrating passive tracking systems and identifies
clear paths toward sub-millimeter accuracy through targeted hardware improvements, particularly in
interface design and consistent seating mechanisms.
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1
Introduction

Image-guided surgical navigation has become an indispensable technology in modern surgical inter-
ventions. It enables the precise intraoperative localization of surgical instruments relative to imaging
data and virtual surgical planning acquired prior to the operation. Robust tracking systems are essen-
tial for this technology, continuously monitoring patient and instrument pose throughout the surgical
procedure. Modern surgical applications, particularly craniomaxillofacial (CMF) procedures, where tar-
get structures are frequently located within 1 mm of critical nerves and blood vessels, demand sub-
millimeter accuracy for safe and effective surgical outcomes [1][2].

The most widely adopted navigation system is optical tracking, which tracks both instrument and patient
using infrared cameras and reflective markers, representing the majority of the 1.2 billion US dollar
surgical navigation market in 2022 [3]. The Brainlab Surgical Navigation System exemplifies optical
tracking technology, shown in Figure 1.1. This setup illustrates the typical configuration required for
optical tracking systems in surgical environments [4]. Despite the wide adoption of these technologies,
current navigation systems suffer from significant limitations that create a substantial gap between the
required precision and the achievable performance. Optical systems depend on continuous line-of-
sight and provide limited update frequencies of 60-120 Hz with 5-7 ms latencies [5]. Electromagnetic
tracking offers an alternative, overcoming line-of-sight constraints, but introduces systematic errors by
metallic interference and thermal drift, while update rates are limited to 40 Hz [6][7]. These fundamental
limitations prevent current surgical navigation technologies from meeting the precision and reliability
requirements of demanding CMF procedures.

Figure 1.1: Brainlab optical tracking system: infrared cameras (1) track reflective markers on patient (2) and instruments (3),
with positions registered to pre-operative imaging (5) on a portable monitor (4). Adapted from Schreurs et al. [4]
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Mechanical tracking arms could address these core limitations by providing direct kinematic feedback
through encoder measurements. Industrial articulated coordinate measuring machines (CMM) such as
the Faro Quantum can achieve micrometer tracking accuracy across workspaces larger than the typical
surgical workfield, with 600 Hz feedback and deterministic error characteristics [8]. Unlike optical sys-
tems, thesemechanical trackers eliminate line-of-sight and electromagnetic interference dependencies,
while providing predictable errors that can be systematically modeled and corrected. These character-
istics make mechanical tracking particularly advantageous for surgical navigation applications where
the operating field is often cluttered with personnel and equipment that obstruct optical line-of-sight, and
where consistent high-frequency feedback enables smoother instrument guidance. Furthermore, the
deterministic error characteristics and high update rates of mechanical systems provide the stable, pre-
dictable feedback necessary for potential future integration with surgical robotic systems, where control
loop stability depends on consistent, high-frequency position updates. For surgical applications, track-
ing systems must monitor both the position and orientation of patient anatomy, as patient movement
during procedures can alter the spatial relationship between preoperative imaging and actual anatomy
[9]. Position and orientation tracking requires a robot arm that can measure six degrees of freedom (6-
DoF) at it’s end-effector. To achieve the highest possible accuracy, these arms require comprehensive
calibration of all kinematic parameters.

Current active robot calibration relies on sequential parameter identification, where individual joints are
actuated and locked to isolate specific kinematic parameters [10]. For active robotic systems, laser
trackers represent the gold standard for this approach, providing highly accurate reference measure-
ments during controlled joint movements [11]. Passive tracking arms however, are not equipped with
motorized joints, removing the possibility for joint locking and controlled actuation. This constraint trans-
forms traditional sequential calibration into a simultaneous parameter estimation challenge, where all
kinematic parameters (link lengths, joint offsets and joint axis orientations) must be identified simul-
taneously without the ability to isolate individual parameters. Passive mechanical systems typically
rely on calibration artefacts such as gauge blocks and ball bars that provide sufficient constraints for
position-only tracking, but these methods cannot constrain the rotational parameters required for full
6-DoF tracking [12][13][14]. The custom-built Surgical Tracker Arm (SUTA), shown in Figure 1.2, was
developed through collaboration with a Bachelor End Project team at TU Delft specifically for CMF sur-
gical applications. As this passive mechanical system tracks both position and orientation (6-DoF) of
the attached body, it requires a more comprehensive calibration approach than traditional position-only
tracking systems.

Figure 1.2: Custom-built mechanical Surgical Tracking Arm (SUTA) used as the platform for developing and validating the
artefact-based calibration methodology. The 6-DoF passive kinematic chain enables comprehensive workspace coverage

while maintaining low break-away forces for patient safety.
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1.1. Research Objective
The objective of this thesis is to develop a calibration methodology specifically designed for passive
mechanical tracking arms that require full 6-DoF accuracy while maintaining traceability to industrial
standards.

1.2. Research Questions
To investigate whether this calibration approach can achieve the high accuracy needed for mechanical
tracking in surgical navigation, the following research question is described:

How can a passive mechanical tracking arm be calibrated to achieve clinically acceptable
accuracy using artefact-based methods?

This main question is addressed through three sub-questions:

RQ1: What artefact geometry enables efficient and fully constrained 6-DoF calibration of a passive
tracker arm?

RQ2: What influence does calibration dataset size have on final tracking accuracy, and how can optimal
data collection be determined?

RQ3: What is clinically acceptable accuracy and how can the calibrated system be validated against
both industrial and surgical standards?

1.3. Contributions
This thesis makes four primary contributions toward enabling passive mechanical tracking for surgical
navigation:

1. 6-DoFArtefact-BasedCalibrationMethodology: Implementation of a laser-certified pillar-based
calibration approach with asymmetric constraint geometry that, unlike traditional sphere-based
methods, provides complete 6-DoF constraint through single contact points while maintaining
metrological traceability.

2. Systematic Dataset Optimization Framework: Quantitative analysis shows how calibration is
efficient for small dataset sizes while identifying trade-offs between efficiency and robustness.
Optimal dataset configurations achieve accuracy comparable to larger data collection with signif-
icantly reduced measurement time.

3. Hardware Enhancement of Surgical Tracker Arm (SUTA): Refinement of the Bachelor End
Project prototype through electrical grounding solutions and design of a specialized end-effector
that enables 6-DoF calibration through asymmetric constraint interfaces.

4. Validated Performance Achievement: Demonstration that systematic calibration methodology
achieves 1.01 mmRMS accuracy, transforming a manually configured tracker with 5.45 mmRMS
into a precision tracking instrument with millimeter-grade accuracy.

1.4. Thesis Outline
This thesis is structured as follows:

• Chapter 2 introduces the theoretical foundations of mechanical tracker calibration, including kine-
matic modeling frameworks, calibration optimization theory, and relevant ISO standards.

• Chapter 3 presents the calibration methodology, including the custom tracker arm design, refer-
ence artefact development, experimental setup, and validation protocols.

• Chapter 4 reports experimental results, including calibration accuracy, dataset size effects, and
independent validation against industrial standards.

• Chapter 5 discusses the findings, answers the research questions, analyzes limitations, and
identifies opportunities for future development.



2
Related Work

This chapter establishes the theoretical foundation for mechanical tracker calibration. Section 2.1
presents the Modified Denavit-Hartenberg (MDH) kinematic framework used to model the tracker’s joint
transformations. Section 2.2 covers calibration optimization theory, including least squares formulation
and robust loss functions for handling measurement outliers. Section 2.3 introduces ISO standards for
systematic performance evaluation of articulated measurement systems. Section 2.4 analyzes existing
calibration methods, evaluates their fundamental limitations for passive tracker systems, and identifies
the critical gap in achieving complete 6-DoF constraint without specialized infrastructure.

2.1. Kinematic modeling
Mechanical tracking systems require precise kinematicmodels to transform joint angles into end-effector
poses through forward kinematics. The accuracy of this transformation determines overall system per-
formance, making kinematic modeling the foundation for achieving high accuracy.

2.1.1. Modified Denavit-Hartenberg Method
The MDH convention [15] provides systematic representation of kinematic chains through four parame-
ters per joint: link length (ai), link offset (di), joint angle (θi), and twist angle (αi). The MDH convention
locates coordinate frames at joint axes rather than link ends, improving numerical stability for calibration
applications while maintaining computational efficiency for real-time robotic systems. The parameters
used in this method will be referred to as DH parameters.

Figure 2.1 illustrates the DH parameters for a standard three-joint kinematic chain. At Joint 1, the z1
axis is aligned with the joint’s rotation axis. Moving to Joint 2, the parameters a2, d2, θ2, and α2 fully
describe the spatial relationship between Joint 1 and Joint 2:

• a2 (link length): distance from z1 to z2 measured along x2,
• d2 (link offset): displacement along z1 to reach the intersection with x2,
• θ2 (joint angle): rotation about z1 that aligns x1 with x2,
• α2 (twist angle): rotation about x2 that aligns z1 with z2.

Similarly, the parameter a3 defines the link length between Joint 2 and Joint 3, measured along x3.
Together, these parameters describe the geometry of the chain as shown in the figure.

The homogeneous transformation matrix for joint i follows the MDH convention:

Ti =


cos(θi) − sin(θi) cos(αi) sin(θi) sin(αi) ai cos(θi)
sin(θi) cos(θi) cos(αi) − cos(θi) sin(αi) ai sin(θi)

0 sin(αi) cos(αi) di
0 0 0 1

 (2.1)

4
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This parametrization enables systematic representation of kinematic chains and is computationally ef-
ficient for real-time robotic applications.

2.1.2. Forward Kinematics
Forward kinematics computes end-effector pose from joint angles through sequential transformation
multiplication. For a 6-DoF kinematic chain, the end-effector transformation becomes:

Tend = T1 ·T2 ·T3 ·T4 ·T5 ·T6 (2.2)

Position and orientation are then extracted from the final transformation matrix:

p = Tend[0:3, 3], θend = atan2(Tend[1, 0],Tend[0, 0]) (2.3)

Figure 2.1: Modified Denavit-Hartenberg (MDH) parameter geometry for a three-joint kinematic chain. The four DH
parameters are illustrated: a2 and a3 (link lengths), d2 (joint offset), θ2 (joint angle), and α2 (twist angle). Coordinate frames

follow the standard x-red, y-green, z-blue convention.

2.2. Calibration Optimization
Kinematic calibration requires solving a non-linear optimization problem to identify DH parameters from
measurement data. This section presents the mathematical framework for parameter estimation.

2.2.1. Least Squares Optimization
The calibration objective minimizes the error between measured and reference distances:

min
∑
i,j

∥f(qi,qj ,p)− dGT
ij ∥2 (2.4)

where qi and qj represent joint configurations at positions i and j, p contains DH parameters, and dGT
ij

are reference pairwise Euclidean distances.

The function f(qi,qj ,p) computes the Euclidean distance between end-effector positions:

f(qi,qj ,p) = ∥x(qi,p)− x(qj ,p)∥2 (2.5)

where x(q,p) ∈ R3 denotes the end-effector position computed via forward kinematics.
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This distance-based formulation is independent from global coordinate frame registration between the
measurement system and robot, and remains invariant to rigid body transformations. Multiple pairwise
distance measurements are sufficient because they create an overdetermined system of equations,
enabling robust least-squares solution of the DH parameters [16].

2.2.2. Robust Loss Function
Contact-based measurements may introduce outliers due to the mechanical and human influence on
the measurements. The Huber loss function [17] provides robustness:

ρ(r) =

{
1
2r

2 for |r| ≤ δ

δ|r| − 1
2δ

2 for |r| > δ
(2.6)

Standard least-squares optimization applies quadratic penalties to all residuals, making the solution
sensitive to outlier measurements. A Huber loss function maintains quadratic behavior for residuals
within a certain threshold δ to preserve statistical efficiency. Beyond this threshold it transitions to
linear growth for larger residuals. This bounds the influence of potential outliers without explicit identifi-
cation. The threshold parameter δ determines the transition point between quadratic and linear regimes,
typically set based on the expected measurement noise level.

Figure 2.2: Huber loss function behavior for different values of threshold parameter δ, showing the transition from quadratic to
linear loss regions.

2.3. Standards
This research adopts ISO 10360-12:2016 as an evaluation framework for the mechanical tracking sys-
tem [18]. This standard, specifically designed for articulated arm coordinate measuring machines, pro-
vides systematic test protocols for multi-joint serial kinematic chains with encoder-based sensing. While
the ISO standard specifies Maximum Permissible Error (MPE) as its primary metric, surgical navigation
systems predominantly report Root Mean Square (RMS) error [19]. RMS provides a statistical measure
that captures both magnitude and variability of errors, making it the established metric for comparing
tracking system performance in surgical literature. Therefore, this research reports RMS error to main-
tain compatibility with surgical navigation literature while applying ISO 10360-12 test methodologies for
systematic evaluation.
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The ISO 10360-12 framework defines three primary tests for articulated arm evaluation. The length
measurement error test evaluates dimensional accuracy using calibrated reference lengths across
the workspace. Single-point repeatability assesses the system’s ability to return to the same posi-
tion through repeated measurements. Volumetric accuracy testing quantifies how joint configuration
changes affect measurement accuracy by approaching the same point from different arm articulations.
These tests characterize both local repeatability and global accuracy throughout the measurement vol-
ume. Additionally, ISO 9283 provides the standardized repeatability assessment protocol, requiring 30
consecutive measurements at a single position to statistically characterize short-term measurement
variability [20]. This dual-standard approach enables both static repeatability characterization and
dynamic workspace evaluation, essential for surgical tracking systems that must maintain accuracy
throughout continuous movement.

To evaluate the performance of the SUTA system, a comparison will be made with the most widely
adopted CMF surgical navigation systems, as well as an industrial reference. Table 2.1 presents the
laboratory performance of these systems. Optical tracking systems are widely adopted in CMF surgery
for their sub-millimeter accuracy and reliability [21]. Electromagnetic tracking achieves comparable
laboratory accuracy but sees limited CMF adoption due tometallic instrument interference [6, 19]. YOMI
represents the first FDA-cleared mechanical tracking system for dental surgery, demonstrating the
clinical viability of mechanical approaches [22], however, there is little reporting information available
for this system.

Table 2.1: Laboratory performance specifications of tracking technologies.

System Technology Accuracy Metric
Surgical Navigation Systems
Brainlab Curve/Kick Optical 0.3 mm RMSa

NDI Aurora Electromagnetic 0.48 mm RMS
YOMI Mechanical <1.00 mm 95% CI
Industrial Reference
FARO Quantum Max S Mechanical 0.024 mm MPE

These accuracies are measured under controlled laboratory conditions with minimal environmental in-
terference. In CMF surgery, performance accuracy degrades by a factor of approximately 1.5-3 times
the laboratory values, with clinical accuracies ranging from 1.0-2.0 mm [23][24][25]. This degradation
occurs due to multiple factors including increased distance between tracking cameras and the surgical
field, environmental electromagnetic interference, patient movement, registration errors, and the pres-
ence of surgical instruments and staff that can obstruct line-of-sight in optical systems [26][27]. The
optical and electromagnetic systems are widely used in clinical applications, which offers a benchmark
for ”clinically acceptable accuracy” in the range of 0.3-0.5 mm RMS for this research.

2.4. Calibration Artefact Design
Achieving surgical-grade accuracy through mechanical tracking requires precise calibration methods.
This section analyzes existing calibration approaches and their fundamental limitations for passive
tracker systems and identifying the gap that needs to be addressed for this research. The SUTA system
is custom-built and its kinematics contain the following requirements for calibration.

2.4.1. Fundamental Calibration Requirements
The analysis of passive tracker calibration requirements reveals five essential criteria:

1. Complete 6-DoF constraint: Each measurement must constrain all six degrees of freedom to
enable simultaneous parameter optimization

2. Geometric determinism: Contact geometry must provide unique, unambiguous positioning with
single configuration

3. Compact workspace: Artefact must fit within surgical workspace constraints while providing
geometric diversity



2.4. Calibration Artefact Design 8

4. Metrological traceability: Reference coordinates must have precision at least one order of mag-
nitude better than target accuracy

5. Clinical accessibility: Method must be portable and enable routine verification without special-
ized equipment or trained operators

2.4.2. Laser Tracker Calibration
Laser tracker systems represent the gold standard for kinematic calibration, providing sub-millimeter
accuracy across large workspaces. However, their application to passive tracker arms faces a funda-
mental barrier. Laser tracker calibration of robotic systems uses sequential parameter identification
where joints are actuated to specific positions and then locked. One joint remains free to rotate, while
the other joints are locked, this isolates the moveable joint’s kinematic parameters. By progressively
progressing through the chain with each joint, the kinematic model can be accurately identified [28].
Passive tracker arms that are not motorized, do not allow for the joints to be locked so all kinematic
parameters must be identified simultaneously from the measurement data. This transforms the single
parameter problem into a complex multi-parameter calibration challenge, making laser-tracking incom-
patible for the SUTA system.

2.4.3. Calibration Artefacts
While laser trackers cannot be used directly for passive arms, various calibration artefacts have been
developed to provide reference constraints for CMM’s. These artefacts are described and compared
in the following paragraphs.

Linear Artefacts
Ball-bar calibration systems consist of bars with precise lengths and spheres at each end that have
known distances between measurement points. During calibration, the ball-bar is positioned between
pairs of points inside the robot workspace, creating a network of distance constraints that can be used to
identify kinematic parameters through optimization [14][16]. Gauge blocks similarly provide calibrated
linear references that serve as a dimensional standard for length measurements in the workspace.
While these linear measurement methods are well-established in metrology, they only provide distance
constraints between points, failing to address the rotational parameters required for complete 6-DoF
constraint.

Sphere-Based Artefacts
ISO 10360-2 sphere plates consist of precision-machined spheres mounted on stable granite or steel
bases in calibrated patterns. The tracker end-effector contacts these spheres at various points to inter-
polate their centers which serve as the reference positions [29]. The spherical geometry allows contact
from any approach angle, making the system versatile for different tracker configurations. However,
sphere-based systems constrain only the three translational degrees of freedom at each contact, pro-
viding no direct orientation information. Additionally, the ambiguity of spherical contacts, where multiple
contact points can satisfy the same constraint, fails the geometric determinism requirement.

Lattice Artefact
Zhao et al. developed a calibration artefact that uses precision-machined conical sockets arranged
on three perpendicular planes within a compact volume. The artefact features multiple measurement
points with each socket position certified to 9 μm uncertainty using laser tracker calibration [30]. The de-
sign enabled fast data collection (20 min rather than 2 hours with gauge block) through the high density
of reference positions. However, this approach still relies on point-based contact features that provide
primarily positional constraints, requiring additional procedures or indirect methods to determine the
three rotational parameters necessary for complete 6-DoF calibration.
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2.4.4. Comparison of Artefact Methods
Table 2.2 evaluates existing artefact-based calibration methods against the requirements from the be-
ginning of the section. While each method offers certain advantages, none fully satisfy all criteria
necessary for passive tracker calibration in clinical environments.

Table 2.2: Evaluation of calibration methods against passive tracker requirements. Checkmarks ✓indicate the requirement is
satisfied, crosses × indicate it is not met.

Method 6-DoF Geometric Compact Metrological Clinical
Constraint Determinism Workspace Traceability Accessibility

Ball-bar/Gauge × ✓ ✓ ✓ ✓
Sphere Plates × × × ✓ ✓
Lattice (Zhao) × ✓ ✓ ✓ ✓

The analysis reveals a critical gap in existing calibration methodologies. Laser trackers provide com-
plete 6-DoF constraint but require specialized infrastructure incompatible with routine clinical use. Artefact-
based methods fail to constrain all rotational parameters necessary for the SUTA system. This funda-
mental limitation represents the primary challenge for passive tracker calibration.



3
Methodology

3.1. System Overview
This chapter presents the calibration methodology developed to achieve high-precision calibration of
passive tracker arms without relying on laser tracker equipment; the inability to use joint-locking for
calibration due to their lack of motor-controlled joints. It also overcomes the problems with traditional
calibration artefacts; the insufficient constraining kinematic degrees of freedom. This chapter presents
the calibration methodology developed that aims to achieve the highest possible accuracy for the SUTA
system. The methodology integrates five components described in the following sections:

• The custom 6-DoF TU Delft mechanical tracker arm (Section 3.2.1) - the device requiring
calibration, its specifications and uncalibrated kinematic model

• Laser-certified steel calibration artefact (Section 3.2.2) - the steel traceablemetrological ground
truth reference artefact, its design, manufacturing and certification process

• System integration and coordinate frames (Section 3.2.3) - mounting specifications, coordi-
nate conventions and software implementation

• Experimental procedures (Section 3.3) - data acquisition protocols, calibration algorithms and
independent validation procedures

• Data processing and analysis (Section 3.4) - performance metrics, dataset optimization analy-
sis and repeatability tests

3.2. Experimental Setup
3.2.1. Surgical Tracker Arm (SUTA)
The SUTA system used in this research was initially developed as a prototype by a Bachelor End Project
team from TU Delft’s Mechanical Engineering department. The team designed a mechanical tracking
arm to overcome line-of-sight limitations of optical systems while providing high-frequency feedback for
surgical navigation applications. While the mechanical structure provided a functional foundation, the
system exhibited position errors with a mean of 28 mm due to incorrect kinematic model configuration,
making it unsuitable for precision measurement. This research contribution included the following en-
hancements: (1) reconfiguration of the kinematic model through approximation using a physical ground
truth, reducing errors to approximately 5 mm, which is set as the baseline for the performance in this
research; (2) development of a specialized end-effector with asymmetric interface geometry to enable
6-DoF constraint with the calibration artefact, shown in Figure 3.2; and (3) implementation of electrical
grounding throughout all six links to prevent static discharge damage to the encoder transceivers. (4)
disregarding measurement cache was necessary to obtain the real-time measurement data. Initially,
the first 10 measurement were old cached encoder measurements, making the data acquisition a bad
measurement representation. These hardware enhancements, detailed in Appendix B, were essential
actions enabling the calibration methodology of this thesis.

10
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The refined SUTA system, shown in Figure 3.1, consists of a 6-DoF passive kinematic chain designed
for navigation in CMF surgery. Its workspace, a hemisphere with 100 mm radius, accommodates the
motion range required for skull navigation while maintaining low break-away forces for patient safety.
The system employs carbon fiber reinforced polymer (CFRP) links in an alternating Pitch-Roll (P-R-P-
R-P-R) joint configuration, with spring-loaded gravity compensation and counterweights to minimize
operational forces. Table 3.1 summarizes the key specifications of the system.

The SUTA employs high-resolution absolute encoders providing 22-bit angular resolution, enabling
joint angle measurement with ±0.00004° precision. Data acquisition operates at 768 Hz with 2-second
measurement averaging to reduce noise while maintaining operational efficiency. This averaging dura-
tion balances measurement stability against practical time constraints during the calibration procedure.
Complete tracker arm design details, including the Bachelor End Project foundation, electrical ground-
ing implementation, and end-effector development process, are documented in Appendix B.

Table 3.1: Key specifications of the Surgical Tracker Arm (SUTA) showing design parameters for 6-DoF passive patient
tracking.

Parameter Value
Degrees of Freedom 6
Link Material CFRP
Encoder Type 22-bit ACURO AD35 Absolute
Data Acquisition Frequency 768 Hz
Workspace Radius 100 mm
Measurement Averaging 2 seconds

The kinematic model follows the MDH convention for systematic representation of the joint transfor-
mations. Table 3.2 presents the initial DH parameters before optimization. These initial parameters,
derived from the mechanical design, require calibration optimization to account for manufacturing tol-
erances and assembly deviations that are present in the custom-built system. Furthermore, the joint
encoders need to be calibrated to represent the their true angles, as they are assembled at uncontrolled
initial rotations. Thus, the parameters optimized in this research are the link lengths di, ai and joint an-
gle offsets δθi. At the end of the chain is the Tool Center Point, which indicates the measured point at
the end-effector. d7 indicates the length of the end-effector, which is also included in the calibration.

Table 3.2: Modified Denavit–Hartenberg parameters used in the implementation. Base at z=0 with d1 = 0.0458. Longitudinal
link lengths are placed in di; ai=0 for all rows. Twist angles αi in radians; encoder offsets δθi in degrees. The Tool Center

Point (TCP, row 7) is a fixed translation that rotates with θ6. The parameters included in the calibration are highlighted in bold.

Joint θi (rad) di (m) ai (m) αi (rad) δθi (deg)
1 θ1 0.047 0 π/2 -1.6
2 θ2 0 0 π/2 20.7
3 θ3 0.571 0 −π/2 201.3
4 θ4 0 0 π/2 117.1
5 θ5 0.371 0 π/2 88.7
6 θ6 0 0 π/2 -11.6
7 - (TCP) 0.253 0 0 -
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Figure 3.1: Surgical Tracker Arm (SUTA) with P-R-P-R-P-R joint configuration showing alternating pitch (P) and roll (R) joints
connected by CFRP links, mounted on precision optical table for calibration experiments. The specialized end-effector

developed for this research enables asymmetric coupling with calibration artefact pillars.

3.2.2. Artefact
The calibration artefact is a steel object that serves as the ground truth reference for all calibration and
validation procedures in this research. Unlike traditional artefact calibration tools from related works
that only constrain position, this design enables 6-DoF constraints through single orientation landmark
and end-effector interface. Figure 3.2 illustrates this feature, it enables simultaneous position and
orientation calibration for the SUTA kinematic configuration. The figure shows the end-effector socket
in purple and the artefact pillar geometry in blue.

Geometric Design
The artefact employs an asymmetric pillar design to provide complete 6-DoF constraint at each mea-
surement point. Unlike spherical or conical contacts that allow rotation about the contact normal, each
pillar features a cylindrical base with an asymmetric plug that mechanically prevents rotation, ensuring
unique positioning and orientation. This geometric constraint is essential for passive tracker calibration
where all kinematic parameters must be identified simultaneously, without the ability to isolate individual
joints, the optimization requires unambiguous pose constraints at each measurement.

The artefact consists of 15 pillars distributed across three height levels: short (S) 20 mm, medium (M)
40 mm, and tall (T) 60 mm, within a 180×180×60 mm workspace. This workspace corresponds closely
to the hemispherical workspace defined in Section 3.2.1, moreover, it maximizes the milling machine
workspace, offering the largest sampling volume (aiming for 100mm radius) within the internal structure.
The choice of 15 landmarks balances multiple practical constraints. With 13 kinematic parameters re-
quiring identification, a minimum of 13 independent constraints is mathematically necessary. However,
this bare minimum provides no robustness against measurement noise or outliers. The 15 landmarks
generate 105 pairwise distance constraints per position, providing an overdetermination. This level
of redundancy ensures robust least-squares optimization while remaining practical for manual data
collection. Moreover, this layout leaves a margin for preventing collision of the SUTA body with the
artefact. If a small pillar would be too close to a tall pillar, the final link before the end-effector could
collide with the tall pillar, possibly damaging the SUTA or artefact structure. The height differences
aim to simulate part of the hemispherical surface, while accounting for the production limitations of the
milling machine, further described in the next paragraph. The O pillar serves as the homing position
for each calibration and is designed to be the median height of all pillars. The reason for this was that
initially, the algorithm would lock the measured O position to the ground truth O position whereafter the
remaining measured points would be transformed as a solid body around the O position to find the best
fit. This was later changed to a different approach, leaving the O position at the middle height rather
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than the hemispherical surface. Each pillar is configured in a unique orientation to enable the widest
range of end-effector orientation sampling. The symmetric layout of landmarks allows for the investiga-
tion of potentially problematic landmarks. For example, if T2 has a far greater error contribution than
other landmarks, the artefact can be rotated to analyse whether this phenomenon is truly landmark
dependent as the landmark would take on the position of one of the other landmarks.

Manufacturing constraints influenced the final geometry. While ideally the pillars would be oriented
orthogonally to the local hemispherical workspace surface, the complexity of mounting the pillars to
the base led to a practical design choice where all pillars are perpendicular to the ground plane. Un-
fortunately, this orientation forces the end-effector to remain perpendicular to the baseplate, but this
limitation is acceptable because reaching pillars at different heights and radial positions still requires
diverse joint configurations throughout the SUTA’s kinematic chain. This is one of the reasons for
placing the artefact at different positions outside of the original workspace. The varying joint angles
needed to position the end-effector at each pillar location provide sufficient kinematic excitation for pa-
rameter identification, as the calibration objective focuses on identifying joint parameters rather than
end-effector orientation accuracy. The 200×200×15 mm steel baseplate maximizes the DMG MORI
MillTap 700 workspace, while the 10 mm offset between pillar structure (180×180 mm) and baseplate
edge provides clearance for 6.5mm mounting holes for the mounting table explained in Section 3.2.3.
The maximum pillar height of 60 mm represents the practical limit before milling vibrations compromise
dimensional accuracy, as documented in Appendix C. Figure 3.3 shows the artefact geometry in iso-
metric and top-down view, where the pillar orientations are chosen randomly and can be seen in the
right image of the figure.

Figure 3.2: The end-effector and pillar interface. The dedicated asymmetric plug and hole design enables 6-DoF constraints of
the entire SUTA kinematic configuration. Top left shows the pillar, bottom left the end-effector profile. The middle and right

images illustrate the end-effector fitting over an artefact pillar.

Figure 3.3: Calibration artefact design showing 15 precision-machined steel landmarks in 180x180x60 mm lattice. The right
image is a top view of the artefact, it shows the landmark labels with the distinction in pillar heights and orientations.
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Materials, Production and Laser-Tracker Certification
Steel construction (S235JR) was chosen to provide dimensional stability and wear resistance superior
to 3D-printed alternatives while enabling precision machining of complex constraint features. Initial
experiments with 3D-printed artefacts showed significant wear and dimensional drift after repeated use,
making steel more suitable for long-term calibration accuracy. This material durability consideration is
particularly relevant for the application of periodic tracking system maintenance. The artefact was
precision-machined using a DMG MORI MillTap 700 and certified using a Leica AT960 laser tracker
that provides ±0.001 mm measurement uncertainty [31]. The certification consists of a systematic
seven-step protocol establishing a complete 6-DoF coordinate system of the artefact (pillar positions
and orientations).

Extensive documentation of the artefact development is provided in two appendices: Appendix B de-
scribes the complete design evolution from initial 3D-printed prototypes through geometric optimiza-
tion to the final steel design, while Appendix C covers material choice, manufacturing processes, laser
tracker certification protocols, and detailed coordinate specifications.

3.2.3. System Integration
The complete system integrates the SUTA and artefact on a NEXUS Optical Table. While the table
provides ±0.025 mm flatness specification, this is not critical for the calibration methodology since all
measurements are pairwise distances between pillars at each artefact position, making them indepen-
dent of the table’s absolute flatness. Figure 3.4 shows the system configuration with global coordinate
frame conventions. The tracker base (B) is positioned at the system origin (0, 0, 0), with the coordi-
nate system following right-hand convention where the z axis is vertical marked in blue, positive x in
green and positive y in red. The end-effector (E) attaches to the pillars of artefact (A), which is placed
at several positions around the workspace, further explained in Section 3.3. The 25 mm separated
M6 mounting holes on the NEXUS (N) table enable precise repositioning of the artefact for consistent
sampling.

Figure 3.4: Calibration system setup with SUTA tracker arm (B: base, E: end-effector) and steel artefact (A) mounted on
NEXUS optical table (N). Coordinate axes shown: z-axis (blue) vertical, x-axis (green), y-axis (red).
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3.2.4. System Characterization
Prior to calibration optimization, the system repeatability was characterized through ISO 9283 protocols
to establish baseline performance and identify mechanical limitations that might affect calibration accu-
racy. The repeatability assessment consisted of 30 consecutive measurements of a single landmark
to isolate short-term measurement noise from systematic errors. This protocol quantifies the measure-
ment uncertainty of the tracker system, establishing the theoretical lower bound for calibration accuracy
expectations.

Additionally, an analysis was constructed to find a relation between a directional force on the end-
effector’s XY plane and the measurement consistency. The end-effector was pushed in multiple di-
rections to identify an effect of mechanical compliance in the tracker-artefact interface. The analysis
showed improved consistency (from 0.95 mm to 0.45 mm RMS) when consistent directional force was
applied. This indicates that the backlash between end-effector and landmark can cause large errors
if neglected. Thus, for each measurement, the end-effector was rotated counter-clockwise to lock the
backlash, aiming for a consistent compensation. Full explanation of these experiments are described
in Appendix E

3.2.5. Software Implementation
The SUTA calibration is implemented in Python3 using the Scipy library for least-squares optimization
[32]. The software architecture employs a robust Huber loss function, described in Section 2.2.2 to
handle measurement outliers while maintaining computational efficiency. Forward kinematics compu-
tations transform encoder readings to end-effector pose with respect to the system origin, enabling
real-time position calculation during data acquisition. Data acquisition operates at 768 Hz with auto-
matic averaging and logging functionality. The calibration algorithm interfaces directly with the tracker’s
encoder system through RS-485 communication protocols, ensuring reliable data transmission with 6-
bit CRC error detection. Further algorithm implementations are described in Section 3.3.3 and complete
software architecture of the SUTA are documented in Appendix A.

3.3. Experimental Design
3.3.1. SUTA Baseline
Initial position-based experiments revealed that the SUTA’s virtual joint configuration differed strongly
from the real-life configuration. To obtain a proper baseline, relatively close to the true kinematic config-
uration, a manual parametrization was performed. The end-effector was mounted to a fixed position on
the XZ plane of the SUTA’s coordinate system. This position was then manually measured and used as
a single ground truth position. The configuration was then sketched in Solidworks, with the correspond-
ing link lengths shown in Figure 3.5. The configuration was fully defined by the measured position,
resulting in a set of joint angles. From these joint angles, the encoder offsets were computed by invert-
ing the kinematic computations, which serves as the baseline of 5.45 mm RMS for the methodology in
this research.

Figure 3.5: CAD sketch of the manually configured SUTA. From the link lengths and end-effector position, the joint angles
were reverse computed to obtain a baseline of encoder offsets.
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3.3.2. Data Acquisition Protocol
The calibration protocol follows an ISO 10360-12 inspired procedure [18] designed to capture com-
prehensive workspace sampling while maintaining measurement consistency. This standard defines
testing protocols that obtain length measurements between two spheres at different configurations in
the workspace. This research follows that same approach but uses the 15 internal landmarks of the
artefact to obtain distance measurements. Each measurement session follows a systematic clockwise
touch sequence: Origin (O) → Medium ring (M1-M6) → Large column (L1-L4) → Small row (S1-S4),
shown in Figure 3.6. This ordering ensures consistent data structure during manual operation.

The artefact is positioned at five locations across the tracker workspace: central position AO (512.5,
12.5, 0) mm shown in Figure 3.7 and four offset positions (CA, CB , CC , CD) shown in Figure 3.8. The
original workspace was stated as a hemisphere with a radius of 100 mm as described in Table 3.1.
Because full representation of this workspace is difficult to manufacture, the artefact was placed out-
side of this workspace to obtain an extensive set of unique kinematic configurations. Each landmark
is measured three times per position, providing a robust set of 225 total measurements for calibration
(15 landmarks × 3 repeats × 5 positions). This sampling density exceeds ISO 10360-12 requirements,
which specify 25 points per sphere at two workspace positions, but is justified for a custom-built tracker
arm that lacks the precision manufacturing and factory calibration of commercial systems. Moreover,
this number enables the dataset size performance analysis performed in Section 4.3. Each measure-
ment records all six encoders over a 2-second interval at 768 Hz, with mean values logged as the final
measurement. This duration balances measurement noise reduction with practical operation speed.
Each landmark contact includes counter-clockwise rotation locking before recording to ensure consis-
tent rotational seating, compensating for the backlash between the end-effector and landmark plugs.

Figure 3.6: Systematic landmark measurement sequence: Origin → Medium ring (clockwise) → Tall column → Short column.
Consistent ordering minimizes positioning errors and ensures repeatable data collection.
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Figure 3.7: The SUTA base located at the global origin O and the artefact’s standard position AO located at (512.5, 12.5, 0).
From this position, offset positions are used for calibration and independent validation.

Figure 3.8: Four calibration artefact offset positions providing varied joint configurations for robust parameter identification.
The hollow square represents the artefact standard position AO and Ci represent the offset positions for calibration.
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3.3.3. Calibration Algorithm
The calibration employs least-squares optimization combined with the Huber loss function (δ = 1.35)
as described in Section 2.2. The optimization targets link lengths (di) and joint angle offsets (δθi) to
account for manufacturing tolerances and joint angle deviations. The cost function minimizes pairwise
distance errors between ground truth landmarks and measured positions:

min
∑
i,j

ρ
(
|pmeasured

ij − ptruthij |2
)

(3.1)

where pij represents the Euclidean distance between landmarks i and j. The Trust Region Reflec-
tive algorithm [32] solves this optimization problem with bounded constraints on the MDH parameters.
Multiple (8) optimization attempts with randomized initial conditions ensure convergence to the global
minimum rather than local minima.

3.3.4. Validation Procedure
Independent validation employs ISO 10360-12 compliance testing [18] with verification samples span-
ning the workspace using different sample positions than calibration. Four ground-plane artefact po-
sitions and one elevated configuration (110 mm) provide 225 validation measurements across varied
joint configurations, shown in Figure 3.9. This approach ensures representative encoder combinations
that may occur in service while providing independent assessment of calibration quality.

Performance metrics include RMS distance error and systematic bias analysis. Validation positions are
computed by performing forward kinematics of recorded encoder values using optimized DH parame-
ters, with errors calculated as pairwise distances between measured and ground truth landmarks

Figure 3.9: Independent validation artefact positions different from calibration locations. The hollow square represents the
artefact standard position AO and Vi represent the offset positions for calibration. Four ground-plane positions plus one

elevated configuration (VE ) provide 225 validation measurements across varied joint configurations.
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3.4. Data Processing
3.4.1. Performance Metrics
The primary performance metric employed throughout this research is Root Mean Square (RMS) error,
calculated as:

RMS =

√
1

n

∑
i,j

(
pmeasured
ij − ptruthij

)2 (3.2)

where pmeasured
ij represents the Euclidean distance between landmarks i and j computed through for-

ward kinematics, ptruthij is the laser-certified ground truth distance, and n is the total number of pairwise
distance measurements. This distance-based formulation, as established in Section 2.2, is indepen-
dent of global coordinate frames, eliminating the need for registration between tracker and artefact
coordinate systems. Additional metrics include mean absolute error, standard deviation for precision,
and maximum error to identify worst-case performance.

3.4.2. Dataset Size Optimization
To determine optimal calibration data requirements, a systematic analysis investigated the relationship
between dataset size and calibration performance. The study performed 1000 total calibration trials:
100 independent calibrations for each dataset size from 1 to 10 measurement positions. The calibration
algorithm was simplified by disabling the 8-fold configuration reset attempts described in Section 3.3.3.

The analysis procedure for each dataset size s was:

1. Randomly select s measurement positions from the complete calibration dataset
2. Perform full kinematic calibration using the sampled data
3. Validate calibrated parameters against an independent validation test set
4. Record the validation RMS

Each dataset size was tested 100 times with different random position selections to quantify both mean
performance and calibration consistency (standard deviation). The standard deviation between calibra-
tion results was measured to test robustness. A standard deviation of 0 would mean that the calibration
algorithm finds the same optimal solution each time.

3.4.3. Repeatability
After all validation measurements have been executed, each individual pillar position will have been
visited 3 times. From this, the Cartesian repeatability is calculated. With the low number (3) of mea-
surements for each position, this test does not represent the standard for repeatability tests but it could
indicate the effect of the attempted compensation with rotational seating described in Section 3.2.4.
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Results

This chapter presents the results of the calibration methodology applied to the SUTA system. The re-
sults demonstrate the effectiveness of the artefact-based calibration approach, achieving 81.5% RMS
improvement from the baseline explained in Section 3.3.1. Section 4.1 describes the kinematic param-
eter optimization results. Section 4.2 presents the independent validation performance of the calibrated
system. Section 4.3 explains how a comprehensive dataset size analysis is performed to determine
optimal calibration requirements.

4.1. Calibration Results
The calibration algorithm successfully converged to an optimized set of DH parameters after a compu-
tation time of 30 seconds after roughly 1250 iterations. Table 4.1 shows the calibration deviations from
the baseline parameters. The link length parameters di, ai showed a mean deviation, calculated over
the adjusted parameters, of 2.18 mm from initial values with the largest deviation of ∼10 mm (d4). Joint
angle offsets δθi showed a mean absolute deviation of 1.9◦ with an absolute range 0.6◦ to 4.1◦. These
deviations result in the final SUTA kinematic model described in Table 4.2.

Table 4.1: Deviations from initial Denavit Hartenberg parameters after calibration optimization, showing manufacturing
tolerances and assembly corrections required for accurate kinematic modeling.

Joint di Deviation (mm) δθi Deviation (deg)
1 0.00 4.1
2 0.00 0.6
3 -0.13 -0.9
4 0.00 -1.7
5 -10.07 -2.4
6 0 1.7

7 (TCP) 2.9 -

Table 4.2: Final optimized Denavit Hartenberg parameters after artefact based calibration. These parameters represent the
calibrated kinematic model of the SUTA system accounting for manufacturing tolerances and encoder angle deviations. The

parameters included in the calibration are highlighted in bold.

Joint θi (rad) di (m) ai (m) αi (rad) δθi (deg)
1 θ1 0.047 0 π

2 2.54
2 θ2 0 0 −π

2 21.28
3 θ3 0.571 0 π

2 200.44
4 θ4 0 0 π

2 115.46
5 θ5 0.361 0 π

2 86.23
6 θ6 0 0 0 -9.88
7 (TCP) 0.254 0 0 0

20
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4.2. Validation Results
The calibrated system was validated using measurement data from five independent artefact positions
outside of the calibration data. Table 4.3 presents the validation performance metrics comparing the
baseline of manually-configured DH parameters against the optimized calibration results.

Table 4.3: A comparison of the SUTA independent validation results between the manual kinematic configuration and the
artefact-based optimization calibration. It compares the performance RMS error, Mean error, Standard deviation and Max error

for 525 pairwise distance measurements across five independent artefact positions.

System State RMS (mm) Mean (mm) Std Dev (mm) Max (mm)
Manual 5.45 4.02 3.68 21.73
Optimized 1.01 0.80 0.61 3.01
Improvement 81.5% 80.1% 83.4% 86.2%

The baseline system with manually-configured parameters achieved 5.45 mm RMS error across 525
pairwise distance measurements, with a standard deviation of 3.68 mm. After calibration optimization,
the RMS error decreased to 1.01 mm with a standard deviation of 0.61 mm, representing 80.5% and
83.4% improvements respectively. The maximum error was reduced from 21.73 mm to 3.01 mm, while
the mean error decreased from 4.02 mm to 0.80 mm.

Figure 4.1 shows the error distribution for both baseline and calibrated configurations. The reduced
standard deviation in the calibrated system (0.61 mm vs 3.68 mm) indicates improved measurement
consistency in addition to improved accuracy. The validation results show that the calibration optimiza-
tion improved tracking accuracy from 5.45 mm to 1.01 mm RMS, reaching millimeter-level precision.

From the validation measurements, repeatability was computed according to Section 3.4.3. The rota-
tional seating compensation for backlash resulted in a Cartesian repeatability of 0.29 mm RMS.

Figure 4.1: Validation error distributions for baseline (5.45 mm RMS) and calibrated (1.01 mm RMS) system configurations
across 525 pairwise distance measurements.
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4.3. Dataset Size Effects
The dataset size analysis investigated the relationship between calibration dataset size and tracking
accuracy through 100 independent calibrations for each size from 1 to 10 measurement positions. Per-
formance was evaluated using an independent validation dataset to compute RMS error for each cali-
bration.

Table 4.4 presents the quantitative results, showing validation RMS decreased from 1.43 mm at size 1
to 1.03 mm at size 10, representing a 28.5% improvement. Equally important, the standard deviation
decreased from 0.11 mm to 0.00 mm, indicating improved calibration consistency with larger datasets.

Table 4.4: Dataset size performance analysis showing continuous improvement in both calibration accuracy and reliability, with
perfect consistency achieved at size 10.

Dataset Size Mean RMS (mm) Std Dev (mm) Range (mm) Improvement vs Size 1
1 1.43 0.11 1.27 – 1.60 Baseline
2 1.37 0.09 1.23 – 1.56 4.3%
3 1.35 0.09 1.21 – 1.53 6.0%
4 1.33 0.07 1.18 – 1.49 7.3%
5 1.20 0.07 1.06 – 1.43 16.5%
6 1.09 0.04 1.02 – 1.21 24.1%
7 1.06 0.03 1.01 – 1.16 26.0%
8 1.04 0.03 1.00 – 1.10 27.5%
9 1.03 0.02 1.01 – 1.07 28.2%
10 1.03 0.00 1.03 – 1.03 28.5%

Figure 4.2 illustrates the distribution of validation results across all dataset sizes. The figure shows two
phases: rapid improvement from size 1 to 6, with the largest improvement from size 4 to 5 (1.33 mm
to 1.20 mm). After size 6, the gains become marginal, where additional data provides less than 5%
incremental improvement. The distributions show that with larger size, the calibration consistency
increases, with a variability of 0.33 mm (1) to 0.00 mm (10) SD.

Figure 4.2: Distribution of validation RMS results across dataset sizes showing improvement in calibration consistency. Box
plots demonstrate transition from highly variable results at small dataset sizes to perfect deterministic convergence at size 10

where all 100 calibrations yield identical results.



5
Discussion, Limitations and Future

Work

5.1. Discussion
This research achieved 1.01 mmRMS accuracy for a passive mechanical tracking arm through artefact-
based calibration, improving from a 5.45 mmRMS baseline. The baseline represents the SUTA system
after correcting the initial incorrect kinematic model throughmanual configuration (Section 3.3.1). While
the 81.5% improvement validates the calibration methodology, the final accuracy does not reach the
0.3-0.5 mm performance that state-of-the-art optical tracking systems achieve under laboratory condi-
tions. The artefact-based calibration methodology addressed the fundamental challenge of calibrating
passive tracker arms without sequential joint locking capability. The calibration algorithm consistently
converged to optimal solutions across multiple trials at different starting configurations, indicating ro-
bustness of the methodology. In the following, the three research questions introduced in Section 1.2
are revisited and discussed in relation to the results of this thesis.

RQ1: What artefact geometry enables efficient and fully constrained six-degree-of-freedom calibration
of a passive tracker arm? Each pillar consists of a cylindrical base equipped with an asymmetric plug at
the top. This asymmetric plug prevents rotation of the SUTA end-effector, enabling recording of a fixed
position and orientation at each measurement. This solved the fundamental limitation of traditional
sphere-based methods that only constrain position. The 15 pillar arrangement across three height lev-
els (20, 40, and 60 mm) within a 180x180x60 mm volume enabled systematic workspace sampling.
This generated 105 pairwise distance constraints per measurement cycle, providing redundancy for a
robust least-squares optimization. A practical compromise had to be made for the artefact’s geometric
design between ideal workspace coverage and manufacturing limitations. Ideally, pillars would be ori-
ented perpendicular to a hemispherical surface, matching the SUTA’s natural workspace. Manufactur-
ing limitations however, required all pillars perpendicular to the baseplate, constraining the end-effector
to be vertical for each measurement. An attempt to address this was made by repositioning the artefact
at multiple locations around the workspace to obtain 75 unique kinematic configurations.

RQ2: What influence does calibration dataset size have on final tracking accuracy, and how can optimal
data collection be determined? The dataset size analysis revealed a significant accuracy improvement
up to 6 measurement positions, followed by marginal accuracy gains with the following 4 dataset sizes.
The performance improved from 1.43 mm RMS at size 1, to 1.09 mm RMS at size 6, representing 24%
improvement (Section 4.3. Adding more positions up to 10 yielded only 5.5% further improvement
with 67% more measurement effort. Calibration consistency showed continuous improvement with
dataset size. Standard deviation decreased from 0.11 mm at size 1 to 0.04 mm at size 6. Calibration
reached perfect convergence at size 10 where all 100 independent calibrations obtained the same
parameter results. The practical implication is that 6 measurement positions offer optimal balance
between accuracy (1.09 mm) and efficiency for routine calibration, while applications requiring absolute
repeatability should use the full 10-position protocol.

23



5.2. Limitations 24

RQ3: What is clinically acceptable accuracy and how can the calibrated system be validated against
both industrial and surgical standards? The SUTA’s performance must be contextualized against exist-
ing surgical navigation technologies. According to the laboratory performance specifications presented
in Table 2.1, the Brainlab Curve/Kick optical tracking system achieves 0.3 mm RMS, the NDI Aurora
electromagnetic system reaches 0.48 mm RMS, and the YOMI mechanical system reports <1.00 mm
at 95% in clinical experiments. The optical and electromagnetic systems are widely used in clinical ap-
plications, setting the benchmark for ”clinically acceptable accuracy” of 0.3-0.5 mm RMS as explained
in Section 2.3. The FARO Quantum Max industrial CMM achieves 0.024 mm MPE, where the RMS
would be even lower but not determined from MPE alone, demonstrating that professional mechanical
systems can achieve accuracy two orders of magnitude better than the SUTA. While these industrial
CMM’s are superior in accuracy, their cost would make research of this kind impossible. Clinical real-
ity shows degraded performance compared to laboratory specifications, typically by a factor of 1.5-3
as discussed in Section 2.3. This indicates that the calibrated SUTA system, with 1.0 mm RMS ac-
curacy under laboratory conditions, already approaches the error range that is achievable in clinical
navigation. Based on this, the SUTA system would likely show performance in the 2-4 mm range under
clinical conditions. The 768 Hz update rate of the SUTA system exceeds both optical systems (60-120
Hz) and electromagnetic tracking (40 Hz) by an order of magnitude. This higher frequency feedback
could theoretically benefit applications requiring real-time instrument guidance or robotic control, where
low latency and smooth trajectory tracking are critical. However, without dynamic tracking validation
or trajectory following tests, this advantage remains theoretical. Moreover, clinical navigation systems
must simultaneously render 3D anatomical models, display the axial CT views and perform registration
updates. These tasks are computationally intensive and probably influence the theoretical advantages
of high-frequency position updates. Mechanical tracking eliminates line-of-sight requirements that can
be problematic when surgical staff and equipment obstruct the camera visibility. It also avoids metallic
instrument interference that affects electromagnetic tracking. However, introducing a robotic arm into
the operating room causes a physical obstruction directly connected to the patient, which could neg-
atively influence the surgical workflow. With dual-robot operation however, this obstruction could be
modeled with robotic collision avoidance methods.

Taken together, the results show that the artefact-based calibration methodology addressed the core
challenge of constraining all degrees of freedom, identified an efficient calibration protocol, and demon-
strated that the accuracy of a passive mechanical tracker can be significantly improved. However,
there are clear limitations that must be addressed before clinical implementation can be considered.
The mechanical interface and the lack of dynamic validation remain the primary barriers, and only after
solving these can the methodology progress towards clinical translation.

5.2. Limitations
Mechanical interface compliance dominates the error budget, where the clearance contribution could
be up to 0.5 mm of the total error. This clearance resulted from iterative manual machining during man-
ufacturing, where achieving the precise fit for the asymmetric plug design was very challenging and
required manual trial and error. Despite implementing counter-clockwise rotation for consistent seat-
ing, the interface showed 0.45 mm repeatability error over the separate repeatability experiment, de-
scribed in Section 3.2.4 and extensively explained in Appendix E. The force dependency tests showed
that consistent directional force improved repeatability by 50%, directly correlating with the clearance
magnitude. While an attempt was made to compensate for this backlash by rotational seating during
the validation measurements, the validation data showed an overall cartesian repeatability of 0.29 mm
RMS (Section 4.2), still a possible 30% of the total RMS error. The design of the plug was difficult to
manufacture and the end-effector was iteratively adjusted until it fit over each pillar. This single issue
probably prevented achieving sub-millimeter accuracy for the SUTA system and a new interface design
could show great improvements to the final performance.

The validation scope was limited to static point-to-point measurements. Surgical applications use con-
tinuous trajectory following with varying velocities and accelerations. Path following accuracy, latency
and behavior during direction changes were not characterized. Without these tests, the practical benefit
of high-frequency mechanical tracking over 60-120 Hz optical systems cannot be determined properly.

The methodology was validated only on the SUTA system. This prototype was originally built by a



5.3. Future Work 25

bachelor student group and contained 3D-printed components rather than professional-grade parts and
manufacturing. Testing on different passive tracker architectures would establish whether the artefact-
based approach generalizes with other systems than this specific tracker arm. Moreover, this research
was conducted entirely under controlled laboratory conditions. Clinical environments introduce temper-
ature fluctuations, mechanical vibrations, and electromagnetic interference. Themanual data collection
process introduced human factors including variable contact forces and possible operator fatigue over
225 measurements per session.

5.3. Future Work
While this research does not offer the immediate solution to state-of-the-art tracking for surgical naviga-
tion, it shows promising future perspectives. The calibration methodology could offer accessible tracker
arm calibration to maintain the mechanical tracking advantages. When tracking has been perfected,
steps can be taken towards autonomous robotic surgery, where two robots work together to operate
on the patient. Both of these robots could be working from the same base, with a direct transformation
from the patient’s anatomy to the autonomous robot’s equipped instrument. This eliminates the need
for continuous line-of-sight while working at very high (>500 Hz) sample rates.

Current mechanical trackers often do not publish their calibration methodologies, such as the YOMI
or FARO system. For the benefit of future research, it is important to offer as much transparency as
possible. With a custom-built tracking arm and a newly developed calibration method, many issues and
advantages come to light which would otherwise remain hidden. By identifying research limitations and
providing recommendations for future work, development of these innovations will be far more efficient.
The limitations of this research have provided insights in what could be done to improve, and what steps
need to be taken to take this research to a higher level. Thus, the following future recommendations
are described:

The immediate priority is eliminating the interface clearance that dominates the error budget. Replac-
ing the current plug with a kinematic coupling that does not contain backlash could remove seating
variability and reduce the error budget by 30% to 50%. This is expected to bring the system into the
0.5 mm to 0.8 mm range under laboratory conditions. A solution could be where the seating of the
end-effector is guided and then gradually locked in place with a sloped plug and slot. The plugs and
socket from this research contained chamfers of 1 mm which did not offer an easy connection. Proper
research into mechanical interface connections could offer a proper solution to solve this problem.

The second priority is dynamic validation to test whether the 768 Hz update rate provides an advantage
in practice. Point-to-point measurements do not reflect surgical use, where instruments follow continu-
ous trajectories with varying speed. Path following experiments and latency tests during rapid direction
changes will show whether mechanical tracking is suitable for robotic guidance. With confirmation of
this advantage, a second robot could be implemented to discover the latency of an autonomous system.
If this computation shows great computational efficiency, together with a high tracker-to-instrument
accuracy, the world of surgical robotics would see great changes. With autonomous surgical robot
systems, human error and fatigue could become problems of the past.

The third priority is to establish generalisability and robustness. The calibration method was only tested
on the SUTA system in a laboratory. Validation on other tracker architectures and professional-grade
hardware would show whether the approach extends beyond this prototype. Long-term stability studies
are also needed to quantify calibration drift and determine recalibration intervals, which would provide
a grade of necessity for the calibration methodology of this research. Cadaver experiments could then
provide the first realistic clinical evaluation by directly comparing mechanical tracking in laboratory
conditions to actual clinical appliance.

This work shows that mechanical tracking can be calibrated to 1.0 mm accuracy. With improvements
to the interface, validation under dynamic conditions, and broader generalisation, sub-millimeter per-
formance and clinical translation are realistic next steps. Achieving this level of accuracy would place
the system within the range of approximately 2-3 mm error that has been reported as clinically relevant
for midface registration.
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Appendices Overview

The following appendices document both the developmental process and final implementation of the
calibration methodology. Appendices A and B present the iterative design evolution that informed the
final approach, while Appendices C through F detail the validated methodology and its implementation.
This developmental documentation is included to provide insight into design decisions and to assist
future researchers in avoiding unsuccessful approaches.
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A
Calibration and Validation Protocol for

Future Research

To enable replication of the experiments performed in this research, this appendix described the full
calibration and validation methodology.

A.1. Mounting of Components
All components are mounted on the NEXUSOptical Table, which employs 6 mm tapped mounting holes
to secure the compontents.

1. Mount the SUTA to the table using 6mmM6 hex screws and two washers. The first set of washers
fits in the slot of the SUTA base, and the second set is larger to secure the base to the table.

2. Place the Artefact at 512.5 mm in the positive X direction and 12.5 mm in the positive Y direction
from the base (the mounting holes are 25 mm apart and can be counted).

3. Plug in the power cable of the electronic unit to a 220 V wall socket.
4. Connect a laptop to the Arduino of the electronic unit via a micro-usb cable.

A.2. Data Acquisition
1. Begin by checking if the encoders are working properly by running Rawdata.py. If no values

appear, check the encoder connections, this is often the issue due to handling and mounting of
the SUTA.

2. To begin a measurement sequence, create a .json file with a unique name inside the calibration or
validaiton folder (depending on which acquisition you are performing), then run Measurement.py.

3. The instructions in the script will ask the user to attach the end-effector to position O, then press
enter.

4. The script will now run the user through the measurement sequence from Figure 3.6, holding
position for 2 seconds until prompted to move to the next position.

5. After finishing the measurement sequence, copy the path of the .json file and paste it into the
terminal.

6. The measurement set is now saved and the process can be repeated 3 times for each position
(or just 1 if you want to follow the optimal 6 measurement sets of Section 4.3.

7. Move the artefact to the next position, described in Chapter 3 and perform the acquisition se-
quence again.

8. The number of datasets can be chosen by the operator, make sure to separate the calibration
and validation sets to ensure a reliable validation.
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A.3. Calibration and Validation
1. Ensure that the calibration data files are saved in the calibration folder and the validation data

files in the validation folder.
2. To perform calibration, run the Calibration.py script and wait until calibration is finished.
3. The script will have saved the calibrated DH parameters in calibrated_dh_parameters.json”. A

report will be shown with the calibration results.
4. To perform validation, run the validation.py script. The validation results will be shown with plots

and printed in the terminal.

This concludes the calibration and validation protocols for future research.



B
Tracker Arm Design and Validation

This appendix provides complete details of the tracker arm construction, building upon the BEP re-
search foundation and providing structural validation results. An overview of the CAD model and
workspace is shown in Figure B.1; the yaw–pitch–roll convention is illustrated in Figure B.2.

B.1. BEP Research Foundation
The tracker arm design is based on the Bachelor End Project (BEP) from BSc Mechanical Engineering
at TU Delft, developed by Klein Goldewijk, R. van Hartingsveldt, T. Grooff and W. Wolterbeek Muller.
Due to its relatively short development timeline, the tracker arm required refinement within an ISO-
grade calibration framework (see Figure B.1 for the clamped setup and workspace hemisphere). The
end-effector axis convention used throughout this work follows Figure B.2.

Figure B.1: Overall CAD model of the tracker arm clamped to the theatre rail. The translucent hemisphere visualizes the
required 100 mm surgical workspace established by the BEP research.
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Figure B.2: Yaw-pitch-roll axis convention of the tracker-arm end-effector established by the BEP research.

B.2. System Grounding Requirements
The tracker arm is equipped with 6 wires running from each joint encoder to the main unit. With-
out proper grounding, static buildup in the links would discharge through encoder wires, disabling
transceivers in the main unit. After several transceiver replacements, all links were grounded to enable
safe static electricity discharge. This adjustment eliminated electrical problems and ensured reliable
encoder operation (configuration as in Figure B.1).

B.3. Kinematic Architecture
The system employs a six-joint serial revolute configuration in a P-R-P-R-R-P roll-pitch-yaw sequence
maintaining tool-normal orientation throughout the workspace. The link dimensions and joint specifi-
cations provide the foundation for all calibration work; the axis convention in Figure B.2 is used for all
references.



C
Artefact Design Evolution

This appendix documents the iterative development process from initial prototypes to the final steel
artefact design. Sections B.1 and B.2 describe preliminary experiments that identified critical design
requirements but do not represent the final methodology’s performance. Section B.3 presents the final
artefact design used for all results reported in Chapter 4.

C.1. Preliminary Experiment A: Position-based Calibration on 3D-
printed Artefact

Note: This preliminary experiment with 3D-printed materials identified fundamental limitations that in-
formed the final design requirements. Results from this experiment are not included in the final method-
ology validation.

C.1.1. Objective
From the Zhao et al. study [30], the first calibration artefact design emerged. This artefact was designed
for use with the original tracker arm end-effector (Figure C.1).

C.1.2. Artefact Design
The artefact was composed of 15 cylinders at 3 different heights (Z) and 15 different XY positions
spanning the required workspace on a flat mounting surface. These points formed a labeled landmark
map used as ground truth for initial robot kinematicmodel calibration. The original spherical end-effector
and the first-generation artefact are shown in Figure C.1 and Figure C.2, respectively.
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Figure C.1: Shows a front- and isometric CAD view of the original spherical end-effector developed by the BEP research.

Figure C.2: Top- and Isometric CAD view of first-generation 3D-printed cylindrical calibration artefact with 15 landmarks at
three heights, used in Preliminary Experiment A.

C.1.3. Experimental Procedure
With this artefact, the tracker arm end-effector position could be calibrated using pairwise point dis-
tances and simple least-squares optimization. Each landmark was visited consecutively, repeated 3
times. Raw encoder data was logged for all 6 joints, and RMS error was calculated for each paired
distance (setup as in Figure C.2).

C.1.4. Identified Limitations
This preliminary experiment revealed three critical shortcomings that necessitated redesign:

1. The artefact only calibrated the first 5 joints, neglecting the 6th rotational joint and losing 6-DoF
functionality

2. 3D-printed construction allowed bending under tracker arm forces (see Figure C.10)
3. Dimensional variations in 3D-printed holes created uncertainty exceeding target accuracy

These limitations led to the development of an orientation-aware design in Preliminary Experiment B.
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C.2. Preliminary Experiment B: Orientation-based Calibration on
3D-printed Artefact

Note: This experiment established the need for 6-DoF constraint but revealed material limitations of
3D-printed construction. The asymmetric constraint principle developed here was carried forward to
the final steel design.

C.2.1. Enhanced End-effector Design
Version 2 was designed to accommodate end-effector orientation through asymmetric plug design. The
new end-effector could attach with single orientation constraint, enabling 6-DoF measurement capabil-
ity (Figure C.3 and Figure C.4). The full setup on the NEXUS table is shown in Figure C.5.

Figure C.3: Front- and Isometric CAD view of the v2 end-effector, enabling measurement of the end-effector orientation.

Figure C.4: Top- and Isometric CAD view of keyed pillar plug and matching single-orientation end-effector.
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Figure C.5: Second-generation artefact A accommodating the tracker arm T end-effector E orientation via asymmetric plugs,
mounted on the NEXUS table N.

C.2.2. Configuration Resolution
Initial experiments revealed that virtual joint configuration differed completely from real-life configuration
(Figure C.6). This was resolved by the steps listed below, aided by the sketches and comparisons
shown in Figure C.7 and Figure C.8, and finalized with the end-effector frame correction demonstrated
in Figure C.9.

Figure C.6: Incorrect virtual joint configuration revealed after initial orientation-aware calibration.

1. Mounting artefact at known global position relative to tracker arm base
2. Using SolidWorks sketch to mimic kinematic configuration (Figure C.7)
3. Reverse-computing required joint angles and signs
4. Correcting end-effector frame axis computation (Figure C.9)
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Figure C.7: Rough configuration sketch based on real world position approximation.

Figure C.8: Visualization of virtual- vs real tracker arm configuration.
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Figure C.9: Before-and-after orientation vectors after fixing the end-effector frame axis.

C.2.3. Material Limitations
The 3D-printed artefact deteriorated quickly with significant backlash between end-effector and land-
mark plugs. Heavy tracker arm components and manual experiments caused landmarks to bend or
break (see Figure C.10), with measured deformations exceeding 2 mm under normal operating forces.
This magnitude of deformation was incompatible with the target millimeter-level accuracy, necessitating
transition to more robust materials.

Figure C.10: Wear and bending damage observed on 3D-printed pillars after repeated use. Visible deformation exceeded
2mm, incompatible with millimeter accuracy requirements.

C.3. Final Design: Steel Artefact Implementation
This section describes the final artefact design used for all calibration and validation results presented
in Chapter 4. This design incorporates lessons learned from preliminary experiments while achieving
the required dimensional stability and wear resistance.

C.3.1. Design Requirements
Based on limitations identified in preliminary 3D-printed experiments, the final steel design require-
ments were established:
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• Dimensional stability under repeated loading (<0.01 mm deformation)
• Wear resistance for long-term use (>1000 measurement cycles)
• Precision machining capability for tight tolerances (±0.05 mm)
• 6-DoF constraint through asymmetric plug geometry (single unique orientation)

The resulting design is shown in CAD form (Figure C.11) and as manufactured (Figure C.12).

C.3.2. Material Selection
S235JR steel was selected for the final artefact based on:

• Superior dimensional stability compared to polymers (Young’s modulus 200 GPa vs 2-4 GPa)
• Machinability for complex constraint features using standard CNC equipment
• Resistance to deformation under tracker arm forces (<0.01 mm under 10N load)
• Cost-effectiveness for research applications (€300 material cost)

C.3.3. Manufacturing Process
The final artefact was manufactured using:

• 15 mm S235JR steel baseplate (200×200×15 mm)
• Cylinder welding and positioning to ±0.1 mm tolerance
• DMG MORI MillTap 700 precision machining
• Asymmetric plug feature creation with 0.05 mm clearance
• Quality control and dimensional verification using coordinate measuring machine

Figure C.11: Final steel artefact CAD design showing 15 precision landmarks used for all results in Chapter 4.
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Figure C.12: Manufactured steel artefact showing precision machined features. This artefact achieved the 1.01 mm RMS
accuracy reported in the main results.



D
Laser-Tracker Certification Protocol

This appendix details the certification procedure for the final steel artefact, establishing the ground truth
reference with ±0.001 mm uncertainty for all calibration and validation results presented in Chapter 4.

D.1. Certification Overview
The artefact geometry serves as the length standard for every calibration and validation routine. Abso-
lute correctness matters less than knowing its deviations precisely. The plate was fully certified with a
Leica AT960 laser tracker in collaboration with André Mendes Florindo at SamXL metrology laboratory
(setup in Figure D.1).

D.2. Equipment and Setup
All measurements used the AT960’s T-probe with certified accuracy of ±0.001 mm:

• 6 mm ruby tip for surface touches
• 3 mm needle tip for small reference holes
• Siegmund 22 Professional Extreme Welding Table as reference surface (flatness ±0.02 mm)

Figure D.1: The Leica AT960 laser tracker [left], the steel calibration artefact [middle] and the mounted artefact with the
T-probe [right].

41



D.3. Five-Step Certification Protocol 42

Figure D.2: Top- and isometric view of the final steel artefact design showing 15 landmarks at three height levels.

D.3. Five-Step Certification Protocol
D.3.1. Step 1: Ground Plane Establishment
Ten points were captured over the 250×250 mm space covered by the artefact. A best-fit plane defines
the XY-plane for the entire certification session. Subsequent coordinates were automatically projected
onto this plane by tracker software (reference surface shown in Figure D.3).

Figure D.3: Siegmund 22 welding table reference surface measured using 6 mm ruby tip.

D.3.2. Step 2: Pillar Heights
The flat tops of all fifteen pillars were touched in a star pattern (five points each) to yield Z-coordinates
with high statistical confidence. Mean standard deviation across all pillars was 0.003 mm (Figure D.4).
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Figure D.4: Surfaces used for five-point sampling of the Z coordinates.

D.3.3. Step 3: XY Centers via Reference Holes
Switching to 3 mm probe tip, four 3 mm calibration holes around each pillar were touched. The inter-
section of diagonal lines through opposite holes defines the XY-center of each pillar with ±0.01 mm
uncertainty (Figure D.5).

Figure D.5: XY-center determination using the four reference holes.

D.3.4. Step 4: Pillar Orientation
Front- and back-faces of cup flats were touched with 6 mm tip. The vector between these points
gives the in-plane orientation of each pillar with angular uncertainty of ±0.1° (procedure area shown in
Figure D.5).

D.3.5. Step 5: Side-Mount and Spacer Verification
The milled flank was probed in grid fashion to certify ”side-on” configuration for elevated mounting, and
four aluminum spacers were measured end-to-end to validate 110 mm elevation height (Figure D.6 and
Figure D.7).
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Figure D.6: Side-plane sampling for angular offset determination.

Figure D.7: Spacer-height verification using 6 mm tip for elevated mounting configuration.

D.4. Certification Results
The certification achieved 0.19 mm RMS positional accuracy across all 15 landmarks when exclud-
ing the intentionally damaged T1 landmark. This provides ground truth coordinates with uncertainty
one order of magnitude better than the target tracker accuracy of 1 mm, satisfying the metrological
requirement that reference standards should be 10× more accurate than the system being calibrated.
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Backlash Compensation Methodology

This appendix documents the comprehensive repeatability analysis and backlash compensation devel-
opment that forms part of the final calibration methodology, following ISO 9283 guidelines.

E.1. Rotational Backlash Protocol
Due to the 0.05 mm clearance between conical stylus and pillar cup (necessary for reliable seating),
each touch was seated with counter-clockwise twist before recording. This procedure produced con-
sistent rotational bias that was included in the calibration model (Figure E.1).

Figure E.1: Counter-clockwise twist procedure for consistent rotational offset compensation. This technique reduced
measurement variability by 53%.
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Figure E.2: Front- and isometric CAD view of the final steel end-effector with debossed interface profile used for all results in
Chapter 4.

E.2. Systematic Repeatability Testing
E.2.1. Test A: Encoder Sanity Check
The tracker arm was attached to landmark O and left stationary for 2 minutes to verify encoder stability.
Results showed ±0.00004° to ±0.00013° precision with no signs of encoder noise, confirming that
measurement uncertainty originates from mechanical rather than electronic sources.

E.2.2. Test B: Regular Repeatability (ISO 9283)
Thirty measurements of landmark O showed repeatability of 0.094° RMS across all six joints. Individual
joint repeatabilities ranged from 0.020° (Joint 3) to 0.14° (Joint 1), with mean of 0.085° ± 0.041°. This
translates to 0.95 mm RMS Cartesian repeatability without force control.

Figure E.3: Repeatability test setup showing landmark O used for 30 consecutive measurements per ISO 9283.
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Figure E.4: Individual joint repeatability performance showing Joint 1 as the primary source of system uncertainty (0.145°) and
Joint 3 achieving highest precision (0.020°).

Figure E.5: Cartesian repeatability performance without force control: 0.95 mm RMS.

E.2.3. Test C: Directional Force Analysis
End-effector was pushed in 5 directions (North, South, East, West, Down) with approximately 5N force.
Peak-to-peak angular deviations ranged from 0.19° (Joint 1, East-West) to 2.9° (Joint 6, North-South),
showing direct correlation between joint rotation plane and highest deviation direction.

E.2.4. Test D: Single-Directional Force Repeatability
Consistent south-direction force application (approximately 5N) resulted in 0.067° repeatability RMS,
a 30% improvement over Test B. Cartesian repeatability improved to 0.45 mm RMS (53% reduction),
demonstrating that mechanical compliance dominates the error budget (Figure E.6).
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Figure E.6: Cartesian repeatability with consistent directional force: 0.45 mm RMS (53% improvement).

E.3. Compensation Strategy
Based on these findings, the calibration protocol incorporates:

1. Counter-clockwise rotation before each measurement for consistent seating
2. 2-second averaging to reduce measurement noise

This compensation strategy is integral to achieving the 1.01 mm RMS accuracy reported in Chapter 4.



F
Multi-Metric Outlier Detection

Framework

This appendix provides the mathematical framework and implementation details for the multi-metric
outlier detection methodology that forms part of the final calibration approach.

F.1. Framework Development Rationale
Due to the mechanical interface variability (0.05 mm clearance with ±0.45 mm repeatability), single-
metric outlier detection proved too aggressive, removing valid measurements that reflected interface
variability rather than true systematic errors. A multi-metric approach was developed to identify gen-
uinely problematic measurements.

F.2. Four-Metric Statistical Framework
F.2.1. Error Contribution Analysis
Each pillar’s contribution to total calibration error was calculated as:

Contributioni =
∑

j |eij |2∑
i,j |eij |2

× 100%

With 15 pillars, each should contribute approximately 6.7% in well-distributed datasets. Contributions
exceeding 10% (1.5× expected) indicated potential problems requiring further investigation.

F.2.2. Cook's Distance Analysis
Cook’s Distance measures each pillar’s influence on calibration parameters:

Di =
(β̂(i) − β̂)TXTX(β̂(i) − β̂)

p ·MSE

where β̂(i) represents parameters estimated without pillar i. Values above 0.2–0.267 (4/n threshold)
indicate high leverage points disproportionately influencing the model.

F.2.3. Leave-One-Out Analysis
Direct quantification of each measurement’s impact on overall accuracy:

LOO Impact =
RMSfull −RMS(−i)

RMSfull
× 100%

Improvements exceeding 5% upon exclusion indicate measurements that significantly degrade calibra-
tion quality.
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F.2.4. Systematic Bias Magnitude
Consistent measurement errors were identified using:

Biasi =

√√√√ 1

ni

ni∑
j=1

(pmeasured,ij − ptruth,i)2

Bias exceeding 1.0 mm for millimeter-accuracy systems indicated systematic mechanical problems
requiring investigation.

F.3. Implementation Results
Analysis of the calibration dataset identified landmark S2 as problematic across all four metrics:

Figure F.1: Spatial error heat-map showing dominant contribution of landmark S2 to calibration error.

• Error Contribution: 13.2% (nearly 2× expected 6.7%)
• Cook’s Distance: 0.22 (>5× higher than next highest)
• Leave-One-Out: 6.1% improvement upon removal
• Systematic Bias: 2.0 mm (54% higher than next largest)

S2 exclusion during preliminary analysis suggested a 26.6% RMS improvement. However, the final
methodology retains all landmarks to maintain calibration robustness, accepting slightly higher error
for improved generalization.



G
Experimental Results Summary

This appendix presents the complete experimental progression, including preliminary experiments that
informed methodology development. The final validated system performance of 1.01 mm RMS (81.5%
improvement from baseline) is presented in Chapter 4 of the main text.

G.1. Developmental Progression
The experimental development proceeded through several stages, each addressing specific limitations
identified in previous iterations:

Figure G.1: Incremental improvement analysis showing performance changes with each refinement. Note that experiments
1-2 represent preliminary investigations, not final methodology.

Table G.1: Complete experimental progression including preliminary experiments (1-2 with 3D-printed artefacts) and final
methodology validation (3C-5 with steel artefact). The final system achieves 1.01 mm RMS as reported in Chapter 4.

Experiment Artefact Key Finding RMS (mm) Status
1: Initial test 3D-printed Need for 6-DoF constraint N/A Preliminary
2: 6-DoF test 3D-printed Material inadequacy N/A Preliminary
3A: Certification Steel Ground truth established 0.194 Validation
3B: Repeatability Steel Backlash compensation needed 0.447 Final method
3C: Baseline Steel Manual configuration baseline 5.45 Baseline
4: Calibrated Steel Optimization successful 1.01 Final result
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