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ABSTRACT

As navies and maritime organisations transition towards low-emission propulsion systems, spark-ignited (SI)
gas engines capable of operating on sustainable, low-reactivity fuels are gaining renewed interest. These
engines, while offering potential for fossil-free operation, present significant challenges under transient condi-
tions due to complex interactions between throttle control, fuel regulation, and combustion stability. Accurate
dynamic modelling is critical to integrate these engines into resilient naval power systems and to support
the development of advanced control strategies. This study evaluates several high-fidelity mean value first
principle engine modelling (MVFPEM) approaches for simulating the dynamic gas path behaviour of a large,
high-speed, SI marine engine under rapid load changes. Models with varying levels of complexity, including
simplified and full turbocharger implementations and different gas path volume resolutions, were calibrated
using a single measurement campaign and validated against measured transient data. Several methods for
turbocharger performance mapping (Stapersma, Casey & Robinson, and Jensen) were evaluated for their appli-
cability in predicting the engine behaviour in dynamic operating scenarios. The results highlight that models
incorporating three control volumes and full turbocharger dynamics achieve the highest accuracy, particu-
larly during rapid load increases and recovery phases. Simplified models fail to capture turbocharger inertia
and pressure transients, limiting their applicability to investigate naval propulsion or electric power genera-
tion plant behaviour under transient load conditions. This work provides guidance on selecting and validating
engine models for marine applications and reinforces the role of high-fidelity MVFPEMs in the design and
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simulation of future naval energy systems.

1. Introduction

Worldwide, maritime companies, including navies, are facing seri-
ous technical challenges in their strive to reduce greenhouse gas
emissions. Since current fuel-cell and battery technology is limited
in energy and power density, a shift towards alternative fuels for
most shipping activities is imminent (McKinlay et al. 2021; Hoang
et al. 2022; Inal et al. 2022). However, marine diesel engines are
unable to ignite and combust the majority of alternative fuels, clas-
sified as low reactivity fuels. Dual-fuel engines solve this by inject-
ing a small amount of diesel fuel, facilitating the ignition of a low
reactivity main fuel. While this technology is already commercially
available, relying on diesel as pilot fuel will impede the industries
transition to 100% fossil-free. Meanwhile, spark-ignited engines play
a minor role in current marine applications due to their inferior fuel
efficiency and reliance on expensive low reactivity fuels. However,
their ability to combust pure, sustainable, low-reactivity fuel might
increase their importance in the near future. To prevent self-ignition
of the fuel (knocking), SI-engines operate on lower compression
ratios with a penalty on fuel efficiency compared to diesel and dual
fuel engines (Heywood 1988), although various technologies are
employed for dual fuel systems (Georgescu et al. 2016). Addition-
ally, the cylinder’s air-to-fuel ratio must be kept within the stable
combustion limit for the specific low reactivity fuel. The majority of
large, industrial-type SI-engines use a throttle valve to restrict the
mass flow of air to the cylinder. Throttle valves introduce additional

engine losses (throttling losses) in case the valve is partly closed and
requires an additional control loop to determine set points for the
valve. As a result, determining the dynamic response characteristic of
these types of engines is more complex due to the interaction of fuel
flow control and throttle valve control and the constraining stable
combustion limits.

Engine simulation models play a vital role in investigating the
dynamic response characteristics. An analysis of different mod-
elling approaches is given in Section 2. Traditionally, fast and com-
putationally inexpensive mean value first principle engine models
(MVFPEMs) have been used to examine the dynamic response
characteristics of different control approaches or complex power
and propulsion generation systems. With ever increasing compu-
tational power of modern computers and capable simulation soft-
ware packages, a shift in the application of the different modelling
approaches can be observed. Model fidelity and complexity have
progressively increased in modern system design and control devel-
opment to enable the exploration of a wider range of outputs and
control parameters with improved predictive accuracy. This evo-
lution, however, has led to a departure from the original intent
and structure of mean-value first-principles engine models (MVE-
PEMs). In particular, recent modelling practices increasingly diverge
from the foundational principles proposed by Hendricks (1997)
for control-oriented MVFPEMs, which emphasise that such models
should:
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(1) be physically intuitive;

(2) be easily modifiable for application-specific needs;
(3) follow a modular architecture;

(4) remain simple and mathematically compact;

(5) minimise the number of fitting parameters.

Several approaches to increase the model fidelity for the dynamic
response characteristic of MVFPEMs exist, ranging from the sim-
plified implementation of the turbocharger equation by Geertsma
et al. (2017) to approaches including a full turbocharger model and
representations of every inlet and exhaust volume element (Schul-
ten and Stapersma 2003; Sui et al. 2022). Especially including a full
turbocharger model is recognised as an essential building block in
predicting the dynamic response, but this requires the availability
of the compressor and turbine performance maps. Researchers con-
clude that MVEM must be suitable for capturing dynamic response
characteristics and can be used to investigate the behaviour of elec-
trical power generation or propulsion systems under different cir-
cumstances or to develop a control strategy. In most cases, how-
ever, authors omit extensive error-calculations between measured
and predicted results or state indexes of performance (Ghelardoni
et al. 2013; Coraddu et al. 2022) for their chosen gas exchange
approach but base their validation on time-trace plots of simula-
tion results and experimental data, see for example (Rakopoulos
et al. 2007; Wurzenberger et al. 2010; Theotokatos 2010; Mestemaker
et al. 2020; Bondarenko and Fukuda 2020)

This paper aims to compare different simulation approaches for
the gas exchange model of an MVFPEM and provide an extensive
error analysis for the steady state performance and the dynamic
response, thereby introducing several novelties:

e Evaluating the dynamics of a large high-speed, spark-ignited
marine gas engine;

e Proposing a single measurement campaign for the calibration and
validation of the model, from which steady state operating points
will be used to calibrate the models and the measurements of
dynamic response will be used for validation;

e Comparing two different approaches to predict the turbocharger
performance data from the measurement campaign and validat-
ing these approaches on an actual engine;

e Assessing the performance indexes for the different approaches
extensively for all relevant engine parameters for the steady state
results and the dynamic response characteristics.

2. Background

Since the rise of affordable and capable computers in the 1970s,
simulation models have been developed to investigate internal com-
bustion engines. In these early days, most engine simulation models
were developed for control purposes. Stricter emission regulations
forced engine manufacturers to spend increasing time and effort on
the engine test benches, figuring out optimal control approaches to
reduce fuel consumption and emissions for every engine speed and
load configuration (Baker and Daby 1977). Early simulation models
aimed at reducing the required physical testing by deriving a poly-
nomial fit from a reduced test grid, see for example (Hubbard 1975;
Blumberg 1976; Cassidy 1977). These models could predict steady
state results for fuel consumption and emissions, enabling the evalu-
ation of different control objectives and related control variables such
as valve timing, spark timing, exhaust gas recirculation rates and air-
to-fuel ratio. Since these models coupled inputs (speed, torque, A/F)
more or less directly to outputs (BSFC, exhaust gas composition), the
ability to predict other engine parameters was limited (Powell 1987),
and it was not possible to predict dynamic response characteristics.

At the same time, introducing turbocharged diesel engines in
trucks and cars required a better understanding of their much slower
dynamic response compared to naturally aspirating engines due to
the turbocharger dynamics. This sparked the development of the first
dynamic simulation models (Powell 1987; Rakopoulos and Giak-
oumis 2006). Solving the first dynamic models of turbocharged diesel
engines required the combination of digital computers with analogue
computers to solve the differential equations for the crankshaft and
turbocharger shaft dynamics (Ledger and Walmsley 1971; Ledger
etal. 1971; Parnell 1970), since the first digital computers were slow in
the required continuous integration operation. While these models
used fewer and simpler relations than current simulation approaches,
they already clearly distinguished between the in-cylinder compres-
sion and combustion process and the gas-exchange process, includ-
ing the turbocharger and its dynamics. This distinction is probably
even more relevant in current engine simulation models since vary-
ing applications will require varying sophistication and completeness
of the involved sub-models (Heywood 1988).

The in-cylinder process plays a central role in governing heat
release during combustion, affecting both heat-release and com-
bustion efficiencies, which in turn influence emissions formation.
Sub-models for the in-cylinder process thus vary in their com-
plexity, accuracy and computational cost. Simple models may rely
on mapped in-cylinder data, similar to the very first input/output
models. These models cannot predict engine operation outside the
measured grid, but they are very easy to set up and require little
computational resources (Powell 1987). Although these models are
easy to set up, obtaining sufficient and suitable measurement data
for the complete engine envelope can be challenging, often requir-
ing a sophisticated engine test bed. Predicting the dynamic response
characteristics with these models is hardly feasible. Based on first
principles, mean value models offer more insight and can predict
averaged in-cylinder parameters (Rakopoulos and Giakoumis 2009).
In such models, the flow of air and exhaust gases through the engine,
particularly within the cylinder, is not resolved at every crank angle;
instead, it is averaged over the discrete closed in-cylinder process.
The heat release of the combusted fuel in mean value models is
often described by thermodynamic cycles such as the Otto-cycle for
gasoline engines (Angulo-Brown et al. 1994; Eriksson and Anders-
son 2002; Curto-Risso et al. 2008) and the Diesel or Seiliger cycle
for diesel engines (Geertsma et al. 2017; Sui et al. 2017; Sein and
Bo 2020; Sui et al. 2022). Simpler mean value models determine the
heat release by the amount of injected fuel and a heat release effi-
ciency (Brugard et al. 2001; Chesse et al. 2004). If more detailed
results of the combustion process are required, describing the heat
release based on a thermodynamic cycle is insufficient and should
instead be crank-angle resolved (Baldi et al. 2015; Guan et al. 2015).
The heat release of combusted fuel in 0-D models is often described
with a Wiebe function (Heywood 1988; Merker et al. 2005), speci-
fying the mass fraction of burned fuel versus the crank-angle. Based
on the type of fuel, multiple Wiebe functions can be combined, for
example: diesel combustion described with a single Wiebe func-
tion (Baldi et al. 2015; Guan et al. 2015; Theotokatos et al. 2018) or a
double Wiebe function (Scappin et al. 2012; Maroteaux et al. 2015;
Sun et al. 2017; Tadros et al. 2019), the combustion of natural
gas described by a double Wiebe function (Sapra et al. 2020), a
dual-fuel combustion by a double (Xu et al. 2017) or triple Wiebe
function (Caligiuri and Renzi 2017; Stoumpos et al. 2018) or a mix-
ture of ethanol and gasoline with a double Wiebe function (Yeliana
etal. 2011).

To predict emissions arising during the combustion of differ-
ent fuels, a combustion model containing reaction mechanisms
and kinetics can be added (Theotokatos et al. 2018). The majority
of engine research is interested in the formation of NOy, but the



formation of CO, and SOy and the emission of unburned hydrocar-
bons (UHC) and particulate matter can also be predicted, depending
on the implemented combustion model (Stoumpos et al. 2018). The
simplest combustion model consists of one zone, effectively lumping
the fuel and combustion products together in one thermodynamic
control volume (Sapra et al. 2020; Rakopoulos et al. 2008). These
approaches can be used to describe the combustion of fuel blends
but are limited in predicting emissions and exhaust gas composi-
tion. A more common approach is the use of a two-zone combustion
model with one zone dedicated to the fuel and the second ded-
icated to the combustion products (Heywood 1988; Guzzella and
Onder 2009; Stoumpos et al. 2020; Coraddu et al. 2021). These
models can estimate most emissions, but often do not include the
formation of No, since two-zone combustion models are unable to
predict local hot spots in the cylinder. Nevertheless, some authors
have succeeded in predicting NOx-formation with these models,
e.g. Maroteaux and Saad (2015). Alternatively, a multi-zone model
can be employed, accounting for variations in fuel concentration
and temperatures within the cylinder without using a complex 3-D
model (Verhelst and Sheppard 2009; Kumar et al. 2013; Raptotasios
et al. 2015). However, implementing this model still requires a sig-
nificant amount of computational resources. The highest accuracy
is achieved with 3-D/CFD models, which can produce results with
nearly no deviation (Coraddu et al. 2021), but are limited to investi-
gate parts of the engine, for example, the combustion chamber with
in- and outlet valves (Wang et al. 2020), or even more focussed, for
instance, on spray and combustion patterns (Wei et al. 2017; Zhou
etal. 2019), but rarely the entire engine. Moreover, the challenge with
CEFD is the validation of the detailed underlying mechanisms, which
requires specific experiments with regulated combustion chambers
with optical access.

While emissions formation is dictated by the in-cylinder process,
the dynamic response characteristics are predominantly dictated by
the turbocharger and gas exchange path dynamics. Understanding
and predicting the dynamic response characteristic is essential, con-
sidering the following two aspects. First, engine speed and load
changes can cause excessive exhaust gas temperatures and steep
temperature gradients, accelerating component wear and reducing
fatigue life and increasing maintenance burden. Additionally, values
for temperature, pressure and supply of fresh air might temporar-
ily exceed the limits for a stable combustion process, causing loss of
power and excessive emissions.

The dynamic response characteristic of turbocharged engines is
dominated by the performance of the turbocharger (Zinner 1975;
Watson and Janota 1982; Baines 2005). The turbocharger’s capac-
ity to spin up quickly, driven by the hot exhaust gases, and deliver
a higher mass flow of air with increased charge air pressure defines
the engine’s ability to recover from engine load and speed changes.
Ultimately, the maximum available torque strongly depends on the
maximum fuel injection, which is limited by the available air mass in
the cylinder for complete combustion. Therefore, predicting the tur-
bocharger dynamics is essential to modelling the gas-exchange path
of every dynamic engine model. To predict the coupling between
exhaust gas flow and supply of fresh air, thus predicting the pressure
in the inlet receiver (charge air pressure) with respect to the pressure
and temperature in the exhaust receiver, performance characteristics
for the compressor and turbine are needed. These performance char-
acteristics describe the relations of mass flow, pressure ratio, rota-
tional speed and isentropic efficiency of the compressor and turbine.
They are normally presented as a performance map, see Figure 12.
From these relations, the turbine and compressor operating points
can be determined, as described in Section 3.4.

Usually, the performance maps for compressor and turbine are
determined by the turbocharger manufacturer either by measuring
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the performance on a dedicated test-bench (Nickel and Grigori-
adis 2008; Pucher and Zinner 2012; Mai and Bolz 2015) or with
dedicated CFD-simulations (Zellbeck et al. 2013; Boose 2014) and
provided to engine manufacturers and system integrators. How-
ever, for industrial and marine applications, turbochargers are often
designed for a specific engine type or series, and their performance
characteristics are kept confidential to gain a competitive advan-
tage. As a result, these performance maps are often unavailable to
researchers and engineers investigating integrated power generation
plants or marine propulsion systems rather than developing engines.

Several methods have been developed to address this shortfall and
predict performance maps with limited input data. For a comprehen-
sive overview, see the review by Galindo et al. (2016) or the extensive
introduction of El Hameur et al. (2024). An early attempt to extrap-
olate performance maps by fitting parabolic curves to the speed lines
was introduced by Jensen et al. (1991) and extensively investigated
by Moraal and Kolmanovsky (1999). Several other methods exist to
extrapolate the performance maps. Although these methods are rel-
atively simple to implement, they rely on at least partial availability
of performance maps for extrapolation. Furthermore, they may over-
look fundamental principles of turbo-machinery during the scaling
process (Swain 2005).

Other methods, therefore, include fundamental principles for the
extrapolation, for example, the method proposed by El Hadef (2014),
Alternatively, the performance maps can be derived by fundamental
principles, some geometric properties, and design point parameters,
for example, the methods introduced by Casey and Robinson (2013).
The authors present a method to derive the polytropic efficiency
and the work coeflicient from the flow coefficient and tip-speed
Mach number given in the design point of a compressor stage. Speed
lines are described with elliptic curves, and the different curva-
tures are predicted before and after the maximum efficiency point.
The method has been improved and refined for different applica-
tions (Casey and Rusch 2014; Casey and Robinson 2023) or modified
and extended by other researchers, e.g. Al-Busaidi and Pilidis (2015)
and Arifin et al. (2018). A similar approach is suggested by Fatsis
etal. (2021), describing the speed lines with the complementary error
function.

A different approach has been developed by Stapersma (2019),
assuming a quadratic dependence between the pressure coefficient
and the enthalpy coefficient. This approach is a continuous devel-
opment and improvement of the theory developed by Gasparovi¢
and Stapersma (1973) for staged axial turbo-machinery, allowing
for a single set of equations predicting compressor and turbine per-
formance. The sign of a single parameter enabled this method to
predict the performance of either a compressor or turbine. The
primary focus of Stapersma was integrating his method into a sophis-
ticated mathematical description of the complete diesel engine (Sta-
persma 2010). Most of the mentioned methods rely on the normali-
sation of rotational speed, flow, and pressure to fit the data into a wide
range of compressors and turbines.

Besides the turbocharger, the flow of fresh air and exhaust gases
are also affected by the pipe and volume elements before and after
the combustion chamber. Pipes elements, especially non-straight
elements like elbows and T-pieces, cause turbulent flows and thus
pressure losses. Within pipe elements, the momentum balance can be
solved to capture the acceleration and deceleration of the flow. Equi-
librium of the momentum balance is normally achieved very fast and
the inertial effects on the dynamics of the flow can therefore often be
neglected. Pipe elements are consequently often reduced to a simple
pressure loss or omitted at all. In contrast, volume elements introduce
storage effects of the flow due to the time delay needed to pressurise
these elements. Volume elements require solving the mass balance
and require significantly more time to reach equilibrium. While
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these effects play a minor role for simple turbocharged engines, they
dominate the dynamic response characteristic of naturally aspirated
engines and can be significant for turbocharged engines with a
more complex gas path, including exhaust gas recirculation (EGR),
blow-oft and bypass valves.

Different simulation approaches can be distinguished to pre-
dict and investigate the gas exchange path. Linear and quasi-steady
approaches model the gas path as a set of coupled restrictions (Ben-
son et al. 1973; Hendricks 1989; Rakopoulos et al. 2007). Implement-
ing these models for the gas-exchange is very simple, requires very lit-
tle computational effort and calibration parameters can be extracted
from limited measurement data. However, these approaches neglect
any dynamic effects of the gas flow, resulting in large errors in the
dynamic response characteristics. More insights into the dynamic
response characteristics of the gas path are provided with filling-
and-emptying models (Zinner 1975; Rakopoulos et al. 2007; Pucher
and Zinner 2012; Kolmanovsky et al. 2022). In this approach, mani-
folds and receivers in the inlet- and exhaust parts are represented by
volume elements, linked by resistance elements (Horlock and Win-
terbone 1986). The dynamic storage effects of the gas path are con-
sidered with the conservation of mass and energy for every volume
element, but the inertial effects of unsteady flow in the intercon-
necting piping and resulting pressure waves are neglected. To study
the generation and propagation of these pressure waves, wave action
models have been developed (Benson 1983; Winterbone et al. 2001;
Rakopoulos and Giakoumis 2006; Stockar et al. 2013). The wave
action model, also referred to as the gas dynamic model, can predict
inertial effects of the unsteady flow on the turbocharger and should
be implemented when pulsed turbocharging systems are investi-
gated (Watson and Janota 1982; Baines 2005). The highest accuracy is
achieved with 3-D/CFD models, requiring significant computational
resources.

While several approaches are available to predict the dynamic
response characteristics of internal combustion engines, most
authors do not explicitly evaluate the achieved model accuracy
for the steady state performance and dynamic response separately.
Investigating the dynamic performance of marine propulsion sys-
tems in waves or with slow manoeuvring, resulting in a smooth
dynamic response, researchers often tend to implement a quasi-
steady approach for the gas exchange model (Van Spronsen and Tou-
sain 2001; Oleksiy and Masashi 2010; Theotokatos 2010; Altosole and
Figari 2011; Mizythras et al. 2018; Ghaemi and Zeraatgar 2021). If
fast load changes on marine generator sets and acceleration manoeu-
vres of complete vessels are considered, simulating the gas exchange
with the filling-and-emptying approach is more common (Ben-
venuto and Campora 2002; Schulten 2005; Altosole et al. 2017;
Tadros et al. 2022; Acanfora et al. 2022). However, the quasi-linear
approach is also used, often due to the limited availability of mea-
surement data and turbocharger data (Geertsma et al. 2017; Rus-
man 2018). For automotive applications with very fast dynamics
and switching of valves in the gas path (for example, EGR, blow-
off, or bypass valves), the filling-and-emptying approach is often
implemented (Heywood 1988; Payri et al. 2002; Wahlstrom and
Eriksson 2010; Chauvin et al. 2011; Casoli et al. 2014; Maroteaux
and Saad 2015; Ref3 et al. 2015), but models relying on the wave
action model do exist as well (Payri et al. 1999; Galindo et al. 2007;
Costall 2007; Stockar et al. 2013).

3. Model development
3.1. Testbed and data acquisition

For this research, the Caterpillar 35084 high-speed, 4-stroke, spark-
ignited gas engine of the engine laboratory of the Netherlands

Figure 1. Engine testbed at the NLDA in Den Helder.

Table 1. Engine parameters Caterpillar 3508B.

Feature Value
Number of cylinders 8

Rated speed 1500 rpm
Cylinder arrangement 60°V

Rated power 500 kWe

Bore 170mm
Turbocharger type Garrett TW6146
Stroke 190 mm

TC quantity 2

Displacement 345L

TC configuration Parallel

12:1

2.25 bar absolute

Low-calorific natural gas

Single point injection before TC
Spark ignited (SI)

Compression ratio
Max boost pressure
Fuel type

Injection method
Ignition method

Defense Academy (NLDA) in Den Helder was used as a benchmark.
This engine is currently running on natural gas from the grid but has
run on methanol and different blends of NG with hydrogen in the
past (Sapra et al. 2019; Bosklopper et al. 2020) and is, therefore, a suit-
able representative for a marine spark-ignited engine able to run on
alternative fuels. All relevant engine parameters are given in Table 1
and the engine testbed is displayed in Figure 1.

All pressure and temperature sensors located in the gas path
are read out with a sample time of 200 ms by a coupled National
Instruments cRIO—9057. The turbocharger speed is assessed with
an optical sensor directed at the turbocharger shaft. The in-cylinder
pressure is obtained with Kistler 7061C non-cooled pressure sen-
sors in cylinders 1, 3, 5, and 7. The pressure sensors are coupled to
Kistler 5064D/E-series charge amplifiers and read out with KiBox
and a resolution of 0.1°. An overview of the used sensors is given
in Table 2.

3.2. Modelling the in-cylinder process

As discussed in the introduction, the dynamic response charac-
teristics of internal combustion engines are mainly determined by



Table 2. Sensor list.

Feature Manufacturer Type
In-cylinder pressure pcy, Kistler 7061C
Mass flow inlet air mjy, Sierra Instruments 640i VT
Temperature inlet air T, Sierra Instruments 640i VT
Mass flow fuel mye Bronkhorst F-106 ClI
Pressure before compressor pcomp,in GE Druck PTX 1400
Pressure after compressor peomp,out GE Druck PTX 5072
Pressure before throttle pge Jumo dTRANS p30
Pressure inlet receiver p; Jumo dTRANS p30
Pressure before turbine gy in GE Druck PTX 5072
Pressure after turbine pryp out GE Druck PTX 1400

components of the gas exchange path. The in-cylinder process is
required to determine the exhaust conditions based on the inlet
receiver conditions and the requested torque, but will not be the
focus of this research. Typically, timescales of the dynamic response
characteristics of the gas exchange path are in the order of several
seconds, whereas the in-cylinder process of the investigated engine,
running at 1500 rpm, takes 80 ms to complete. The in-cylinder pro-
cess was implemented as a mean value first principle engine model
to strike a balance between accuracy and computational efficiency.
This approach focuses on predicting averaged in-cylinder param-
eters, offering a valuable alternative to the detailed simulation of
individual combustion cycles.

These averaged parameters are determined using the 6-point
Seiliger (1926) cycle, since the Seiliger cycle can be calibrated fairly
straightforward with available measurement data, see also (Geertsma
et al. 2017; Ding et al. 2018; Sapra et al. 2020). This thermodynamic
cycle assumes a perfect gas with homogeneous composition and
consists of 5 stages: polytropic compression (1-2), the combustion
process split into isochoric combustion (2-3), isobaric combustion
(3-4), isothermal combustion (4-5), and polytropic expansion (5-6).
The thermodynamic state variables and the energy transfer for the
5 stages of the Seiliger cycle can be derived using the equations pre-
sented in Table 3. In this table, the state variables are expressed as V;,
pi and T; for the volume, pressure, and temperature at point i. Fur-
thermore, specific work from point i to j is given by wy;, and specific
heat is given by gj;.

The Seiliger parameters are represented by a, b, and ¢, r. is
the effective compression ratio and r, is the expansion ratio of the
polytropic expansion stage between Seiliger point 5 (end of isother-
mal combustion) to point 6 (opening exhaust valve), which can be
derived from overall expansion ratio er:

er:E:b-c-re (1)
V3
Finally, ¢, is the specific heat at constant pressure for the gas mix-
ture, ¢y is the specific heat at constant volume for the gas mixture,
fcom is the polytropic exponent for compression, and 71,y is the poly-
tropic exponent for expansion. From this set of equations, the specific
indicated work delivered by the cycle can be determined with

Wi = Wiz + W34 + Was + Wse, 2
and the specific amount of heat provided to the cycle is determined
with

Gin = q23 + 434 + qas. 3)

The thermodynamic efficiency of the cycle can then be established
by

w; Wi
Nd = — = —

Gin Qi @
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with Qj, the total heat input to the cycle, and W; the indicated work
delivered by the cycle.

The heat supplied to the thermodynamic cycle originates from the
combustion of the injected fuel. However, not all the chemical energy
stored in the fuel is fully released during combustion, and not all the
energy released is effectively transferred to the cycle. This is due to the
inherent complexity of the combustion process, which involves mul-
tiple simultaneous chemical reactions occurring at varying reaction
rates. These reactions are primarily driven by the cylinder’s tempera-
ture and fuel and oxygen availability. Even in premixed combustion,
concentration differences occur within the cylinder. Furthermore,
ignition by the spark plug results in a combustion zone and expand-
ing flame front, causing an uneven temperature distribution inside
the cylinder. As a result, not all injected fuel is combusted completely
and some unburned hydrocarbons, CO and soot are emitted. The
combustion efficiency #comp for spark-ignited engines is therefore in
the range of 95 to 98% (Heywood 1988), which aligns well with the
work of Kiouranakis et al. (2025), stating a combustion efficiency of
97.2 to 97.7%. From the energy released during the combustion, a
significant amount is lost to the jacket cooling water by heat trans-
fer through the cylinder head and the cylinder liner and by radiation
to the air. Combining these two heat losses results in the following
equation

Qin = NeombqQfuel> (5)

with 7, the heat input efficiency, and Qe the theoretical maxi-
mum amount of heat provided by combusting the fuel, which can
be determined according to

quel = mths (6)

with my the amount of fuel injected, and k" the lower heating value
of the fuel. It is important to note that, unlike the Wiebe function,
the Seiliger process models the net heat release. This introduces a
fundamental algebraic loop unless the heat input and combustion
efficiency are assumed constant, as in the present model. A part of the
indicated work delivered by the thermodynamic cycle is required to
overcome the friction of all moving engine parts and to drive the nec-
essary engine accessories. The effective work can thus be determined

by
W, = 3 Wi, (7)

with #,,, the mechanical efficiency. In the nominal operating point,
the mechanical efficiency can reach over 90% (Van Basshuysen
et al. 2016), but most mechanical losses are not reduced propor-
tionally with engine load and speed. Consequently, the mechan-
ical efficiency deteriorates quickly under part-load conditions.
The total engine efficiency can then be derived combining Equa-
tions (4), (5), (6), and (7)

W,
Ne = —— = NmNcombNqMtd (8)
Qr

At the end of the expansion stroke and just before opening the
exhaust valve, pressure and temperature are given by Seiliger point 6.
With the exhaust valve opening smoothly due to the camshaft geom-
etry, exhaust gases are not expanding adiabatically into the exhaust
receiver. Instead, the exhaust valve acts as a decreasing throttle for
the flow of exhaust gases into the exhaust receiver, and the resulting
temperature of the exhaust gases will remain higher than predicted
with adiabatic expansion. The temperature of the exhaust gases after
the blowdown process in the exhaust receiver can be determined
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Table 3. Seiliger cycle equations, based on Geertsma et al. (2017).

Process Volume V Pressure p Temperature T Specific work w Specific heat g
Vi T. _ Ry (T, — T
(1-2) Polytropic Compression I P2 _ rleom 2 — yleon=1) _ P2 =1) -
2] p1 T Neom — 1
V: T:
(2-3) Isochoric Combustion R g L - 3 =Cg(T3 — Ty)
V p2 L)
- ' Vs Pa Ty
(3-4) Isobaric Combustion — =b — =1 — =b W3g = Rg(T4 - T3) q34 = Cp,g(T4 - T3)
V3 p3 T3
. Vs Ppa Ts
(4-5) Isothermal Combustion — =cC — =c = =1 Wys = RgTaInc Gas = RgTalnc
Vs ps T4
Vi T _ Ry(Te — T
(5-6) Polytropic Expansion 6 _ re b5 _ rg”” 3 Zexp ! 56 = M -
Vs 143 Te Nexp — 1

according to Zinner Zinner (1975)

-1
Toia = Ts [I—L (l—pi)] )
Kg Per

with x, the isentropic exponent for the blowdown process, and p,,
the pressure in the exhaust receiver. To account for heat lost to the
exhaust valve, the isentropic expansion is replaced by polytropic
expansion, resulting in an altered equation for the blowdown process

-1
HMZR{I—QE—*(L—&)},
pld Der

with ny4 the polytropic exponent for the blowdown process. Utilising
this blowdown formula as the sole contributor to the turbine entry
temperature limits the model’s applicability to four-stroke engines
with low or no valve overlap.

(10)

3.3. Calibration of the seiliger parameters

The implemented calibration of the Seiliger parameters can be com-
pared to the method derived by Sui et al. (2017), showing that the
Seiliger parameters can be described with polynomial functions of
engine speed and injected mass of fuel. Since the engine of this
research is running at a constant speed, the dependency of the
Seiliger parameters on engine speed is neglected, and the degree of
the polynomial function is decreased to 2" order. With sufficient
measurement data, a machine learning approach to determine the
Seiliger parameters could also be considered, but is not in the scope
of this research.

For the calibration of the Seiliger parameters, measurements at
5 different steady state operating points have been obtained. The
resulting data, including pressure, temperature, and fuel consump-
tion, are summarised in Table 4, providing a foundation for the
calibration process. Pressure traces of 200 combustion cycles on
one cylinder bank (cylinders 1, 3, 5, and 7) have been recorded
to determine the in-cylinder peak pressure. These pressure traces
show significant cycle-to-cycle and cylinder-to-cylinder variation,
see Figure 2 for an example of a measurement trace captured in the
500 kW steady state operating point. In order to achieve low NO,
emissions, manufacturers design spark-ignited gas engines to run on
very lean air-excess ratios to reduce in-cylinder temperatures. The
resulting poor combustion with late ignition, incomplete combustion
and occasional misfiring leads to significant variations in the pressure
traces. Using the maximum pressure value from these measurements
for calibration was considered inappropriate, as it would lead to
overestimating the pressure in Seiliger stage 6 and an exaggerated
pressure drop during the blowdown process. Instead, the maximum
pressure value per cycle of all 200 cycles from all 4 cylinders was
averaged and defined as peak pressure for the Seiliger cycle approx-
imation, which corresponds well with the results expected from a

mean value model. Conversely, this approach demonstrates that a
mean value model is unsuited to predict any cylinder-to-cylinder or
cycle-to-cycle variation and cannot be used to establish limits for
stable combustion. The averaged pressure trace and the deviation
is presented in Figure 3, showing the pressure measurement plot-
ted against the cylinder volume in the 100 kW, 250 kW, and 500 kW
steady state operating point.

Figure 3 also shows the Seiliger cycle approximation for the pre-
viously mentioned steady state operating points. From this figure, it
is also clear that every steady state operating point will require its cal-
ibration since the cycle’s shape is different for every operating point.
The calibration requires determining all the parameters needed to
solve the Seiliger cycle equations given in Table 3 and all efficiencies
stated in Equation (8). Some parameters can be established directly,
whereas others require some reshuftling of equations or an estimated
guess. Seiliger parameter a follows directly from the pressure ratio
of peak pressure to pressure at the end of the compression stroke.
Seiliger parameter b is estimated from the p-V diagram by letting the
pressure trace of isothermal combustion coincide with the pressure
of the averaged measurement. For this, the fraction of heat added
during isobaric combustion is estimated, and the Seiliger parameter
b is determined according to

@4 pg(Ta—T3)  cpgT3(b—1)
ch = 7 = =

qin qin din

(11)

After determining Seiliger parameters a and b, Seiliger parameter ¢
follows from

Qin = 923 + q34 + q45 = @23 + q34 + ReTyInc (12)
The polytropic exponents for compression 719, and expansion #xp
are set to match the average pressure signal’s compression and expan-
sion shape for the nominal load point. As a result, losses during
compression and expansion in part load are slightly overestimated.
For simplicity of the model, the polytropic exponents are set con-
stant for compression and expansion throughout all the load cases.
The total engine efficiency can be derived by rewriting Equation (8)

W, W, 1

= T mht T sfe-h

(13)
with sfc the specific fuel consumption.

Finally, solving the mechanical efficiency #,, and the heat input
efficiency 7, is done iteratively since the measurement results do not
allow for a direct calculation of their value. By setting one of the effi-
ciencies, the other one follows from Equation (8). Subsequently, all
Seiliger equations can be solved and the thermodynamic state vari-
ables determined. Overestimating the mechanical losses and thus
underestimating the heat input losses results in excessive heat input
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Figure 2. In-cylinder pressure traces, capturing 200 cycles from cylinders 1, 3, 5, and 7 at the 500 kW, 100% MCR steady state operating point.
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Figure 3. Seiliger cycle approximation for steady-state operating points at 100 kW, 250 kW, and 500 kW. (a) p-V diagram at 100 kW. (b) p-V diagram at 250 kW and (c) p-V
diagram at 500 kW.

Table 4. Measurement data for the calibration of the Seiliger parameters.

Loadpoint 20% 50% 60% 80% 100%
Engine Load 100 kW 250 kW 300 kW 400 kW 500 kW
Pressure Inlet Receiver 67.7 kPa 102.3 kPa 137.6 kPa 176.5 kPa 213.8kPa
Temperature Inlet Runner 325K 322K 321K 321K 319K
Peak Pressure 251kPa 415kPa 477 kPa 593 kPa 717 kPa
Pressure Exhaust Receiver 115.7 kPa 146.6 kPa 159.8 kPa 193.2 kPa 234.4kPa
Temperature Exhaust Runner 825K 829K 833K 846 K 865K

Specific Fuel Consumption 473 g/kWh 325 g/kWh 309 g/kWh 292 g/kWh 281 g/kWh
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Table 5. Calibration values for the Seiliger cycle approximation in the different steady state load points.

Loadpoint 20% 50% 60% 80% 100%
Injected Fuel Mass [g/cyl,cyc] 0.1314 0.2255 0.2257 3246 0.3906
Mechanical Efficiency 0.64 0.82 0.85 0.89 0.90
Heat Input Efficiency 0.565 0.665 0.675 0.693 0.710
Fraction Heat Isobaric Combustion 0.56 0.56 0.56 0.56 0.58
Seiliger Parameter a 1.2948 1.2047 1.2106 1.1733 1.1712
Seiliger Parameter b 1.5729 1.6324 1.6372 1.6634 1.6946
Seiliger Parameter ¢ 1.9822 2.3450 2.3444 2.5176 2.3853

B Combustion Losses @ Heat Input Losses B Thermodynamic Losses

B Mechanical Losses O Brake Power

100%

20.1 209 _

_ 80% - s 219055 33.8
=
£ 60%
175)
2 40%
=
7}
43)

20%

0% 2 2 2 2 2

100 kW 250 kW 300 kW 400 kW

Operating Load [kW]

500 kW

Figure 4. Energy share across load points.

to the cycle. Since Seiliger parameters a and b are fixed, the isother-
mal combustion phase is extended, causing temperature Ty to rise
and overestimating Tpyy. In that case, the estimated efficiency is
adjusted and all Seiliger equations need to be solved again until T4
agrees with the measurements.

The results of the calibration process are summarised in Table 5.
Using the identified values of mechanical efficiency, heat-release
efficiency, and the Seiliger parameters a, b, and ¢, the in-cylinder
combustion process is characterised at the five calibration operating
points. From these calibrated values, the breakdown of the energy
share can be derived, as printed in Figure 4. Compared with the Heat
Release Rate (HRR) analysis performed by Kiouranakis et al. (2025),
the present approach may slightly under-predict mechanical losses
and over-predict heat input losses, but the total engine efficiency
agrees. If an HRR analysis is available in an early stage, the obtained
efficiency breakdown could be used as an input to the Seiliger param-
eter calibration.

The dynamic simulation model must ultimately predict the
engine’s response not only at these five calibration points but
throughout the entire operating envelope. This requires estimating
mechanical efficiency, heat-release efficiency, and Seiliger parame-
ters a, b, and ¢ for all possible operating conditions. Following the
approach of Geertsma et al. (2017), a relationship between heat
release and the injected-fuel mass can be identified. Figure 5 demon-
strates this relationship by plotting the calibrated Seiliger parameters
against the normalised fuel flow. Similar trends are evident for both
mechanical efficiency and heat-release efficiency. These relationships
are critical because they enable continuous estimation of combustion
characteristics across the entire operating envelope without requir-
ing additional experimental calibration points. By linking Seiliger
parameters and efficiencies directly to normalised fuel flow, the
model can predict engine performance and thermal behaviour for
any setpoint used by the controller. To enable continuous prediction
of the in-cylinder combustion process, these dependencies were fit-
ted with second-degree polynomial functions, also shown in Figure

5. With these polynomial relations, the combustion model can now
estimate engine efficiency, peak pressure, and exhaust conditions
directly from the fuel-flow set-points provided by the engine con-
troller.

3.4. Gas path modelling

As the introduction mentions, different approaches to model the gas
path exist. Within this research, we focus on developing a fast mean-
value model that is suitable for control purposes and integrated
system simulations. Therefore, computationally expensive CFD sim-
ulations are not considered, nor are 1-D flow models or wave action
models. These models require many geometric parameters of the
investigated gas path, which are often unavailable. Dedicated soft-
ware packages exist to set up and run these models, for example,
GT-Power ! (1-D flow models) or Ricardo Wave 2 (wave action
models).

For this research, three different possibilities for setting up the
gas path model according to the filling-and-emptying approach will
be compared. These approaches can be implemented with limited
geometric parameters of the gas path and set up within a stan-
dard numeric computing environment, such as MATLAB/Simulink,
which can be directly coupled to the in-cylinder process model.

3.4.1. 3 control volumes with full turbocharger

The filling and emptying approach considers several flow receiving
or volume elements interconnected by flow control or resistance ele-
ments, according to Horlock and Winterbone (1986). With these
volume and resistance elements, temperature, pressure, and mass
flow of air/exhaust gas of all physical manifolds present in the gas
path can be established. In principle, the number of volume elements
can be increased to consider even the smallest manifolds in the gas
path. Since this increases the model’s complexity and computational
costs, a trade-oft should be made in the number of volume elements.
According to the authors, the maximum number of volume elements
implemented in a calibrated model is six (Sui et al. 2022). This study
considers only the three largest volume elements: the air cooler, the
inlet receiver, and the exhaust receiver. Implementing additional vol-
ume elements would increase the computational cost of the model,
with limited effect on the results due to the negligible size of the
remaining volume elements in the gas exchange path. In Figure 6,
the implemented volume elements are represented by circles and the
resistance elements by rectangles. For every volume element, the con-
servation of mass is applied, and by considering the ideal gas law, the
pressure within the volume element is determined, according to:

dﬁp _ R7T min - maut

d v dt
where #1;, and #1,,; are the mass flows into and out of the volume
element, T is the temperature within the volume element, R is the
gas constant of the gas mixture in the volume element and V is the
volume of the volume element. The necessary input values of mass

flow and temperature for the volume elements are determined within
the resistance elements.
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Figure 6. Block diagram of the model with the gas-path represented by 3 control volumes and a full turbocharger model.

The investigated gas engine incorporates a throttle valve for
engine speed control. A throttle valve is not used in marine
CI engines but is common in the simulation of automotive SI
engines (Eriksson et al. 2002; Ref3 et al. 2015) to control the mass
flow of air (or premixed air-fuel) forced into the cylinders, ensuring
the engine speed is kept at the desired value. In parallel, fuel flow is
controlled by an independent controller, ensuring the right air-excess
ratio is maintained. The throttle valve is implemented as a throttle
valve with variable throat area according to Heywood (1988), with
the opening area Ay, given by

( cos z//) 2 |: a
1-—— )+ =
cos ¥ T | cosy
cos acos
d sin”! (7%) —a(l —a*)"? —sin™! aj| ,
cos ¥ cos i
(15)

4Ath _

ol (cos? y — a® cos? yo) '/
T

with y the opening angle, y( the throttle plate angle of the closed
throttle and a the throttle shaft to throttle bore ratio. The mass flow
rate through the throttle can then be determined by

_ 1/2
. CpAmpo (pr Yl pr\V Y
my = ——— | — — 11— , (16)
VRT)y Po y —1 Po

where py and T are pressure and temperature before the throttle,
pr is the pressure after the throttle and Cp is the throttle discharge
coefficient. For operation over the complete operating envelope,
the discharge coefficient can be implemented with a continuous fit,
according to:

Cp(y) = acp, * ‘//2 +bc, * v +ccp (17)

In case the flow is choked through the nozzle (pr/po > 0.582), the
mass flow through the nozzle reduces to

2 (r+1/2(y -1
(y + 1)

where Cj, is the discharge coefficient in choked condition and py is
the gas density before the throttle.

The complete turbocharger model consists of the compressor and
turbine resistance elements coupled by the turbocharger shaft’s rota-
tional speed. The compressor’s delivered mass flow and isentropic
efficiency are obtained from the compressor performance map. The
temperature after the compressor can be derived from

_ CpAth,DO 1/2

, 18
T (18)

1,

Tcomp,in

|:(7Tcomp)’q;{7’;1 - 1] > (19)

Tcump,out = Tcomp,in +

Nis,comp

with Teomp,in the temperature before the compressor, 7 comp the com-
pression ratio and #;s comp the isentropic efficiency of the compressor.
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The required torque to drive the compressor is given by

M _ Cp,amcomp(Tcomp,out - Tcomp,in)
comp = nrc >

(20)

where momp is the mass flow delivered by the compressor and nrc
is the rotational speed of the turbocharger shaft. Analogous to the
compressor, the swallowed mass flow and the isentropic efficiency
of the turbine are obtained from the turbine performance map. The
temperature after expansion can be determined by

Tturb,in 1

1-— , (@21
Nis,turb

Tturb,out = Tturb,in - g —1

(”turb) 3

in which Ty, i, is the temperature before the turbine, 7, is the
expansion ratio over the turbine and #; 4,13, is the isentropic efficiency
of the turbine. The delivered torque by the turbine My, is given by

M _ Cp,gmturb”/is,turb(Tturh,in - Tturb,out,is)
turb = nC >

(22)

where my,, is the mass flow swallowed by the turbine and Ty,p oyt is
is the temperature after the turbine considering isentropic expansion,
as follows

1
1= gL
(Trurp) ¢

Tturb,out,is = Tturb,in - Tturb,in (23)

Finally, the turbocharger shaft speed is determined by considering
the equation of motion

dnrc . N, TCMury — Mcomp
dt 27 JTc

, (24)

with #,, Tc the mechanical efficiency of the turbocharger and J7¢ the
turbochargers polar moment of inertia. The polar moment of inertia
was obtained by comparing the turbocharger to known turbocharg-
ers with similar compressor and turbine wheel sizes.

3.4.2. 1 control volume with full turbocharger

The gas path can be further simplified by reducing the number of
control volumes. This results in a reduction in the number of dif-
ferential equations to be solved, thus decreasing the computational
effort and calibration complexity of the model. In most engines,
the inlet receiver is the largest physical manifold in the gas path.
Lumping together the capacitative effects of all other manifolds in
the inlet receiver will, therefore, result in the smallest overall error
on the dynamic response characteristic. Additionally, since the in-
cylinder process relies on the inlet receiver parameters as initial
conditions, the inlet receiver dynamics also greatly influence the
dynamic response characteristics. The block diagram of this simpli-
fied approach is presented in Figure 7. In this case, the air cooler
and exhaust receiver are implemented with a simple pressure loss and
temperature decrease.

Unfortunately, by omitting the volume element of the exhaust
receiver the temperature after the blowdown process as reported in
Equation (10) cannot be solved analytically without iteration. This
equation will now contain the two unknown variables, Tyz and pe;.
The equilibrium pressure in the exhaust receiver is therefore esti-
mated considering the air swallow characteristics of the turbine,

according to Stapersma (2010) and Geertsma et al. (2017).

(mgir + mfuel)zRg Ter 2

exh’

Per = (25)

2 A2
aZAeﬁ

with az the effective turbine area decrease coeflicient equal to one
for a constant pressure turbocharger, A the effective turbine cross-
section area, and p,y; the back pressure in the exhaust after the
turbine. The effective turbine cross-section area is determined in the
nominal condition and kept constant in all other operating condi-
tions, which is valid if the pressure drop across the turbine remains
constant (Pucher and Zinner 2012). Considering the decreasing back
pressure in the exhaust for part-load, the pressure drop across the
turbine will decrease slightly. This results in an error on the effec-
tive turbine cross-section area with a maximum deviation of about
5% at idle load. Figure 8 compares predictions based on constant
and variable A, ff against the measured exhaust receiver pressure in 6
operating point. Using a constant A,ff reduces accuracy slightly, with
the largest deviations occurring in the medium power range.

3.4.3. 1 control volume with simplified turbocharger

The performance maps necessary to set up a full turbocharger model
are often unknown. The performance maps can be predicted if suffi-
cient measurement data and some of the turbocharger parameters are
available. In Section 3.5, two different methods to predict these maps
are introduced, and the performance maps are derived accordingly.
However, if insufficient data is available, the turbocharger can be sim-
plified by introducing the turbocharger power balance, according
to Zinner (1975) and Pucher and Zinner (2012)

mturb
Tcomp = |:1 + —
Mcomp

Cpg Tturb,in
== . —— . nrC

Cp.a Tcomp,in

1

g1\ T
(1 - (ﬂturb) K )] >

with 77 the total efficiency of the turbocharger, thus combining the
mechanical efficiency, isentropic efficiency of the compressor and
isentropic efficiency of the turbine of the previous section in one
parameter. The total efficiency of the turbocharger is not constant
for all load points but is a function of the turbocharger speed and
pressure ratio. Since the simplified approach does not predict the
turbocharger speed, the efficiency is determined with a quadratic
function of the compressor pressure ratio, analogous to Geertsma
etal. (2017)

(26)

T comp 2 T comp
nTCc = arc - (1 - 7) + brc - (1 - 7) + cres
T comp,nom T comp,nom

(27)
with Z comp,nom the compressor pressure ratio in the nominal oper-
ating point, and arc, brc, and crc the polynomial coefficients. To
capture the effect of the turbocharger’s rotational inertia, a first-
order time delay on the compressor outlet pressure pcomp,our can be
implemented by

dpcomp,out _ pcomp,out,s - Pcomp,out
dt TTC ’

(28)

with peomp,out,s the static compressor outlet pressure, as determined
with Equation (26) and z7¢ the turbocharger time constant. To deter-
mine the turbocharger time constant, a dedicated measurement of
a single load step was made, and the time constant was calibrated
accordingly. The block diagram with the simplified turbocharger
model is presented in Figure 9.
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3.5. Deriving turbocharger performance data

This research will predict compressor performance using the
methods developed by Casey and Robinson (2013) and by Sta-
persma (2019). While the method proposed by Casey & Robinson
requires some geometrical parameters of the investigated compres-
sor, which might not always be available, the method proposed by
Stapersma relies on flow coeflicients only, effectively reducing the
required model calibration parameters. Besides the geometrical and
model parameters, both methods require several properties of the
design point, which is defined as the operating point with the highest
efficiency. To determine the design point of the compressor, measure-
ments of rotational speed, mass flow, pressure before and after the
compressor, and temperature before and after the compressor were
taken in 12 different load points of the engine.

The method of Casey and Robinson (2013) proposes normali-
sation of the rotational speed and flow to predict the development
of efficiency and work. Casey & Robinson suggest the use of two
elliptic curves to predict the efficiency above and below the design
point. For every non-dimensional impeller speed, these curves are
determined with a set of pre-defined shape parameters. The authors
present these shape parameters by examining a large set of compres-
sor maps. Besides the design point parameters, this method requires
determining the four key nondimensional parameters:

o The global volume flow coefficient ®, given by
14

D=—01, 29

with V the volume flow rate through the compressor, u, the
impeller blade tip speed, and D, the impeller blade tip diameter.

e The stage work coefficient 4, given by

(30)

with Ah the difference in specific enthalpy between compressor
inlet and outlet.
e The tip-speed Mach number M, established with

u
M= —,
ai

(31)

with a; the inlet speed of sound.

o The design point polytropic efficiency 7,1, which can be defined
as the isentropic efficiency of an elemental stage in the compres-
sor (Saravanamuttoo et al. 2001; Boyce 2011). Since the com-
pressor comprises of just one centrifugal compressor stage, the
polytropic efficiency will be set equal to the isentropic efficiency,
given by

Tcomp,nut,is comp,in

, (32)

Npol =
P Tcump,out - Tcomp,in

with' Teomp,out,is the isentropic compressor outlet temperature,
which can be determined by

Kg—1
in* T *a .

Tuut,is = (33)

The highest estimated compressor efficiency measurement point
was chosen as the design condition. The remaining three key nondi-
mensional parameters can be determined by combining the mea-
sured properties and the geometrical parameters. The corresponding
design condition properties are given in Table A1, Appendix 1, and
the choice of model parameters from the suggested range by Casey &
Robinson. The resulting performance map with the measured com-
pressor working points is given in Figure 10. For rotational speeds
below the design condition, the pressure ratio is slightly under-
predicted, and for rotational speeds above the design condition, the
pressure ratio is slightly over-predicted.

The method by Stapersma (2019) proposes a linear model for the
enthalpy coeflicient y* and a quadratic model for the pressure coef-
ficient ¢*. All coefficients marked with an asterisk are normalised,
facilitating the scalability of the results. The linear relation between
w* and the effective flow coeflicient ¢* is derived considering Euler’s
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law:

. v 1—(/)1%c0ta1+go2cotﬁ2

[// = =
Yo Yo

=1+(1—i)(w*—1),
Yo

with ¢; and ¢, the flow coeflicients at rotor entry and exit, 4; and
u; the circumferential velocities at rotor entry and exit, a; the abso-
lute inlet flow angle, 8, the relative outlet flow angle, ¢ the nominal
enthalpy coefficient, and the dimensionless enthalpy change over the
stage v defined by:

(34)

(35)

Keeping in mind this definition, the enthalpy coefficient can also be
expressed in the temperature change by

t//*: 1 7—-1

— , 36
U*zTo—l ( )

with 7 the temperature ratio across the stage, 7o the temperature ratio
across the stage in design condition, and v* the non-dimensional

s*:l—l—(l—i)((o*—l)
Yo

| . "
— —(p" = 1) —sign(po) 0" — 1)’, (39)
Yo
with the pressure coefficient ¢* defined by
., 1 [z -
&= p*2 k=1 (40)
Tyt —1

The relative efficiency #* is determined by the relation between the
enthalpy coeflicient and the pressure coefficient:

o Neomp»  for a compressor, with ncomp = 1%y, * M0
=11 , , . (41)
W —— foraturbine, with 6 = 75, - 10,

Murp

Solving the quadratic Equation (39) requires the first three of the four
model parameters:

e Sensitivity parameter x, determining the stretch of the predicted
map parallel to the ¢*-axis and with respect to the design condi-
tion. A wider compressor map allows the compressor to deliver a
wider range of mass flow against constant pressure and is typical
for compressors with low compression ratios.

e Sensitivity parameter y, determining the stretch of the predicted
map parallel to the v*-axis and in respect to the design condi-
tion. A higher compressor map allows the compressor to deliver
a constant mass flow against a wider range of pressure ratios.



e The nominal enthalpy coefficient yy, defined as

Ahy
Vo= "5
U0

(42)

with Ahy the difference in enthalpy between compressor inlet
and outlet in design condition, and u, the impeller blade tip
speed in design condition. The enthalpy coefficient determines
the compressor’s loading and thus influences the curvature of the
predicted compressor speed lines.

e the nominal Mach number May, defined by

Vm,0

Mao = (43)

-~ >
Smaoyg - ax

with v, 0 the axial absolute fluid velocity at rotor inlet, and ag
the apparent air angle through the moving impeller. The Mach
number indicates the margin between the working point and the
maximum mass flow in choking conditions.

With these model parameters, coefficients a, b, and d are defined

1
a=1——
Yo
1
b:_x.i
Yo

d = —y - sign(yo) (44)
If the performance map is entered from the mass flow side, the pres-
sure can be determined from the quadratic Equation (39) with these
coefficients. More often, though, the pressure over the turbocharger
is known, and the quadratic equation needs to be solved for the mass
flow through the turbocharger. In that case, Equation (39) needs to
be rewritten to

—(a —2b)
) +J@—2b)? —4b-[1—¢* —a+b+d- (v* — 1]
- 2b

(45)

@

For every non-dimensional impeller speed, the flow coefficient can
be expressed by the relative Mach number Ma* at rotor entry:

M * * ok 1 - q
a = V e e———
1 1— q({l)*l)*)z

with coefficient g derived from the fourth model parameter by

(46)

(47)

The relation between the effective flow coefficient and the flow
coefficient at rotor entry and rotor exit is defined by

o = (1 =997 +sp3, (48)
with s the split factor. Reshuftling this equation results in:
i a
= (49)

- 2%
(1 S)+S¢T
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The ratio of z—é can be obtained by solving
1

5 1 (o — 1
Lon -y = 60
?1

70 k=1 x—1
[1+[1+d(v*_1)z]v*z ( _1)]

The mass flow is limited once chocking conditions are reached, i.e.
Ma = 1. This can be achieved by limiting the the relative Ma number
Ma* and the resulting non-dimensional mass flow x* with

Ma* . . R
T if Ma* < Ma;, .
; 1 — q) + g Ma*?]| %=1
ur = [0+ gMa”] (51)
Hax ——> otherwise
[ = q) + g MagZ, ] =D
with May,,. to be determined with
N k—11—gq
Maj.. = | 2 4 (52)

The mass flow can finally be determined from the non-dimensional
(or corrected) mass flow ¥, given by:

‘_ ﬁ Tin Pino- (53)
Mo\ Tino Pin

Comparing the two methods, a resemblance in the input parame-
ters can be identified. The definition of the stage work coefficient 4
by Casey & Robinson is identical to the definition of the enthalpy
coefficient y by Stapersma. Furthermore, both methods use the
Mach number, but while Casey & Robinson define the Mach num-
ber with respect to the impeller tip speed, Stapersma refers to the
axial absolute fluid velocity. However, both method require the Mach
number to estimate the location of the choking line. Although not
required as input parameter, the method by Stapersma defines the
flow coefficient ¢ analogously as the ratio of axial fluid velocity to
the circumferential speed of the impeller to predict the location of
maximum efficiency for different compressor speed lines.

3.5.1. Compressor model calibration via parameter optimisation
Due to limitations in the available measurement data, the precise
location of the peak compressor efficiency could not be directly
identified. However, based on prior knowledge and consistency
across measurements, it was assumed that the efficiency peak lies
along the measured operating line. Notably, the estimated com-
pressor efficiency exhibited only minor variations across the inves-
tigated rotational speeds-54,900 rpm, 60,100 rpm, 66,800 rpm, and
81,000 rpm-thus justifying the use of a common parameter set across
all operating conditions.

To calibrate the compressor performance model derived from the
method of Stapersma, a parameter estimation problem was formu-
lated. The objective was to minimise the discrepancy between the
model-predicted and measured compressor pressure ratios across
N = 12 measurement points. The parameter vector is defined as

0:[x y May o S]TGRS, (54)

where x and y are sensitivity parameters, May is the nominal Mach
number, yy is the nominal enthalpy coeflicient, and s is the flow split
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factor. The optimisation problem is given by:

N
J6) = 3w [ i) — mso]

i=1

min
ecR>

subject to glover < g < gupper, (55)
where w; denotes the weight assigned to measurement point i,
7 comp () is the measured compressor pressure ratio, and né{)‘fn‘ifl(i; 0)
is the corresponding model prediction. The parameter bounds are

defined as:

gl =[20 01 04 03 053],

0P = [40 15 1.0 10 1.0] .

The optimisation problem described in Equation (55) is a bounded
nonlinear least-squares problem. The objective function is continu-
ous and smooth but generally nonconvex, as it depends on a nonlinear
physical model incorporating thermodynamic relationships, empir-
ical corrections, and operating line assumptions. The lack of analyt-
ical gradients—due to embedded empirical components and lookup-
based submodels—necessitates the use of derivative-free optimisation
strategies.

A suitable approach for this low-dimensional setting is the Nelder-
Mead simplex algorithm, which is widely used for smooth, uncon-
strained or mildly constrained nonlinear optimisation. To incorpo-
rate the parameter bounds, a quadratic penalty function was added
to the objective:

Jpen(9)
5
— ](0) + u Z (max(O,Gjlower _ 0])2 + max(O,Hj _ %UPPEr)Z) ,
j=1
(56)

where u > 0isa user-defined penalty factor (empirically tuned) that
enforces the box constraints during the optimisation.

Several alternative strategies could be considered for solving the
parameter estimation problem, depending on the trade-off between
computational efficiency, robustness, and implementation com-
plexity. Among these, trust-region reflective algorithms-specifically
designed for bounded nonlinear least-squares problems-are capa-
ble of leveraging numerical derivatives and often exhibit strong local
convergence properties. Bayesian optimisation, while well-suited for
expensive black-box functions with limited evaluation budgets, may
be unnecessarily complex for problems of such low dimensionality.
Metaheuristic approaches such as genetic algorithms or differential
evolution offer robustness to nonconvexity and multimodality but
tend to be less computationally efficient and require careful tuning.
Gradient-based methods with bounded constraints, including L-
BFGS-B, can also be effective provided that reliable gradient approx-
imations are available through finite differences. However, given
the smooth yet non-differentiable nature of the underlying model,
the Nelder-Mead simplex algorithm was selected as a practical
and robust solution method, offering a favourable balance between
implementation simplicity, convergence behaviour, and robustness
to noise and irregularities in the objective landscape.

The resulting design condition parameters are presented in
Table A1, Appendix 1, and the resulting performance map with the
measured compressor working points is given in Figure 11. Both
compressor maps, including the predicted efficiency, are plotted in
Figure 12.
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Figure 11. Predicted Compressor Performance Map according to Stapersma (2019),
showing the predicted speed lines of the compressor and the measured compressor
working points (indicated with a square).

3.5.2. Turbine model calibration via parameter optimisation
Given that the method of Casey & Robinson does not support tur-
bine performance prediction, optimisation of turbine parameters
was conducted exclusively using the approach proposed by Sta-
persma (2019). In the Stapersma framework, turbine performance
prediction is enabled by defining four model-specific parameters as
well as a full set of design condition parameters. In particular, a neg-
ative nominal enthalpy coeflicient y is used to reflect the turbine
expansion process.

To calibrate the turbine model to experimental data, a constrained
parameter estimation problem was formulated. The objective was
to minimise the discrepancy between the predicted and measured
turbine pressure ratios across N = 12 operating conditions. The
decision variable is the extended parameter vector

0 = [x y May woy ng my m)]T e R/, (57)
where x and y are sensitivity parameters, Mag and y represent the
nominal Mach number and nominal enthalpy coefficient, respec-
tively, and nyg, 19, and 7y denote the design rotational speed, mass
flow rate, and pressure ratio. For the turbine model, split factor was
excluded from the optimisation and set to 0.

The optimisation problem was defined as follows

N
2
10) = > wi [wmsdel 0) — 225
i=1

subjectto glover < g < gupper

min
0ecR’ (58)

with the bound vectors defined as

0" =[1.0 0.1 05 —40 30000rpm O0.1kgs™' 10]",

0UPPr —[20 10 09 —10 90000rpm 05kgs™ 24] .

model (. 9 denotes the model-predicted turbine pressure ratio

Here, 71

at operating point i, 7,7,3° (i) is the corresponding measured value,
and w; is a weight applied to each residual to reflect measurement
relevance or confidence.

The resulting problem is a smooth but nonconvex nonlinear least-
squares optimisation over a bounded domain in R7. Due to the
model’s nonlinear structure, the absence of analytical gradients, and
the moderate dimensionality of the parameter space, a derivative-

free optimisation strategy was adopted. As in the compressor case,
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Figure 12. Predicted Compressor Performance Maps including efficiency and indication of surge and choke lines. (a) According to Casey and Robinson (2013) and (b)

According to Stapersma (2019).

the Nelder-Mead simplex method was used in combination with a
penalty formulation to handle box constraints, yielding a penalised
objective function:

Jpen(9)
7
— ](0) 4 u Z (max(o’e}ower _ 6])2 + max(O,Qj _ %upper)z) ,
j=1
(59)

where u > 0 is a penalty parameter and 0'°V¢", §PP*" represent the
bounds imposed on the parameter vector, as listed in Equation (58).

For comparison, a turbine performance prediction based on the
simplified curve-fitting approach proposed by Jensen et al. (1991)
was also incorporated. The resulting design condition parameters
are presented in Table Al, Appendix 1, and the resulting perfor-
mance map with the measured turbine working points is given in
Figure 13. Compared to the compressor prediction, the turbine pre-
diction resulted in a less accurate fit with the measurement data. The
reason for this is three-fold:

(1) The temperature measurements of turbine inlet and outlet tem-
peratures are less reliable compared to the compressor tem-
perature measurements due to the fluctuations in exhaust tem-
perature and the higher heat transfer rates to the water-cooled
exhaust receiver walls and the water-cooled turbine housing.
The model determines the non-dimensional impeller speed v*
with

2

v = "

e —
Tin
nOV Tino

and the non-dimensional (or corrected) mass flow x* with

(60)

™

mo\ Tino Pin

Tin Pino

*

u

(61)

Both equations are sensitive to the turbine inlet temperature and
thus sensitive to the measurement error of this temperature.

The investigated turbocharger is old with relatively low com-
pressor efficiency and achievable compressor pressure ratio
compared to the rotational speed of the turbocharger. As a

(©)

result, the pressure ratio over the turbine is even lower due to the
construction principle with the throttle valve. The investigated
prediction methods struggle to correctly predict the perfor-
mance of the compressor on the very low pressure ratios, but
even more so with predicting the turbine performance in these
circumstances.

3.6. Control strategy

The implemented engine control strategy consists of two sepa-
rate controllers for fuel flow control and engine speed control, see
Figure 14. The throttle valve controls the engine speed, forming
a controllable restriction on the mass flow of mixed air and fuel
from the compressor to the inlet receiver. In the physical controller,
set points for the throttle valve are generated by a PID controller
with variable gain settings. According to Baan (2025), the relation-
ship between the throttle command, THR sctyator,set> and the resulting
throttle angle, THR gie set> can be represented by a linear mapping
for actuator setpoints above 20 percent. This mapping is given by

deg

W N THRactuator,set [%]'

THRangle,set [deg] = 0.75

In this formulation, an actuator setpoint of 0% corresponds to a fully
closed throttle at 0°, while a setpoint of 100% corresponds to a fully
open throttle at 75°.

The implemented PID controller uses fixed gain settings for sim-
plifications, according to Table 6. The inertia of the throttle valve has
been implemented with a first-order time delay with time constant
TTHR-

A TecJet gas valve adjusts the fuel flow, controlling the amount
of fuel added to the inlet air before the compressor. The fuel con-
troller estimates the actual air-to-fuel ratio based on the pressure and
temperature in the inlet receiver. With tabular values for the desired
air-to-fuel ratio, known as the fuel mapping, and the estimated actual
air-to-fuel ratio, the TecJet controller determines set points for the
gas valve. While setting up the model, no information on the phys-
ical fuel controller was available. Therefore, the mass flow of fuel
will be directly resolved from the desired air-to-fuel ratio. The con-
troller delay and inertia of the fuel valve were captured with a single
first-order time delay with time constant 7.
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The time constants rryr and 7f, were determined with a ded-
icated measurement of one load step, as part of earlier research
by Vollbrandt et al. (2023). However, assumptions found in simi-
lar research can be implemented as well since the overall simulation
model is not very sensitive to the exact value of these time constants.

3.7. Model combinations

With the model framework developed and the different components
implemented in the simulation environment MATLAB Simulink

NG in
Exhaust out @ @ Air in

R2023b, engine simulations could be executed using a combination
of different compressor and turbine prediction methods. All remain-
ing model parameters are presented in Table A2, Appendix 1. For the
following validation and case study, the following combinations were
investigated:

e 1 control volume with simplified turbocharger (1CV-simpleTC).

e 1 control volume with full turbocharger, compressor map pre-
dicted with Casey & Robinson, turbine map predicted with Jensen
(1CV-CasJen).

Table 6. Parameters and settings for the implemented engine speed and fuel flow control.

Controller settings Value Actuator Parameters Value
Engine Speed Controller

Proportional gain Kp 4.5 Quadratic coefficient discharge coefficient ac, 0.000061 11°72

Integral gain K; 1.1 Linear coefficient discharge coefficient bc, —0.0025°7"

Derivative gain Kp 0 Constant coefficient discharge coefficient cc, 0.72
Throttle plate angle of closed throttle yq 0°
Throttle shaft to throttle bore ratio a 0.0909
Time constant throttle valve t7yg 0.05s

Fuel Flow Controller
Time constant fuel valve g, 0.1s




e 1 control volume with full turbocharger, compressor map pre-
dicted with Stapersma, turbine map predicted with Stapersma
(1CV-StaSta).

e 3 control volumes with full turbocharger, compressor map pre-
dicted with Stapersma, turbine map predicted with Stapersma
(3CV-StaSta)

e 3 control volumes with full turbocharger, compressor map pre-
dicted with Stapersma, turbine map predicted with Jensen (3CV-
StaJen)

4. Model validation

On the engine testbed of the NLDA, an engine transient measure-
ment run of 5 consecutive load steps with intermediate steady state
operation has been captured. The measurement run has been exe-
cuted on constant engine speed with load steps increasing from 16%
to 30%, 60%, and 80% and decreasing from 80% to 50% and 20%
of the MCR load. These measurement points have been selected to
cover the entire engine envelope, including increasing and decreas-
ing step loads with different step sizes. This measurement campaign
can be executed in a single run of less than 2 hours and should
be integrated into future FAT of internal combustion engines. The
obtained dataset has been split into two separate datasets, one set
containing segments with steady state operating points and one set
containing data of the dynamic segments with the transition between
steady state operating points, see Figure 15. The steady state operat-
ing points have been used to calibrate the derived models while the
dynamic segments have been used to validate the calibrated models.
To determine the error between the measurements and the simu-
lation results, three different indexes of performance (Ghelardoni
et al. 2013; Coraddu et al. 2022) have been evaluated for the com-
plete measurement run, all steady state segments and all dynamic
segments. These indices are defined as follows:

(1) The mean absolute error (MAE):

S T — ot
MAE_m;[h(xi) s] (62)

with m the sample size, h(x}) the predicted model outcome
for any given variable and for every sample point, and y! the
measurement of the given variable;

(2) The Mean Absolute Percentage Error (MAPE):

100 < [ h(xh) — ot
MAPE = — —il Jif.
2

: (63)
i=1

Yi

(3) The Pearson Product-Moment Correlation Coefficient
(PPMCC):
Mmoot — ) (h(xh) — 7
PPMCC = 21:1()}1 y)( (xz) y) , (64)

I 6= S ) — 2
withy = % PR and y = % 2oLy h(x).

The simulation was executed using the Runge-Kutta method and
a fixed step-size of 0.0001s. This increased the computational costs
significantly, with an execution time of 240 s for a 300 s scenario, but
the fixed step size ensured the correct ratio of sample points taken
during the steady state and dynamic segments. For optimal perfor-
mance, the simulation can be executed using a solver with variable
step size, which will increase the step size during steady state seg-
ments, reducing the execution time to 6 s with the Dormand-Prince
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Figure 15. Engine power time trace showing the steady state and dynamic seg-
ments.

method and a maximum step size of 0.5 s. The simulation results have
been obtained with MATLAB Simulink R2023b running on an Intel
Core i7—1365u processor and 16 GB RAM.

The complete set of results for all three performance indices and
all model combinations is provided in Appendix 3. Tables 7 and 8
summarise the mean absolute percentage error (MAPE) of key vari-
ables for the calibration and validation datasets, respectively. Table 7
reports the MAPE for steady-state operating segments that coin-
cide with the five calibration points. These values demonstrate that
all model variants are well calibrated, with most engine variables
predicted to within approximately 5% error (i.e. > 95% accuracy).
Table 8 presents the corresponding MAPE for dynamic segments
used for validation, capturing the model’s predictive capability dur-
ing transient operation outside the calibration range. As expected,
the errors in Table 8 are generally higher than those in Table 7, reflect-
ing the greater challenge of predicting fast transient responses and
the combined influence of model and measurement uncertainties.
The following sections provide a variable-by-variable discussion of
the main sources of deviation and their physical causes.

The complete set of performance indices is provided in
Appendix 3. Overall, most models reproduce the transient per-
formance characteristics well, as reflected by high Pearson prod-
uct-moment correlation coeflicients (PPMCC), typically exceeding
0.9 for the evaluated engine parameters. Notable exceptions are the
mass flow rates 711, and engine efficiency #eng, both of which show
lower correlations due to sensor response delays. With a sensor
response delays of 3second for air flow (Sierra Instruments [date
unknown]) and 0.5second for fuel flow (Bronkhorst [date
unknown])), both sensors are slower than the engine’s transient
response. As a result, transient measurements of these variables, and
therefore the derived efficiency, see Equation (8), are considered
unreliable.

During steady-state operation, however, the fuel mass flow #14,
and corresponding engine efficiency are predicted with very high
accuracy, reflecting the quality of the in-cylinder combustion model.
As discussed in Section 3.3, calibration of the Seiliger parameters
produced an accurate representation of the combustion process and
the associated energy losses, see Figure 4. Although the PPMCC for
engine efficiency remains lower during dynamic phases, the fuel-flow
predictions show comparatively higher accuracy, consistent with the
shorter delay of the fuel-flow sensor relative to the air-flow sensor.
This is particularly evident during the increases in load, when the
response to fuel flow is captured well, while the predictions dur-
ing the decreases in load are less accurate (see Figure 17(c)). This
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Table 7. Mean Absolute Percentage Error (MAPE) steady state segments (Calibration Points).

Variable 1CV-SimpleTC 1CV-Caslen 1CV-StaSta 3CV-StaSta 3CV-Stalen
Engine Power P, 0.67% 0.64% 0.66% 0.64% 0.67%
Engine Speed neng 0.06% 0.05% 0.07% 0.05% 0.08%
Throttle valve set point THRset 6.48% 6.28% 4.49% 3.67% 571%
Turbocharger Speed n1¢c 100.00% 3.76% 10.39% 4.72% 6.60%
Pressure air cooler pge 2.85% 1.60% 1.77% 1.14% 0.88%
Pressure inlet receiver pj 5.19% 5.20% 521% 1.79% 3.83%
Pressure outlet receiver po, 1.68% 1.67% 1.68% 2.18% 4.24%
Total engine efficiency #eng 2.04% 2.04% 2.06% 1.47% 1.48%
Mass flow air + fuel in mj, 3.25% 3.24% 3.23% 2.64% 2.67%
Mass flow fuel My 1.88% 1.72% 1.73% 1.35% 1.36%
Table 8. Mean Absolute Percentage Error (MAPE) dynamic segments (Validation).

Variable 1CV-SimpleTC 1CV-CasJen 1CV-StaSta 3CV-StaSta 3CV-Stalen
Engine Power P, 7.20% 6.40% 5.52% 6.70% 5.29%
Engine Speed neng 0.61% 0.91% 0.64% 0.72% 0.97%
Throttle valve set point THRset 30.47% 30.05% 30.96% 30.96% 27.37%
Turbocharger Speed n1¢c 100.00% 5.54% 10.12% 8.34% 9.07%
Pressure air cooler pgc 4.26% 3.15% 2.86% 5.12% 3.79%
Pressure inlet receiver pj 6.61% 6.42% 6.52% 5.16% 4.90%
Pressure outlet receiver po, 3.70% 3.39% 2.20% 3.61% 4.79%
Total engine efficiency #eng 6.79% 6.35% 6.37% 6.41% 5.93%
Mass flow air + fuel in mj, 12.88% 12.72% 11.41% 11.40% 11.95%
Mass flow fuel g 3.70% 4.22% 3.01% 3.73% 3.39%

highlights the influence of the pressure of the inlet receiver on the
characteristic of the transient response.

During steady-state segments, PPMCC reaches 1 for all parame-
ters and models, except engine speed and throttle position. Throttle
oscillations—caused by sensor noise and external disturbances-lead
to minor speed fluctuations, reducing correlation with static sim-
ulation outputs for the engine speed, see also Figure 16. However,
throttle valve measurements still show high PPMCC (0.97), likely
due to the variation in throttle positions. At high engine loads, throt-
tle predictions deviate by 5-10% from measured values, suggesting
minor errors in the discharge coefficient. While throttle actuation is
accurately predicted at low loads, deviations increase at high loads
due to the model’s fixed PID gains, unlike the variable-gain controller
in actual operation.

Pressures in the exhaust receiver p,, and before the throttle
valve in the air cooler p,. are predicted with > 95% accuracy at
steady-state by all models. The inlet receiver pressure p; is best
captured by the 3-control-volume (3CV) models. Transient pres-
sure prediction remains above 93% for all models, with 3CV models
outperforming simpler approaches. The simple turbocharger model
shows the most significant drop in accuracy during transients, but
performs better than expected. At high loads, all models—except
3CV-StaSta—underpredict pj,, while 3CV-StaSta slightly underpre-
dicts per, suggesting an overestimated turbocharger efficiency, see
Figure 16(d).

The turbocharger shaft speed is predicted accurately during
increasing load steps by all models with a full turbocharger imple-
mented, see Figure 16(c). As expected from the compressor fitting,
the models with a compressor prediction according to Stapersma
show a larger deviation for the lower compressor speeds. Predictions
of the turbocharger shaft speed during decreasing load steps are less
accurate, which also affects the pressure predictions. The error of
predicted pac, pir and pe; is larger during decreasing load steps com-
pared to the increasing load steps, see also Figures 16(d) and 17(b).
The worst deviation is achieved with the simple turbocharger model.
Since this model captures the rotational inertia with a constant tur-
bocharger time constant 77, see Equation (28), the delay in the com-
pressor outlet pressure is identical during increasing and decreasing
load steps. The measurements show, however, that the turbocharger

shaft speed is decreasing notably faster during decreasing load steps
due to the drop in delivered turbine torque. This results in a signif-
icant over-prediction of p,. and p;. A constant turbocharger time
constant r7c is not suited to capture the transient performance
characteristics of increasing and decreasing engine loads.

Only the 3CV models capture the pressure dynamics in the air
cooler p,. due to throttle valve action. Abrupt throttle openings at
rising loads cause flow surges and pressure drops; closures during
decreasing loads cause pressure spikes. Models without air cooler
volume elements fail to reproduce this. While these effects minimally
impact accuracy, they may influence compressor performance. A
sudden pressure increase with a simultaneous drop in delivered mass
flow could push the compressor across the surge line, as investigated
and extensively discussed in Theotokatos and Kyrtatos (2003).

Temperature predictions are not validated for dynamic behaviour
due to sensor delays. Validation in the steady state calibration points
shows a > 95% accuracy.

The predicted temperatures for different locations in the engine
have not been validated. Predicted temperatures in the steady state
calibration points have been compared with the measured tem-
peratures, and an error of less than 5% was achieved. However, it
was not possible to validate the dynamic response characteristics
due to the considerable sensor delay of the implemented tempera-
ture sensors. The current models do not account for heat losses to
oil, ducting, or turbocharger components, excluding the air cooler,
which may lead to overestimating gas path temperatures during ris-
ing loads. At the same time, measured values may under-represent
actual temperatures.

The robustness of the Seiliger-cycle calibration across five oper-
ating points, and of the subsequent polynomial fitting, was evalu-
ated using a leave-one-out procedure. In each iteration, the Seiliger
parameters a, b, c, together with the mechanical efficiency #,, and
heat release efficiency 74, were re-calibrated while omitting one of the
five operating points. The model was then re-validated and the per-
formance indices were recomputed. This procedure was carried out
four times for the 3CV-StaSta configuration, excluding the 20%, 60%,
80%, and 100% load points. The 50 percent point was not excluded
because it closely resembles the 60 percent operating point. The
resulting Mean Absolute Percentage Errors (MAPE) were compared
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Figure 16. Validation time trace plots of engine speed, throttle valve position, turbocharger shaft speed and inlet receiver pressure. (a) Engine Speed. (b) Throttle Valve

Position. (c) Turbocharger Shaft Speed and (d) Inlet Receiver Pressure.

with the reference calibration based on all five points, and the out-
comes are provided in Appendix 4. As expected, omitting the 20%
load point leads to the largest degradation in accuracy. However, for
most parameters the deterioration remains minor, with the largest
deviation found for the inlet receiver pressure at 2.67 percentage
points. The effect of removing a calibration point at medium load
is almost negligible. Overall, the leave-one-out analysis demonstrates
that the chosen calibration and fitting approach is robust and remains
reliable even when fewer calibration points are available.

5. Case study

With the derived simulation models, a series of 6 load steps have been
investigated, see Table 9, and Figure 18(b). For these load steps, the
limits provided within NATO (2021) on the quality of power sup-
ply were used as a guideline. Following a load change on the electric
grid, the grid’s frequency is allowed to deviate 4% from the steady
state frequency of 60 Hz. This is defined as the transient tolerance, see

Table 10. Under worst-case conditions, an excursion of 5.5% is per-
mitted. For this use case, the grid is supposed to be fed from a single
generator set. Because the simulation represents a single generator,
a speed drop functionality was not included in the model. In addi-
tion, the mechanical coupling between the generator and the engine
was assumed to be rigid, and shaft elasticity was therefore neglected.
Therefore, the grid frequency is directly coupled to the engine speed,
and the limits of STANAG 1008 can be applied to the engine speed
as well. For the first load step, the engine load was increased from
200 kW to 305 kW, resulting in an engine speed drop of 3.8%, thus
meeting the STANAG 1008 requirement for transient tolerances. For
the second load step, the engine load was decreased to 200 kW. A
load increase from 200 kW to 330 kW was investigated in load step 3,
resulting in an engine speed drop of 5.2%, thus passing the STANAG
1008 requirement for worst case excursions. The corresponding load
decrease from 330kW to 200 kW was investigated in load step 4.
For load steps 5 and 6, the load step was further increased from
200 kW to 350 kW and 380 kW. In both cases, solely the increasing
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showing over-shoot and settling due to the increasing and decreasing load steps. The

load decrease at timestep 143 s was not measured and simulated with a decreasing ramp. (a) Engine Speed and (b) Engine Power.

step was recorded and investigated. Load step 6 represents the high-
est achievable load increase without stalling the engine, according to
the simulation models with full turbocharger. An even higher load
increase was not tested on the engine testbed. The simulation model
with a simplified turbocharger was not able to simulate this load step
since the charge air pressure does not increase fast enough to facilitate
recovering the engine speed and prevent an engine stall. Results for
this model are therefore generated with a load increase to 375 kW.
The resulting time traces for engine speed and engine power are
presented in Figure 18.

The simulations were performed with the Runge Kutta method
using a fixed step size of 0.001 s. The execution times for the differ-
ent model configurations are presented in Table 11. Results obtained
with the Dormand Prince solver, which uses a variable step size with a
maximum step size of 0.5 s, are also included in the same table. When
a variable step size is used, the step size increases during steady state
segments, which reduces the execution time for all model configu-
rations. The effect of model complexity is reflected in the execution
times as well. Increasing the number of differential equations from
two in the simple turbocharger model to five in the three-control vol-
ume configurations results in a 40-70% increase in execution time.
This trend appears consistently across both solver settings .

The results indicate that all models effectively capture the
dynamic behaviour of engine speed; however, notable differences
exist in recovery rates and settling times across the models. Gener-
ally, all models under-predict the speed drop during load increases
and underestimate the overshoot during load decreases—except those
utilising the Jensen-based turbine prediction. As expected from the
validation, the 3CV-StaSta model provides the most accurate engine
speed prediction, including recovery and settling characteristics dur-
ing load increases. However, during load decreases, this model
exhibits the largest over-prediction, slowest recovery, and longest
settling time. Interestingly, the simpler 1CV-CasJen model with com-
pressor prediction according to Casey & Robinson delivers the most
accurate engine speed prediction during load decreases. Given the
similarity in system response between Load Steps 1 & 2 and Load
Steps 3 & 4, only the first two are analysed in detail. Likewise, due
to comparable dynamics in Load Steps 5 & 6, only the final step is
discussed in depth.

5.1. Load step 1 & 2: complying with stanag 1008

Load step 1 represents the maximum allowable load increase
while complying with the NATO Stanag 1008 Transient Tolerance.



JOURNAL OF MARINE ENGINEERING & TECHNOLOGY e 21

Table 9. Load Steps with measurement and simulation results of the engine speed deviation.

Timestep Initial Load Target Load Deviated Speed Deviation
Step 1 57s 200 kW 305kW 1444 rpm 3.7%
Step 2 36.0s 305 kW 200 kW 1525 rpm 1.6%
Step 3 66.0s 200 kW 330kW 1423 rpm 5.1%
Step 4 97.6s 330kwW 200 kW 1529 rpm 1.9%
Step 5 127.0s 200 kW 350kW 1407 rpm 6.2%
Step 6 156.6 s 200 kW 280 kW 1380 rpm 8.0%
1CV-SimpleTC 1CV-CasJen 1CV-StaSta 3CV-StaSta 3CV-StaJen
Step1  1463rpm (-1.31%)  1468rpm (-1.66%)  1458rpm (-0.97%)  1452rpm (-0.55%) 1462 rpm (-1.27%)
Step 2 1525 rpm (0.07%) 1523 rpm (0.0%) 1529 rpm (0.34%) 1535 rpm (0.79%) 1522 rpm (-0.07%)
Step 3 1450 rpm (-1.89%) 1459 rpm (-2.53%) 1446 rpm (-1.62%) 1436 rpm (-0.91%) 1452 rpm (-2.04%)
Step 4 1530 rpm (0.07%) 1528 rpm (-0.07%) 1536 rpm (0.46%) 1543 rpm (0.92%) 1526 rpm (-0.20%)
Step 5 1438 rpm (-2.20%) 1451 rpm (-3.12%) 1433 rpm (-1.85%) 1419 rpm (-0.85%) 1440 rpm (-2.35%)
Step 6 1419 rpm (-2.82%) 1438 rpm (-4.20%) 1410 rpm (-2.17%) 1387 rpm (-0.51%) 1416 rpm (-2.61%)

Note: The error for the simulation is given in brackets, with a positive value indicating an over-prediction and a negative value

indicating an under-prediction.

Table 10. QPS Frequency characteristics according to NATO (2021).

Characteristics Tolerance Transient Tolerance Worst Case Excursion
Frequency 60 Hz +3% +4% +5.5%
Recovery time - 2s 2s

Accurate prediction of this step is critical for system sizing, layout
of the power generation plant, and selecting switching behaviours of
connected consumers Load Step 2 reflects the disconnection of major
loads. The results for the relevant engine parameters are presented
in Figure A19, Appendix 5. Models with more control volumes gen-
erally better capture the trends of the dynamic response character-
istics, though not always with the highest pointwise accuracy. Key
observations include:

Engine Speed: All models under-predict the speed drop dur-
ing load increases and fail to fully capture overshoot and settling
behaviour. Most recover too quickly, except for the 3CV-StaSta and
1CV-SimpleTC models. These two align more closely with mea-
surements during the increase but respond too slowly during load
decreases.

Throttle Valve Position: Throttle actuation is under-predicted
across all models. During load increase, 3CV-StaJen most accurately
captures the actuation profile. The 3CV-StaSta and 1CV-SimpleTC
models predict the actuation height reasonably but lag in timing.
Remaining models underestimate the actuation magnitude. For load
decreases, all models significantly under-predict valve closure (pre-
dicted: 36%; measured: 20%).

Turbocharger Speed: Only the 1CV-StaJen model avoids steady-
state errors. Models using Jensen’s turbine prediction (1CV-CasJen
and 3CV-StaJen) settle faster than measured during load increases
but more accurately capture speed drops during load decreases. The
3CV-StaSta model best represents shaft dynamics during increases,
but deviates most during decreases. This could be caused by the pre-
dicted compressor map and/or the turbine map deviating from the
actual map for the area above the engine’s steady state operating line.

Pressure Prediction: During load increases, the 3CV-StaSta model
achieves the highest pressure prediction accuracy for air cooler,
inlet, and exhaust receivers. However, it underperforms during load
decreases, requiring more time to stabilise. Jensen-based turbine
models over-predict pressure rise during increases but better capture
dynamics during decreases than models using Stapersma’s approach.
The simplified turbocharger model (1CV-SimpleTC) shows substan-
tial inaccuracies, particularly for compressor outlet p,. and turbine
inlet p.r, missing the transient dips and spikes caused by rapid
throttle movements—effects well captured by 3CV models.

Air-Excess Ratio: This was not measured and thus cannot be val-
idated, but simulated behaviour aligns with expectations, see Figure
A19(f). During load increases, throttle opening boosts inlet receiver
pressure and air mass flow before fuel flow catches up, temporarily
spiking the air-excess ratio. All models replicate this transient lean
phase, which is consistent with the implemented control logic. This
behaviour contrasts with the control strategy of traditional diesel
engines, where an increasing fuel flow counteracts a drop in engine
speed, resulting in a drop in air-excess ratio. During load decreases,
the throttle closes faster than the fuel valve, briefly enriching the mix-
ture. This behaviour is also reflected across all models, though the
dip magnitude varies. The air-excess ratio is generally more range-
bound than diesel engines, which was expected to prevent knocking
and misfires.

Temperature Prediction: Due to the significant temperature mea-
surement lag of the implemented temperature sensors, only the
measured steady state temperature is shown in Figure A19(g). At
the 200kW load point, the 3CV-StaSta model accurately predicts
blowdown and exhaust receiver temperatures. At the 350 kW load
point, it slightly overestimates blowdown temperature, while other
models under-predict. Transient temperature changes are modest,
as expected from the range-bound air-excess ratio, and no excessive
thermal loading is anticipated.

5.2. Load step 6: largest possible load step

Load Step 6 represents the maximum load increase tolerable by the
engine without stalling, as determined by simulations using full tur-
bocharger models. Accurate prediction of this step is crucial, as
it defines the system’s ultimate dynamic capability prior to black-
out conditions. The results for the relevant engine parameters are
presented in Figure A20, Appendix 6. Compared to the results of
load steps 1 and 2 in Figure A19, Appendix 5, model discrepan-
cies are more pronounced. As expected, the 3CV-StaSta model best
captures the trends across all key variables, particularly in recov-
ery and settling behaviour. Notably, the model with a simplified
turbocharger performs better than in previous steps, accurately cap-
turing throttle position and pressure dynamics in the inlet and
exhaust receivers. However, it shows significant distortions in air-
excess ratio, blowdown temperature, and exhaust receiver tempera-
ture due to nonlinear effects. The 1CV-CasJen model performs the
poorest, consistently under-predicting all investigated parameters.
Its turbocharger speed and pressure responses are overly aggressive,
indicating mismatched time delays of the valves and rotational iner-
tia for turbocharger and engine speed within the model for this load
step.
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Table 11. Execution times for the different models and a simulation time of 180 s.

Execution Time 1CV-SimpleTC 1CV-CasJen 1CV-StaSta 3CV-StaSta 3CV-StaJen
Runge-Kutta solver, fixed timestep 0.001 s
Run 1 12.21s 14.24 s 14.73 s 16.79s 20.35s
Run 2 12.99s 14.88 s 15.26s 16.85s 20.79s
Real-time factor 13.8-14.8 12-12.6 ~ 12 ~ 10.7 ~ 8.7
Dormand-Prince solver, variable timestep, max timestep 0.5 s
Run3 1.95s 3.53s 3.11s 3.35s 3.12s
Run 4 1.88s 3.59s 3.02s 281s 3.05s
Real-time factor & 95 ~ 50 & 55 ~ 55 ~ 55

6. Conclusions and future work

This study explored, compared, and validated several gas path
modelling approaches for mean value first principle engine mod-
els (MVFPEM), focussing on the transient behaviour of the gas
exchange process and turbocharger dynamics. These models aim
to support dynamic system analysis, control design, and integration
into Digital Twin or Hardware-in-the-Loop applications, where real-
time capability is essential. The dynamic response of a high-speed,
four-stroke spark-ignited gas engine was assessed using models cal-
ibrated with minimal data, primarily from project guidelines, man-
ufacturer specifications, publicly available data, and factory accep-
tance test (FAT) measurements. A sequence of five load steps was
used for validation, with an additional load step designed to meet
NATO STANAG 1008 criteria to evaluate ultimate dynamic perfor-
mance.
Key findings include:

(1) Calibration with Minimal Data: Dynamic MVFPEMs can be
effectively calibrated using steady-state data; except for the
values of the time delays 7r¢, Trgr and Tfuel, Tequiring one
dedicated measurement of a load step. All engine parameters
deemed relevant to analyse the dynamic response characteristics
of alarger propulsion or power-generating system, or for control
purposes, could be validated with a single transient measure-
ment run. Integrating these transient measurement campaigns
into the FAT process enhances the utility of standard FAT data
for future model development and validation.

Turbocharger Map Prediction: Performance maps can be esti-
mated up to a certain degree of accuracy using limited steady-
state data at constant speed. However, as all measurement points
lie on the engine’s steady-state line, the full turbocharger enve-
lope cannot be validated. Results on the turbocharger speed
during load steps suggest that the performance maps for com-
pressor and turbine according to Stapersma resulted in a better
fit during a load increase (below the engine’s steady state oper-
ating line), while the methods of Casey and Jensen resulted in a
better fit during a load decrease (above the turbocharger steady
state operating line).

Model Accuracy: All models achieved higher then 95% accu-
racy for key parameters for steady-state simulation. These key
parameters included engine speed, turbocharger speed, throt-
tle position and the pressures of the different gas path volumes.
Dynamic accuracy decreased slightly across all models, with
the 3CV models showing the least degradation. Larger errors
were observed for mass flow and throttle actuation due to sen-
sor delays and simplified PID implementation, which uses fixed
gains, unlike the actual variable-gain controllers.

Simplified Turbocharger Model Limitations: While a simpli-
fied turbocharger model (with the turbocharger power balance
from Equation (26)) can yield accuracies of more than 90% for
many parameters, it fails to capture the inertial effects during
load decreases. The fixed turbocharger time constant cannot

2

(©)

(4)

replicate the rapid deceleration observed in measurements, lim-
iting this model’s suitability for dynamic simulations involving
load reversals.

Air-Excess Ratio and Temperature Trends: Although not
directly validated due to sensor delays, the predicted trends
in air-excess ratio and temperatures are consistent with the
expected behaviour. The implemented control strategy effec-
tively moderates air-excess ratio fluctuations, helping prevent
knock, misfire, and thermal overloading, though at the cost of
limited dynamic performance and slower transient recovery.
Impact of Control Volume Reduction: Reducing the amount
of control volumes does not necessarily decrease the complex-
ity of the model. Especially replacing the volume element of
the exhaust receiver with a simple pressure and temperature
loss results in an increased model complexity to predict the
blowdown pressure and temperature.

)

(6)

Opverall, to accurately predict dynamic response characteristics,
MVFPEMs should include at least two control volumes (inlet and
exhaust receivers) and ideally a third for the charge air cooler. A com-
plete turbocharger model is also essential, even if the performance
maps for the compressor and turbine are unavailable. In such cases,
Stapersma’s map prediction method is recommended due to its accu-
racy, minimum data requirements, and the possibility of generating
turbine and compressor data with the same set of equations. The
strengths and limitations of the different modelling approaches are
summarised in Table 12.

Further efforts should also address controller fidelity. The simpli-
fied control strategies used here reproduce general dynamics well,
but deviations at extreme load conditions may stem from con-
troller approximations. However, incorporating more complex con-
trol models requires careful consideration, given limited access to
OEM controller data and the need to generalise the MVFPEMs
across engine platforms.

Finally, the presented modelling approaches provide a robust
foundation for future research on the combustion of alternative
fuels in marine internal combustion engines. The implemented in-
cylinder combustion model can be adapted and recalibrated for
a wide variety of fuels and different engine speeds, provided that
p-V measurements are available. Once calibrated, the Seiliger cycle
enables reliable prediction of peak pressure, fuel consumption, and
exhaust pressure and temperature. These outputs are critical for
assessing dynamic response characteristics and turbocharger oper-
ating points when engines operate on different fuels or during tran-
sitions between fuels. Such adaptability is particularly relevant as the
maritime sector seeks compliance with increasingly stringent emis-
sion regulations and pursues decarbonisation strategies that require
fuel flexibility. The methodology is not limited to the investigated
case but can be generalised to other engine types and operating
conditions, enhancing its value as a practical modelling framework.

At present, the framework can only predict CO, emissions, as
these are directly linked to fuel consumption, while the prediction
of other emissions is constrained by the use of mean-value



JOURNAL OF MARINE ENGINEERING & TECHNOLOGY e 23

Table 12. Strengths and limitations of the different modelling approaches.

Model Strengths Limitations

1CV-SimpleTC  Low model complexity No prediction of turbocharger speed
No turbocharger maps required Reduced accuracy and fidelity during transients
Minimal calibration effort Complex blowdown modelling

1CV-Caslen Improved transient performance Overprediction during load increases
Good dynamic fidelity during load decreases Poor compressor map accuracy at very low pressure ratios
Compressor map requires only one design point Complex blowdown modelling

1CV-StaSta Improved transient prediction Lower pressure fidelity during transients
Consistent compressor and turbine map methodology Turbine map calibration challenging with limited data
Highest accuracy for turbocharger speed Complex blowdown modelling

3CV-StaSta Highest overall accuracy High calibration effort
Strong dynamic fidelity, particularly for load increases Demanding initialisation, setting of initial conditions
Consistent compressor and turbine map methodology Turbine map calibration difficult with sparse data

Slight overprediction of exhaust temperatures
3CV-Stalen High overall accuracy High calibration effort

Strong dynamic fidelity, particularly for load decreases

Demanding initialisation, setting of initial conditions
Slight underprediction of exhaust temperatures

representations of the in-cylinder process. Nevertheless, the cur-
rent in-cylinder combustion-model could be replaced with more
advanced combustion models to enable the prediction of NO, SOy,
and particulate matter PM, while maintaining the existing gas-path
framework. Furthermore, the approach can be extended to dual-fuel
CI engines by omitting the throttle valve and including an evapora-
tion model, such as that proposed by Aquino (1981). Future research
should therefore focus on validating the framework against exper-
imental datasets for alternative fuels, integrating detailed emission
sub-models, and coupling the results with ship energy system mod-
els. In doing so, the approach can support holistic assessments of
alternative fuel pathways and their implications for vessel perfor-
mance, efficiency, and regulatory compliance. Beyond fuel substitu-
tion alone, the framework will also be extended to variable-speed
operation, which is particularly relevant for propulsion systems in
which efliciency gains are closely linked to speed variability. This
extension is equally important for the integration of emerging DC
grid applications, in which engines operating on diesel or alterna-
tive fuels must provide both flexibility and resilience in increasingly
complex marine energy systems.

Notes

1. GT-Power by Gamma Technologies: https://www.gtisoft.com/gt-suite-
applications/gt-power/

2. Ricardo Wave by Ricardo Software: https://software.ricardo.com/pro
ducts/ricardo-wave
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Appendices
Appendix 1. Turbocharger design parameters

Table A1. Design parameters for compressor and turbine map prediction.

Machine Parameter Value Model Parameter

Value

Compressor prediction according to Casey and Robinson (2013)

Impeller Tip Diameter D, 0.09402m Design Point Polytropic Efficiency o/
Impeller Outlet Width b, 0.0175m Slip factor impeller outlet s

Impeller Blade Outlet Angle > —25° Disc friction coefficient kg

Rotational Speed Design Condition ng 60100 rpm Degree of Reaction Design Point y4
Massflow Design Condition g 0.254kgs™! Polytropic Exponent ng

Pressure Ratio Design Condition g 1.502

Inlet Pressure Design Condition pjs o 100.3 kPa

Inlet Temperature Design Condition Ty 0 311.35K

Compressor prediction according to Stapersma (2019)

Efficiency Design Condition 7o 0.67 Sensitivity Parameter x
Rotational Speed Design Condition ng 81000 rpm Sensitivity Parameter y
Massflow Design Condition mg 0.352kgs™! Nominal Mach Number Mag
Pressure Ratio Design Condition g 1.845 Nominal Enthalpy Coefficient wq
Inlet Pressure Design Condition pjs o 100.1 kPa Split Factor s

Inlet Temperature Design Condition Tis 0 31035K

Turbine prediction according to Stapersma (2019)

Efficiency Design Condition 7o 0.80 Sensitivity Parameter x
Rotational Speed Design Condition ng 76 400 rpm Sensitivity Parameter y
Massflow Design Condition mg 0.395kgs™! Nominal Mach Number Mag
Pressure Ratio Design Condition g 0.545 Nominal Enthalpy Coefficient yq
Inlet Pressure Design Condition pjn o 191.3kPa Split Factor s

Inlet Temperature Design Condition Tis 0 837.25K

Turbine prediction according to Jensen et al. (1991)

Rotational Speed Design Condition ng 84000 rpm Coefficient k11
Massflow Design Condition g 0.375kg s~ Coefficient k1,
Pressure Ratio Design Condition g 0.5453 Coefficient ky;
Inlet Pressure Design Condition pjn 0 191.3kPa Coefficient ky;
Inlet Temperature Design Condition Tj, o 837.25K

0.67
0.31
0.002

1.35

0.1
0.55
0.822

1.6

0.90
-35

0.005
0.22
0.045
1.1

Appendix 2. Remaining model parameters

Table A2. Remaining model parameters.

Feature Value
Ambient Conditions
Ambient Temperature Ty 296.65 K
Ambient Pressure pamp 102.9kPa
Exhaust Back Pressure peyh 107.8 kPa
Thermodynamic Properties
Gas Constant Air R, 287]/kgK
Specific Heat at Constant Pressure of Air ¢, 1004.5 J/kgK
Specific Heat at Constant Volume of Air ¢, 4 717.5]/kgK
Specific Heat Ratio of air x, 1.4
Density Air p, 1.1455 kg m 3
Gas Constant Exhaust Gas Ry 287 J/kgK
Specific Heat at Constant Pressure of Exhaust Gas ¢y g 1049 J/kgK
Specific Heat at Constant volume of Exhaust Gas ¢, 4 762]/kgK
Specific Heat Ratio of Exhaust Gas x4 1.38
Polytropic Exponent for Compression neom 1.35
Polytropic Exponent for Expansion ney; 1.38
Polytropic Exponent for the Blowdown Process nyjy 1.38
Fuel Properties
Gas Constant Fuel Rge/ 518.28J/kgK
Density Fuel pyye/ 0.8532kgm3
Lower Heating Value h 32360k m™3

Stoichiometric Air-to-Fuel Ratio o

13.81
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All Steady State Dynamic
Variable MAE MAPE PPMCC [MAE MAPE PPMCC [MAE MAPE PPMCC
'P_B [kW]' 5.24 2.25 0.99 1.09 0.67 1.00 18.20 7.20 0.96
'n_eng [rpm]' 2.86 0.19 0.93 0.85 0.06 0.25 9.13 0.61 0.93
© 'Thr_pos [%]' 3.94 12.30 0.94 3.32 6.48 0.97 5.87 30.47 0.90
2 |'n_TC[rpm]’ 100.00 100.00 100.00
,V§7 'p_ac [kPa]' 4.10 3.20 0.99 3.48 2.85 1.00 6.00 4.26 0.96
a‘ 'p_ir [kPa]' 6.13 5.54 1.00 5.68 5.19 1.00 7.55 6.61 0.98
- 'p_er [kPa]' 3.14 2.17 0.99 2.35 1.68 1.00 5.61 3.70 0.97
‘eta_eng [%]' 0.92 3.19 0.89 0.53 2.04 1.00 2.14 6.79 0.63
dm_in [kg/s]' 0.03 5.58 0.97 0.02 3.25 1.00 0.06 12.88 0.87
dm_fuel [kg/s]' 0.00048 2.32 1.00| 0.00037 1.88 1.00| 0.00083 3.70 0.98
Variable MAE MAPE PPMCC MAE MAPE PPMCC MAE MAPE PPMCC
'P_B [kW]' 4.80 2.05 0.99 1.09 0.64 1.00 16.35 6.40 0.96
'n_eng [rpm]' 3.87 0.26 0.70 0.77 0.05 0.46 13.55 0.91 0.70
- 'Thr_pos [%]' 4.07 12.03 0.93 3.30 6.28 0.97 6.51 30.05 0.87
2 |'n_TC[rpm])' 1927.54 4.20 0.99| 1633.53 3.76 1.00| 2844.37 5.54 0.97
$ 'p_ac [kPa]' 2.73 1.98 0.99 2.07 1.60 1.00 4.80 3.15 0.98
B 'p_ir [kPa]' 6.17 5.50 0.99 5.69 5.20 1.00 7.67 6.42 0.98
- 'p_er [kPa]' 3.08 2.09 0.99 2.35 1.67 1.00 5.37 3.39 0.97
'eta_eng [%]' 0.90 3.09 0.89 0.53 2.04 1.00 2.03 6.35 0.61
‘dm_in [kg/s]' 0.03 5.54 0.97 0.02 3.24 1.00 0.06 12.72 0.86
dm_fuel [kg/s]' 0.00051 2.32 0.99( 0.00035 1.72 1.00| 0.00102 4.22 0.97
Variable MAE MAPE PPMCC MAE MAPE PPMCC MAE MAPE PPMCC
'P_B [kW]' 3.96 1.77 0.99 1.11 0.66 1.00 12.87 5.25 0.98
'n_eng [rpm]' 3.09 0.21 0.90 0.98 0.07 0.11 9.65 0.64 0.91
© 'Thr_pos [%]' 2.98 10.91 0.94 2.24 4.49 0.98 5.29 30.96 0.91
% 'n_TC [rpm]’' 4802.13 10.33 0.99( 4807.07 10.39 0.99( 4786.15 10.12 0.97
% |'p_ac[kPa]' 3.23 2.04 1.00 2.78 1.77 1.00 4.65 2.86 0.99
§ 'p_ir [kPa]' 6.18 5.53 1.00 5.70 5.21 1.00 7.67 6.52 0.98
'p_er [kPa]' 2.60 1.81 1.00 2.36 1.68 1.00 3.35 2.20 0.99
'eta_eng [%]' 0.90 3.10 0.90 0.54 2.06 1.00 2.03 6.37 0.64
‘dm_in [kg/s]' 0.03 5.21 0.98 0.02 3.23 1.00 0.05 11.41 0.90
dm_fuel [kg/s]' 0.00042 2.04 1.00| 0.00035 1.73 1.00| 0.00064 3.01 0.99
Variable MAE MAPE PPMCC [MAE MAPE PPMCC [MAE MAPE PPMCC
'P_B [kW]' 493 2.11 0.99 1.12 0.64 1.00 16.84 6.70 0.97
'n_eng [rpm]' 3.17 0.21 0.84 0.70 0.05 0.68 10.86 0.72 0.84
© 'Thr_pos [%]' 2.62 10.29 0.91 1.75 3.67 0.97 5.34 30.96 0.84
§ 'n_TC [rpm]' 2946.41 5.59 0.99( 2536.55 4.72 1.00| 4231.27 8.34 0.96
5, 'p_ac [kPa]' 3.13 2.10 0.98 1.74 1.14 1.00 7.48 5.12 0.92
§ 'p_ir [kPa]' 2.59 2.61 0.99 1.62 1.79 1.00 5.64 5.16 0.97
'p_er [kPa]' 3.59 2.53 0.99 3.03 2.18 1.00 5.34 3.61 0.97
'eta_eng [%]' 0.77 2.67 0.90 0.37 1.47 1.00 2.02 6.41 0.66
‘dm_in [kg/s]' 0.02 4.76 0.98 0.01 2.64 1.00 0.05 11.40 0.90
dm_fuel [kg/s]' 0.00039 1.92 0.99( 0.00025 1.35 1.00| 0.00081 3.73 0.98
Variable MAE MAPE PPMCC [MAE MAPE PPMCC [MAE MAPE PPMCC
'P_B [kW]' 4.16 1.79 0.99 1.11 0.67 1.00 13.69 5.29 0.97
'n_eng [rpm]' 4.42 0.30 0.75 1.19 0.08 0.14 14.49 0.97 0.76
- 'Thr_pos [%]' 3.73 10.96 0.94 2.98 5.71 0.97 6.05 27.37 0.89
% 'n_TC [rpm]' 3993.92 7.19 0.99( 3710.02 6.60 1.00| 4889.08 9.07 0.98
5, 'p_ac [kPa]' 2.37 1.59 0.99 1.34 0.88 1.00 5.60 3.79 0.94
§ 'p_ir [kPa]' 4.56 4.09 1.00 4.15 3.83 1.00 5.86 4.90 0.98
'p_er [kPa]' 5.84 437 0.99 5.48 4.24 1.00 6.96 4.79 0.97
‘eta_eng [%]' 0.75 2.56 0.89 0.38 1.48 1.00 1.91 5.93 0.61
‘dm_in [kg/s]' 0.02 4.92 0.97 0.01 2.67 1.00 0.06 11.95 0.87
dm_fuel [kg/s]' 0.00039 1.86 1.00| 0.00025 1.36 1.00| 0.00082 3.39 0.98
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Appendix 4. Mean absolute percentage error (MAPE) comparison leave-One-Out

MAPE Benchmark without 20% | without 60% | without 80% | without 100%
Variable SS Dyn SS Dyn SS Dyn SS Dyn SS Dyn

'P_B [kwW]' 0.63 6.70( -0.07 0.15 0.00 -0.01 0.00 0.03 0.00 0.43
'n_eng [rpm]' 0.05 0.72 -0.01 0.01 0.00 0.00 0.00 0.01 0.00 0.14
'Thr_pos [%]' 4.89 30.96| -0.52 0.20f -0.12 -0.03( -0.33 -0.07 0.73 1.37
'n_TC [rpm]' 4.72 8.34( -0.05 -0.42| -0.32 -0.33 0.06 0.10 0.01 0.13
'p_ac [kPa]' 1.11 5.12( -0.21 -0.71| -0.27 -0.17 0.02 0.08 0.06 0.22
'p_ir [kPa]' 1.79 5.16f -2.67 -2.20| -0.02 0.04( -0.03 0.04 0.16 0.18
'p_er [kPa]' 2.17 3.61 0.54 0.21 0.06 0.07( -0.11 -0.02 0.17 0.17
'eta_eng [%]' 1.47 6.41 -2.02 0.07| -0.05 -0.03( -0.06 -0.04 0.01 0.22
'dm_in [kg/s]' 2.65 11.40| -1.64 -0.23 0.09 0.00f -0.22 -0.18 0.40 0.39
dm_fuel [kg/s]' 1.35 3.73| -2.16 -1.66| -0.04 0.00 0.01 0.09 0.08 0.35
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Appendix 5. Time trace load step STANAG
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Figure A19. Time trace plots of important dynamic engine parameters for a load increase from 200 kW to 305 kW and load decrease from 305 kW to 200 kW, complying

with NATO STANAG 1008 for transient tolerance. (a) Throttle Valve Position. (b) Turbocharger Shaft Speed. (c) Air Cooler Pressure. (d) Inlet Receiver Pressure. (e) Exhaust Receiver
Pressure. (f) Air-Excess Ratio. (g) Blowdown Temperature and (h) Exhaust Receiver Temperature.
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Appendix 6. Time trace max load step
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Figure A20. Time trace plots of important dynamic engine parameters for a load increase from 200 kW to 380 kW. (a) Throttle Valve Position. (b) Turbocharger Shaft Speed.
(c) Air Cooler Pressure. (d) Inlet Receiver Pressure. (e) Exhaust Receiver Pressure. (f) Air-Excess Ratio. (g) Blowdown Temperature and (h) Exhaust Receiver Temperature.
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