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ABSTRACT
We discuss the foundation of a collaborative effort to explore AI’s
role in supporting (teachers and) children in their learning experi-
ences. We integrate principles of educational psychology, AI, and
HCI, and align with best practices in education while undertaking
a human-centered focus on design and development that puts the
student at the centre and keeps the expert-in-the-loop. Initially, we
study assessment items—questions or tasks tied to a learning target.
These items vary in complexity, serve as indicators of students’
grasp of specific concepts and spotlight areas where support may
be needed. This preliminary analysis will help us outline a frame-
work to guide the design and evaluation of AI technology for K-12
education. Such a framework would ensure that assessment item
generation technology goes beyond the current one-dimensional
approach by incorporating multifaceted, adaptable perspectives
that consider the variegated landscape of learners’ needs, subject
matter complexities, and pedagogical goals.

CCS CONCEPTS
• Social and professional topics→ Student assessment; K-12
education; Children; • Human-centered computing;
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1 LEARNING & ASSESSMENT IN THE ERA OF
AI

Discussions surrounding Artificial Intelligence (AI) in education
have become prominent among researchers, developers, industry
professionals, and educators. However, the discourse has often
taken siloed stances, focusing either on new technology develop-
ment or the challenges and opportunities AI brings to education.
For instance, we find new techniques to generate educational ques-
tions automatically [6, 17], alongside works raising concerns on
plagiarism-related issues models like ChatGPT can bring to the
classroom [9, 21] or advocating for embracing AI for teaching and
learning [1, 15]. Recognising AI’s potential to sustain the many
facets of education, e.g., personalised tutoring, learning resource
recommendation, and lesson planning [2, 18, 33, 39, 40, 42], we ar-
gue that meaningful outcomes in this field require a comprehensive,
interdisciplinary exploration of AI’s role.

In the education spectrum, let us zoom in on evaluation. Origi-
nally, evaluation referred to “giving value”, a pedagogical meaning
that should remain essential in the AI era. As evaluation is integral
to teaching and learning, the challenge lies in constantly creat-
ing high-quality assessment items, such as test questions and other
learning objects, to help students (and teachers) identify knowledge
gaps to address. Crafting such items—integral in the educational
evaluation machinery—to enable accurate measurement of student
learning and facilitate effective feedback mechanisms, is non-trivial.
This process demands expertise in item construction as well as a
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deep understanding of the concept to be examined. The complexi-
ties involved in providing items are fair, free from differential item
functioning, and embody desirable characteristics (e.g., reliability
and validity), are magnified by the diverse levels of education and
the varying abilities of students. Each educational setting requires
items that both assess knowledge accurately and guarantee equity
and (cultural) inclusivity for all learners. Thus, the task extends
beyond creating items that are pedagogically sound also to ensure
they are adaptable to the myriad of learning environments and
student needs.

Although assessment item generation has largely been the re-
sponsibility of experts, the emergence of generative AI (GAI) has
prompted research and industry initiatives to offer solutions that
promise to assist this intricate process. These solutions predomi-
nantly leverage APIs that interact with established AI models like
OpenAI [27], employing slightly optimised prompts to produce ed-
ucational content [4, 11, 13, 20, 22]. These advancements represent
significant strides forward. Yet, they overlook a fundamental prin-
ciple of education: the need for customisation to cater to diverse
learning needs and contexts. In today’s ’superdiverse’ society [41],
education is inherently not a one-size-fits-all endeavour. Neither is
evaluation, hence the demand for technologies that are as versatile
as the populations they aim to serve.

Here, we discuss the preliminary stage of an ongoing collabo-
ration focused on establishing a holistic framework to guide the
design and evaluation of technologies that leverage GAI in con-
structing effective assessment items for K-12 education. Anchored
in human-centered principles and keeping the expert-in-the-loop,
this framework aims to ensure that item generation goes beyond
prompt manipulation [7, 16], and accounts for diverse learners’
needs, the nature of the subject matter and its different levels of
complexities, and pedagogical goals. In turn, items would align
with specific learning outcomes and be engaging and reflective of
societal values. For example, when studying the states of liquids,
tailoring the content to reflect cultural backgrounds and experi-
ences might lead Italian students to think about boiling water for
pasta; British students might relate it to boiling water for tea. Inte-
grating insights from various disciplines and blending theoretical
exploration and empirical research (including iterative design and
field testing with educators, content developers, and children), we
explore the integration of AI in educational content creation. In
Sections 2 and 3, we discuss practical examples showcasing sce-
narios where GAI can aid assessment item generation and identify
areas requiring further exploration. Informed by emerging insights
and prior experience, we suggest open research directions as the
next steps that can contribute to identifying the components of the
framework we advocate for.

2 A PRELIMINARY EXPLORATION OF GAI
FOR ASSESSMENT ITEM GENERATION

Exploring how GAI can improve knowledge-building practices
[19] and enhance the teaching-and-learning process [34] is in its
infancy. While the idea of using GAI to foster culturally grounded
and personalised learning shows promise [3, 14], putting it into
practice is challenging, particularly in producing learning content
that caters to an individual’s current educational needs. Given GAI’s

proficiency in generating coherent and contextually appropriate
text, it is conceivable that GAI could facilitate the arduous task
of assessment item construction. Despite its sophistication, GAI
lacks the nuanced understanding required to meet the detailed
requirements of educational item construction—it often overlooks
the subtleties needed to ensure that content is educationally valid
and reliable. Further, the premise that a singular approach could
meet the diverse needs inherent in education is fundamentally
flawed [23, 32].

When constructing an assessment item there are important cri-
teria the item must meet to be suitable to administer [26]. Firstly,
the question should be easy to comprehend and clearly convey
its intention, ensuring it is unambiguous and contains sufficient
information to determine the correct answer. If prefaced by a stim-
ulus (text and/or image), the question should directly relate to the
stimulus, with explicit references. The expected format of the item
also imposes constraints. For multiple-choice items, for example, re-
gardless of the subject (e.g., science or literature), criteria regarding
the quality of the alternatives also apply. In this case, all alterna-
tives should be clear, unambiguous, plausible, mutually exclusive,
approximately of equal length, with a single correct answer.

To enable our work in this space, we created an Assistant—
an instance of an AI model setup for a specific purpose; here,
item construction—in the OpenAI platform using the GPT-4 model.
Through a trial-and-error approach, we engaged with the Assis-
tant to probe different settings and gain insights into the potential
and limitations of GAI for assessment item construction. We pro-
vided specific instructions to guide the generation of questions and
alternatives. For brevity, we omit the (∼ 20) precise characteris-
tics that the questions and alternatives should adhere to (see [26]
for a description of these rules in Dutch) as well as the format-
ting details of the expected output. We tested this prompt with
assessment items from the Programme for International Student
Assessment (PISA) test, which assesses the ability of 15-year-olds
to apply their reading, mathematics and science knowledge and
skills to real-life challenges [30]. In this initial stage of our work,
we address learners as a group to pave the way to further explore
the implications of item personalisation, i.e., items that meet the
needs of individual learners.

Instructions OpenAI Assistant:
You will receive a prompt with the following structure:

{{subject: name of a subject}}

{{compentency: the ability to be tested}}

{{stimulus: stimulus prefacing a question}}

{{question: the question that is asked or empty}}

{{n_alt: the number of alternatives to generate}}

{{population: the population characteristics for the group of test-takers}}

Act as an expert in test and item construction, educational measurement and

the {{subject}} that is provided in the prompt.

if ({{question}} part of the prompt is empty) {

Generate a question based on the {{stimulus}} that measures the

specified {{competency}} and is suitable for the {{population}}.

Ensure that the generated {{question}} adheres to the following principles:

1. ...

} else {

Ensure that the provided {{question}} adheres to the following principles:

1. ...

}

Generate {{n_alt}} response alternatives for the given/generated {{question}}.

Ensure that the generated {{alternatives}} adhere to the following principles:

1. ...
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Return latex output enclosed in a code block with the following format: ...

Bird migration. For our first example, we probed the Assistant’s
ability to produce alternatives for an existing question. Specifically,
the second question about Bird migration [29] from the 2015 PISA
Science test, an open-ended item. We tasked the Assistant with
generating four response alternatives with this input:

• Subject: Science
• Competency: Evaluate and design scientific enquiry
• Stimulus: Bird migration is a seasonal large-scale movement of birds

to and from their breeding grounds. Every year volunteers count
migrating birds at specific locations. Scientists capture some of
the birds and tag their legs with a combination of coloured rings
and flags. The scientists use sightings of tagged birds together
with volunteers’ counts to determine the migratory routes of birds.

• Population: 15 year old high-school students
• Question: Identify a factor that might make the volunteers’ counts

of migrating birds inaccurate, and explain how that factor will
affect the count.

As per PISA correction guidelines, one of these factors should
be considered in correct responses: (1) The observers may miss
counting some birds because they fly high; (2) If the same birds
are counted more than once, that can make the numbers too high;
(3) For birds in a large group, volunteers can only estimate how
many birds there are.

The Assistant first generated these four alternatives:

• Alternatives: (A) The counted number might be higher due to birds
repeating the same route. It affects the count by inflating the
actual number of migratory bird population. (B) Birds may fly too
high to be seen. This can significantly underestimate the actual
bird counts. (C) Inclement weather may affect bird paths causing
the volunteers to count fewer birds than usual. (D) The absence of
volunteers at certain hours of the day, such as early morning when
birds typically migrate. This could lead to an underestimation of
the bird counts.

• Correct Answer: All options are plausible.

This response violated two instruction rules, i.e., there should be
exactly at least, and no more than, one correct response. Attempts
to regenerate additional alternatives with the same input sometimes
led the Assistant to return a single option as the Correct Answer.
After closer inspection, we still found multiple correct answers
among alternatives.

• Alternatives: (A) Bird watchers might count the same bird multiple
times as it circles over the count area, leading to overestimations
in bird populations. (B) Some rare bird species might camouflage
well in the environment, making their counts inaccurate. (C) The
scorching mid-day sun might cause bird watchers to miss sightings,
leading to underestimations in bird counts. (D) The windy weather
might change the usual migration paths, causing the bird watchers
to count fewer birds than there actually are.

• Correct Answer: A.

When the Assistant was alerted to the fact that it violated some
of the rules, it responded as follows:

• Assistant’s Note: The original question was open-ended and complex
for a multiple choice question. It was simplified to focus on a
single factor for the inaccuracy and formatted for multiple-choice.

• Question: What effect might poor weather conditions have on the
volunteers’ counts of migrating birds?

• Alternatives: (A) The poor weather might deter the birds from
migrating, leading to an undercount. (B) The poor weather might
enhance visibility, leading to a more accurate count. (C) The poor
weather might impact the visibility, making it hard for volunteers
to see and count the birds accurately. (D) The poor weather might
attract more birds to migrate, leading to an overcount.

• Correct Answer: C.

The new question seemed better suited to generate alternatives
with a single correct answer. However, we noted multiple alterna-
tives that could be correct. Thus, we adapted the question to be
even more specific and unambiguous.

• Question: What is a factor that would lead the volunteers to
undercount the number of migrating birds?

• Alternatives: (A) The birds fly at a height that is difficult to
observe. (B) The birds migrate at a speed faster than estimated.
(C) The birds change their migratory routes. (D) The birds do not
wear their tags on the migration journey.

• Correct Answer: A.
Although the new alternatives were less ambiguous, multiple

ones would lead to undercounting the migrating birds (only D is
clearly incorrect). Indeed, the Assistant could produce suitable al-
ternatives. Yet, doing so in a single pass—a must for automated
deployment—was unlikely. Consequently, the Assistant might help
generate candidate alternatives, but expert intervention would still
be needed to select suitable ones that adhere to all requirements
for good items. Interestingly, when the Assistant was not provided
with a question and had to generate one from scratch, its initial
response appeared much better, despite exhibiting notable areas
for improvement.

• Generated Question: If you were to plan a scientific investigation
to study bird migratory routes, what data would you require from the
volunteers and what additional data might you collect to enhance
the precision of your study?

• Alternatives: (A) Counts of migrating birds and additional data on
bird species (B) Counts of migrating birds and additional data on
weather conditions (C) Counts of migrating birds and additional data
on date and time of observations (D) Counts of migrating birds and
additional data on location of bird sightings

• Correct Answer: D.

Analysing questions and alternatives, we saw that the first part
of the question (“what data would you require from the volunteers”)
is redundant, as it yielded the same answer (“Counts of migrating
birds”). Including the location of bird sightings in the correct re-
sponse is vital. Thus, an expert might take the response from the
Assistant and modify it as:

• Question: If you were to plan a scientific investigation to study
bird migratory routes, what data other than counts of migrating
birds would you require from the volunteers?

• Alternatives: (A) the bird species (B) the weather conditions (C) the
date and time of observations (D) the location of bird sightings

• Correct Answer: D.

We assessed a scenario where we retained the original input but
adjusted the population age range to 5-year-old primary-school
students, recognising the original question’s unsuitability for this
age. The Assistant typically flagged this matter with a message
(below) and generated a new question with response alternatives.
While these often revealed improvement areas, there were instances
where proper combinations of questions and alternatives were
produced.
Example feedback. The population is very young and the question

expects a high level of cognitive ability that could be challenging
for 5-year-old primary- school students. At this age, children might
struggle to understand the concept of bird migration, tagging, or the
need for additional data for scientific investigation. Therefore, the
question should be modified to be more appropriate for the age group.
• Population: 5-year-old primary-school students
• Assistant’s Note: The original question was revised as it was too

complex for the population. The revised question is more basic
and appropriate, focusing on recognising the purpose of using the
coloured rings and flags for the birds.

• Question: Why do you think scientists put coloured rings and flags
on the legs of the birds?
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• Alternatives: (A) To make the birds look pretty. (B) Because they
want to play with the birds. (C) To track the birds and find out
where they go. (D) Because the birds like to wear them.

• Correct Answer: C.

Overall, for these types of factual/knowledge questions, although
not consistently, GAI can generate appropriate questions and al-
ternatives; which we expected given the inherent nature of this
language model.

Sailing ships. We shift the focus to a mathematics item to study
how the Assistant handles calculations. For this, we use a 2012 PISA
question about Sailing ships (question 1/3) [28], a multiple-choice
item with five choices. Per PISA correction guidelines, the correct
response is 30 km/h. We input the question and requested five
response alternatives:

• Subject: Mathematics
• Competency: Apply calculation of percentage within a given real-world

situation
• Stimulus: 95% of world trade is moved by sea, by roughly 50 000

tankers, bulk carriers and container ships. Most of these ships use
diesel fuel. Engineers are planning to develop wind power support
for ships. Their proposal is to attach kite sails to ships and use
the wind’s power to help reduce diesel consumption and the fuel’s
impact on the environment.

• Population: 15-year-old high-school students
• Question: One advantage of using a kite sail is that it flies at a

height of 150 m. There, the wind speed is approximately 25% higher
than down on the deck of the ship. At what approximate speed does
the wind blow into a kite sail when a wind speed of 24 km/h is
measured on the deck of the ship?

The Assistant stated that all rules of the question were followed
and generated these five alternatives:

• Alternatives: (A) 28 km/h (B) 29 km/h (C) 30 km/h (D) 31 km/h (E) 32
km/h

• Correct Answer: C.

This response adhered to all rules. While the alternatives are
plausible, they are not probable. When asked to guarantee that
the incorrect alternatives reflect common mistakes, the Assistant
produced:
Some students might forget to add the increase back to the original

speed, resulting in an answer of just 6 km/h. Alternatively, others
might interpret "25% higher" incorrectly and multiply the original
speed by 25% (giving 18 km/h) rather than adding on 25%. Alternatively,
they might misinterpret 25% higher as half of the original speed,
leading to alternatives like 36 km/h. A random answer like 50 km/h
can be included to account for guesses not based on mathematical
calculations.
• Alternatives: (A) 6 km/h (B) 18 km/h (C) 30 km/h (D) 36 km/h (E) 50

km/h
• Correct Answer: C.

The explanations of the mistakes were consistent with the alter-
natives and plausible; two alternatives were used by PISA. Thus,
it appears reasonable to improve the Assistant by integrating this
general rule:

Let’s assume common misconceptions/mistakes are:
• misunderstanding of percentage calculation as 25 km/h instead of

percent increase.
• confusion with percentage points leading to a result lower than 24

km/h, i.e., 22 km/h.
• misunderstanding of percentage application leading to double the

original speed, i.e., 48 km/h.
• a random plausible distractor around average speed of wind, i.e.,

20 km/h.

None of the alternatives follow from likely calculation mistakes,
so we introduced a new rule (below), resulting in other alternatives.
Note that the correct answer should be D. Some alternatives did not

reflect common mistakes. When asked about the correct response,
the Assistant noticed the mistake and improved itself.
5. Make sure the incorrect alternatives follow from likely mistakes

for the target population related to the compentency
• Alternatives: (A) 18 km/h (B) 25 km/h (C) 28 km/h (D) 30 km/h (E) 48

km/h
• Correct Answer: C.

This example underscores the need for human intervention to
generate good alternatives. The Assistant seems to struggle to cor-
rectly calculate the answer and generate likely mistakes, ensuring
the alternatives follow from these mistakes. Since the Assistant
can do one of the tasks and improve itself, a collaboration among
multiple assistants could be a feasible approach in this scenario.

3 INSIGHTS & NEXT STEPS
Reflecting on our discussion thus far, it is clear that GAI can assist
in automating the assessment item generation process. However,
designing GAI-powered technology to support educators, teaching,
and children’s learning, rather than solely automating educational
processes, requires a holistic approach beyond prompt engineer-
ing. Drawing from our expertise in Information Retrieval, Child-
Computer Interaction, AI, Educational Assessment, and Expert Item
Construction, and building from our prior work [5, 10, 12, 24, 25,
31, 35–37], we suggest several open research directions. These are
intended to inform the structure of a framework that can ultimately
guide the design and evaluation of K-12 AI technology—using GAI-
driven assessment item generation as a use case.

We first emphasise the importance of defining what constitutes
a "good" assessment item. Key considerations include balancing
challenge levels to prevent boredom or frustration, identifying mis-
conceptions, ensuring inclusive and politically correct language,
and addressing the inherent biases of algorithms, [38]. We also
stress the need to empirically define the limitations of GAI in the
primary school environment, which involves investigating whether
large language models align with competencies and subject matters
taught at different educational levels, as preliminary work suggests
otherwise [24]. Our earlier example on calculations further un-
derscores this need. Beyond suitability, prompt engineering, and
model analysis, we posit that moving on from addressing groups of
learners, as in our examples, to exploring GAI’s abilities to produce
personalised items requires considering other multiple perspec-
tives. While interest and readability are pivotal, determining other
factors, such as cultural and social alignment, is equally crucial
yet more complex to automate. Ethical considerations should be
carefully managed to ensure the responsible design and use of AI
technologies in educational settings, especially when catering to a
vulnerable user group, such as children [8, 43].

We argue that effective assessment items can pinpoint individ-
ual children’s learning needs. To ensure these solutions genuinely
reflect children’s needs, it is imperative to engage children and
teachers (the experts-in-the-loop) as part of the research and de-
sign process. This collaborative approach will be vital in creating
assessment items that enrich the learning experiences of all stake-
holders involved, starting with children.
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