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Abstract

Woodyvegetative systems can be found throughout theworld in coastal environments, such as saltmarshes,

and mangrove forests. Due to this, many recent studies have placed a large emphasis on determining the effec-

tiveness of these vegetative systems in coastal protection. Recently a studywere conducted by [Wesenbeeck et.al. 2022]

on the ability of pollard willow trees (Salix Alba) to reduce wave energy as protection for dykes. These tests

showed that the trees generated a promising amount of wave reduction up to 22% in the full-scale testing. In-

terestingly, when the tests were recreated by [Kalloe et al. 2023]in the 1/10th scale a maximum reduction of

30% occurred. This is thought to be due to the scale differences of the tests and the complex nature of flow

around flexible canopies of willow trees. Due to the variations between the two data sets it was determined

that more testing needed to be done to better understand the underlying processes. This study seeks to better

understand the effects occurring around solitary woody branches under wave attenuation, by testing conical

canopy mimics around varying values of stiffness and size. The mimics were created with three different sizes

in an effort to induce different flow regimes. The thinnest mimics were consistently in low Reynolds flowwith a

Reynolds number of <1000. While the medium and large were in high Reynolds flowwith a Reynolds number

of >1000. The different sizes of mimics along with multiple materials also served as a method to create many

different values ofEI . The range ofEI’s across all different objects was∈ [453.8, 417226]. The baselinemodel of

the medium and thin cones also in theory had similar force-to-stiffness ratios as the branches of complex trees

created by [Kalloe et al. 2023]. In theory, these mimics should go through the same deflection as the complex

trees however this was proven to be untrue. The tests showed that the common numbers used to determine

force-to-stiffness (Cauchy) ∈ (0.009, 30.6) or inertia and drag (KC) ∈ (5.63, 754.35)were poor predictors of tip

deflection. Even the combined number generated by [Jacobsen et al. 2019] CaL
KC , which was determined to be

a good predictor of motion in cylindrical stems of a constant cross-section, also failed to predict the deflection

across the testing range. This is believed to be due to the tapering that occurs on conical objects. Thus, a new

number which takes into account the 3-dimensional shape of the object, is proposed through empirical data

fitting. This number

θ = 1224 ∗ FprηS
3

EI

1.19

provided a strong correlation with an R2 of 0.742 between the peak force Fp generated by a waveform and

the corresponding amount of deflection θ the object exhibited. It was also found that if the tip moved within 2

degrees of deflection, the object could be treated as fully stiff. And relatively stiff within 5 degrees, as a practical

method to determine whether woody vegetation can be treated as stiff under flow conditions, to better gauge

their effectiveness.
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1 Introduction

Dyke protection has a large impact on the areas in and around the Netherlands. Dykes provide a large

portion of the protection against flooding during incumbent storms and sea level rise. One concept for dyke

protection lies around using vegetation. This study follows the use of the pollard willows trees (Salix Alba), as

a form of foreground protection for dykes [Wesenbeeck et al. 2022], to reduce the wave energy reaching the

dyke. When using woody vegetation as a source of protection it is important to quantify the parameters that

can affect the efficacy of the material. The most important of these is the amount of force the vegetation can

exert on the surrounding flow. Previous tests have been conducted on the subject. Both, model and full-scale

tests were conducted by ([Wesenbeeck et.al. 2022],[Kalloe et al. 2023],). The studies were tested at realistic

scales with irregular waves of up to a 1.5-meter average height, in storm conditions. The same tests were then

repeated on a 1/10th scale. It was found that with similarly constructed forests, the resulting wave damping

was 22% including all tree foliage in the full-scale tests. Compared to the small-scale tests which generated

30%wave damping with only the branch stems (no leaves), when waves passed through the bulk of the frontal

area. The previous testing showed that evenwhen properly scaledwith the Young’sModulus of Pollard willow

branches from the literature. Using the current methods, there are still complex processes occurring that can

heavily affect outcomes. Most testing seeks to simplify the effects of bending. Dealing with fully flexible objects

such as seagrass, or treating woody brush, such as mangroves as fully stiff. The expectation of this work is that

due to flow effects, the movement of the trees was not fully captured through scaling, which led to errors in

the results. Thus, this study seeks to look at the in-between. In hopes of determining when objects can be

considered stiff or flexible when undergoing wave attenuation in nature. The objective of this study is to find

the effects of object flexibility on its ability to exert force on incident waves. This, in turn, should provide a

better understanding of the effect of object motion on wave damping. The main focus is to find the threshold

when the deflection or motion of vegetation starts to impair the ability of the object to remove force from the

incident flow. This is further complicated by the use of a complex shape in the form of a conical object. Most

models for wave damping are derived from rigid cylinders with empirical corrections for flexibility. In this

study, the focus is specifically, on objects comparable to that of woody brush. The secondary focus of this study

is on the effects of the force-to-stiffness ratio (Cauchy#) and the drag-to-inertia ratio (Keulegan-Carptenter#)

on this threshold. This is done in an effort to determine why there was a large disparity between the damping

effects of the model tests done in the small flume, [Kalloe et al. 2023] and the large-scale tests conducted in the

delta flume [Wesenbeeck et.al. 2022]. To achieve this, a range of conical solitary mimics with different sizes

and material properties will be tested at the 1/10th scale. These mimics will be tested across two water levels

onewhere they are fully emerged and one partially submerged. The forces induced bywave flow on themimics

will be recorded as a method of relating the ability of the mimics to induce wave damping. The motion of the

objects will be recorded through a mounted camera as a method of relating the object’s motion to the forces

8



felt. An overview of the experimental set-up can be found in Sections 3.1 and 3.4. The testing specifications

can be found in Section 3.2. Image processing can be found in Section 4.1 while the quantitative analysis can

be found in Section 4.2. The relationships of active variables to the processes of deflection can be found in

Section 5. The fitting of a new number for the prediction of deflection can be found in Section 6. Conclusions

and Recommendations in Section 8.

2 Literature Review

2.1 Quantifying Object Size

When quantifying the size of vegetation there are two styles of schematization that can be taken into con-

sideration for this experiment. Volumetric [Strusi ska-Correia et al. 2013] in this research onmangroves under

tsunami-style waves. The bird’s eye view is kept constant for amodel, while the volume is changed by adjusting

the sizes of the cylinders which then affects the frontal area as well. See Fig.1

Figure 1: Volumetric Mangrove Schematization [Strusi ska-Correia et al. 2013]

The other method is, projected frontal area in the test done by [Kalloe et.al. 2023] projected frontal area is the

only thing that is tracked. One of the methods is through the use of Lidar to find the frontal area of the tree.

This leads to the following projected frontal area determination of a pollard willow which can be seen in Fig.2
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Figure 2: Average Frontal Surface Area of Trees [Kalloe et al. 2023]

Volumetrically, nothing is taken into account, if the shape of the object is held constant volumes will also be

scaled. However, if the shape is simplified to that of a cone or cylinder the volume of the object will also change.

This means for the less complex (larger objects) there is an extreme difference in total volume between the scale

trees and the schematized cones or cylinders. When comparing both cases across the relevant dimensionless

numbers, a frontal area approximation makes the most sense as most dimensionless numbers used for scaling,

are derived from the Morison equation [Morison et al. 1950] which projects flow 2-Dimensionally.

2.2 Canopy Forcing

Whendetermining forces due to flow, the force is based on a cylindrical shapewhich can be readily adapted

to a cone using an integration over the height of the object. The initial equation for a conical object subject to

flow is based on [Morison et al. 1950].

Fx = Fd + Fi (1)

where Fx is the force generated by the object due to flow.

F d =
1

2
ρδyCdU

2
ref (2)

Fi =
π

4
CMδ2yUref

dt

du
(3)

Where F d is the average force on the object due to drag and Fi the average force due to inertia. ρ is the fluid

density, δy is the diameter at a point, and Uref is the orbital velocity induced by the wave over the height. Cd is

the drag coefficient, and CM = 1 + Ca is the moment of inertia coefficient. In an ideal fluid around a cylinder

CM = 2 [Mohamed A. 2012] the general range, however, is between 1.5 to 2.0. Since this work deals with flow

under waves the velocity will vary with the object height and thus it must be integrated from z = 0 to the peak.

In this experiment, it is worth noting that δy also varies with height. However, since the active object profile in

this work is a non-constant diameter, the following adjustment must be made for validity. The force prediction
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equation must instead treat the object as multiple slices of cylinders resulting in the following equations.

F d =
1

2
ρ

∫ η

z=0

δyCdU
2
refdz (4)

Fi =
π

4

∫ η

z=0

CMδ2yUref
dt

du
dz (5)

where.

Uref
dt

du
= −aω2 sinh(kd)

sinh(kz)
sin(ωt) (6)

Where η is the maximumwetted branch area, a is the wave amplitude,ω is the angular frequency, d is the water

depth, and z is the vertical coordinate. To approximate the force Fx properly, a proper drag coefficient and

inertia coefficient Cd, CM must be applied to the equation. The inertia term however may be removed from

the calculations. The peak forces are expected to occur at the wave peak, at this exact moment the change in

velocity of the wave is entirely in the vertical direction, thus Fi = 0 and Uref
du
dt = 0 resulting in only the drag

term being active in the equation.

Fx = Fd =
1

2
ρ

∫ hv

z=0

δyCdU
2
refdz (7)

The drag coefficient can be approximated in two different ways, using the Reynolds number via the following

equation [Van Rooijen et.al. 2018],

Cd = 1 + 10 ∗R−2/3
e (8)

Where Cd is the drag coefficient, and Re is the Reynolds flow around an object.

Re =
Urefδy

v
(9)

[Reynolds et al. 1883] where Uref is the orbital velocity, δy is the diameter at a point, and v is the kinematic

viscosity of the fluid. This work will be looking at a high Reynolds number which is a Reynolds of greater than

1000 [Fredsoe et al. 2006] which can be seen in fig. 3
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Figure 3: Cd Vs Reynolds [Fredsoe et al. 2006]

The drag coefficient can also be calculated using the work by [Keulegan et al. 1983] where the drag coefficient

can be approximated using the Keulegan-Carpenter number,

UrefXT

δy
(10)

where T is the wave period of a regular wave.

Figure 4: KC Vs Drag Coefficient [keulegan et al. 1956]

A comprehensive study by [Chen 2018] compares different methods of determining drag across different com-
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binations of wave-current flows. Referencing a study by, [Jadhav 2013] which studied the dissipation of wave

energy through salt marsh vegetation. They generated the following fit.

Cd = 70KC−0.86 (11)

Where CD is the bulk drag coefficient. Which corresponds to a regressive fit of 0.95 across all recorded obser-

vations inside a KC range of 25 to 135. This generates the following figure.

Figure 5: Cd Vs KC [Jadhav 2013]

For values below a KC < 6 a study by [Bradley 2009] which focused on the dissipation of flexible seagrass,

found a value of,

Cd = 253.9KC−3.0 (12)

with a R2 regression of 0.95. Between the KC values of 3<KC<59 the equation by [Mendez et al. 2004] in the

study finds that Cd = 0.47(−0.52KC) with a R2 regression of 0.76 which can be seen in the following figure 6.
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Figure 6: Cd Vs KC [Mendez et al. 2004]

What these different drag coefficients mostly show is that based on the bulk dimension of the object, and under

different flow regimes the expected drag coefficient can change by a large degree. Owing to this the rough esti-

mation of the bulk drag coefficient will be created in this work as a method for determining forces acting upon

an object. Using data fitting from the forces recorded. The forces can then be used as an indicator of the ability

of vegetation to initiate wave damping. The relationwas originallymade through [Dalrymple et al. 1984] with

the relation.

ϵv =
2

3π
ρCdbvN(

kg

ω
)3
sinh3(kαh) + 3sinh(kαh)

3kcosh3(kh)
H3 (13)

Where αh is the mean vegetation height,N is the number of vegetation stand per unit horizontal area, bv is the

plant area per unit height, and ϵv is the energy dissipation of waves propagating through a vegetation field.

This equation was further expanded on for random wave fields ([Mendez et al. 2004].

ϵv =
1

2
√
π
ρCDbvN(

kg

2ω
)3 X

sinh3(kαh) + 3sinh(kαh)

3kcosh3(kh)
H3

rms (14)

Where Hrms is the root mean squared wave height. Both equations are derived from the simpler relationship

Fx =
1

2
ρCDbvNUref |Uref | (15)
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Thus forces will be used in this work as a method of relating damping.

2.3 Flexible Vegetation: Pollard Willows

Aprevious test series conducted onpollardwillow trees by [Wesenbeeck et al. 2022] found that protection

of trees under storm conditions could reduce the incident wave energy by a maximum of 22% over a 40-meter

forest consisting of 32 trees. Using pollard willow trees 15 years of age with 3-year aged branches from the

knot. These experiments were then recreated in a 1/10 scale flume by [Kalloe et al. 2023]. With a re-creation

of the full-scale set-up, it was found that the maximum reduction of wave energy was 30% in a 4-meter forest

consisting of 32 trees across the same wave conditions. Soft PLA (E modulus of 400Mpa) was used to generate

similar flexibility in the 1/10 trees by scaling the force-to-stiffness ratio using the Cauchy number. Below is the

representation of the average tree used in the scale testing.

Figure 7: Complex Scale Canopy
[Kalloe et al. 2023]

With conditions matching those of the full-scale tests, it raised the question of what scale effects caused the

difference in peak force reduction between the two tests. This discrepancy is thought to be due to the effects of

flow turbulence in the form of the Reynolds number and the object’s flexibility.
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2.4 Relevant Non-Dimensional Numbers

A paper by [Jacobsen et al. 2019] provides the most relevant usage of the KC and Ca numbers in relation

to the present study. The paper covers the motion of a flexible stem under wave flow with varying material

properties anddimensions to affect the object’smotion underwaveduress. The results comparing the combined

number:
CaL

KC
(16)

Where Ca is the force to stiffness ratio or the Cauchy number (Ca)

Ca =
ρδyU

2
ref l

3

EI
(17)

Where ρ is the fluid density, and l is the object height E is the Young’s Modulus, and I is the second area

moment of inertia of vegetation of a constant cross-section. L describes the "length of the stem to the to the

wave orbital excursion" [Jacobsen et al. 2019]

L =
l

aw
=

lω

uw
(18)

Where uw is the characteristic orbital velocity. KC the Inertia-to-Drag ratio

KC =
UrefXT

δy
(19)

Where T is the wave period of a regular wave. This number is used as a method for determining the motion of

flexible stems. Inside the testing on stems by [Jacobsen et al. 2019] it was found that the quantity CaL
KC was a

better predictor of motion than just simply usingCaL. The CaL
KC number can be used tomatch the scale material

properties generated by [Kalloe et al. 2023] during the previous testing series to the full-scale tests. As this

experiment is focused on relating the scale effects between the full scale and model tests an important factor

is the effects of the vegetation flexibility. it is well known that flexibility has an impact on object performance

however the amount is difficult to quantify, as modes of deflection, object shape, and flow regime can all have

large impacts [Nepf 1999]. Hence objectswith different flexibility are tested to find out if the effects are constant

across similar conditions or if it is also dependent on the flow turbulence Re,KC. To relate these simply the

relationship of EI is to be used to generate an array of different flexibility’s to be tested.

2.5 Wave Generation

Due to the nature of this thesis attempting to link the variation between the full scale and model tests

done by [Kalloe et al. 2023; Wesenbeeck et al. 2022] the wave generation will follow similar testing condi-

tions as done in the prior tests to check the importance of flexibility. In nature and in the previous tests by
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[Kalloe et al. 2023; Wesenbeeck et al. 2022] both stokes and Cnoidal waves are present during storm con-

ditions. The classifications of such can be found using the Ursell number which was developed along with

Cnoidal wave theory by [Korteweg et al. 1895; Ursell 1953]

U =
HL2

h3
(20)

Where h = water depth, L = wave length andH = wave height. while U<10 Stokes theory is valid, for 10 < U

< 25 both Cnoidal and Stokes theory are valid, and U>25 only Cnoidal theory is valid.

2.6 Stokes Waves

Wave types can be determined using the Ursell number U = HL2

h3 If the parameter falls below a value of

U = 10 then the wave is assumed to be inside the Stokes regime. As such linear wave theory is applied to find

the peak orbital velocities to be used in the calculations of the relevant variables. Using equations derived by

[Airy 1845],[Stokes 1847] for linear wave theory.

w2 = gktanh(kd) (21)

and

Umax = ωa
cosh(k(d+ z))

sinh(kd)
(22)

Where Umax is the peak velocity at a point, ω is the angular frequency or 2∗πT , g is the gravitational constant

(9.81 m
s2 ), k is the wave number or 2π

λ , d is depth, and z is the vertical coordinate.

2.7 Cnoidal Waves Approximation

If the incident wave has an Ursell number that is between 10 and 25 it is Cnoidal and stokes, if above

25 the wave is fully Cnoidal. Based on similar work by Jochem Dekkers and [Goring et al. 1978], where the

wave paddle was used to calculate the Cnoidality of the waves, a method was derived to find the Cnoidal peak

velocities for use in this experiment. Since depth-averaged velocity can be defined as

U =
Q

h+ ηw
(23)

, where Q is the discharge per unit width of the flume and

Q = c ∗ (ηw) (24)
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and U is the depth-averaged velocity, c is the wave celerity, and ηw is the wave surface elevation above MWL.

U =
cηw

h+ ηw
(25)

Then since the net flux in the system can be assumed to be 0, as all is done in a flume. Here however the

method will differ from that of [Goring et al. 1978] as we do not have the motion of the wave paddle itself in

the x direction. In tests, accurate wave data will be taken at the point of interest. Knowing this the wave data

for the relevant test is taken from then compared to the WSE of the same wave generated from linear theory at

the peak. This is possible because both waves are the same wavelength meaning the peak cross-sectional areas

can be compared as they will be in phase with one another resulting in the following equation.

Uref = Umax ∗ ηw−cn

H/2
(26)

This can then be used to approximate the difference in depth-averaged flow velocity between the real and linear

cases. Full derivation can be found in Appendix B section 5.

3 Methods

3.1 Overview of Experiment

Stiff and flexible conical canopy mimics will be tested over different water levels. these tests are roughly based

on the experiments conducted by [Kalloe et al. 2023] ie) 1/10 scale. This campaign differs from the previous

works by seeking to look at a more simplified view of the canopy of a willow tree in isolation. As a method

of determining a better understanding of the individual motions of the branches in a woody canopy. Conical

objects are used here as the branches and canopies of pollardwillows have a projected frontal area thatmimics a

conical shape. Themain variables that will be tracked across this work are the forces felt by the canopy (mimic)

as well as the amount of deflection or motion it undergoes. A list of the variables used to relate the force and

motion can be found in Section 3.3. To capture all of this a short burst of regular waves will be used with

the parabolic damper at the back of the flume. This will allow reflections to be ignored in the data. A force

transducer will placed underneath the object to determine the forces in the X-direction. The recorded forces

will be used to determine the effect of object bending on damping within a wave-attenuated flow. The object

bending or deflectionwill be recorded using a camera, set on amount [Kalloe et al. 2023; Jacobsen et al. 2019].

Then, used later as a way to compare the effects of wave damping, as objects go through deflection.
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3.2 Scaling and Schematization

3.2.1 Object Scaling &Mimic schematization

A representation of the original complex scale trees, created by [Kalloe et al. 2023] as per the previous works

in the WOODY project can be seen in the following figure 8. Which have a frontal surface area akin to this

Figure 8: Complex Tree Frontal Area[Kalloe et al. 2023]

The trees are made up of 4 components, the trunk, and then three different branch classes, class 1-3. The class

1 branches are the largest with a base diameter of over 5 millimeters. The class 2 with a base diameter of 2-5

millimeters, and the class 3with a diameter of less than 2millimeters. Themaximumbranch lengths are roughly

0.43, 0.25, and 0.1 meters respectively. For this project, two shapes were considered to represent the simplified

canopy of the tree. A cylinder that projects a rectangular frontal area. Or a cone that projects a triangular frontal

area. Cones were chosen as the optimal shape as they can not only match the projected frontal area of the total

canopy but that of the singular branches as well. This will induce a more realistic shape of deflection with a

realistic vertical variation in I .
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Figure 9: Simplified Frontal Area Above Trunk

Due to this relation, the cone (mimic) is used as the relative shape for the rest of this experiment. A cylinder

is used as the trunk for all tests, this trunk has a 1:1 scale with the complex model trees. With dimensions

0.1 meters tall, and a circumference of 0.035 meters. This is indicative of the average trunk of the complex

trees tested in previous experiments by [Kalloe et al. 2023]. To ensure the entire canopy is covered in the

experiments a branch length of 0.43 meters was used, which is the same height as the class 1 branches. See

figure 10 for an example of the Large cone.
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Figure 10: Example Cone & Mount

This will give the schematized cone the same overall height as the bulk of the complex tree canopy. Different

base diameterswill be used to induce different flow regimes, alongwith varyingE-moduli to change the amount

of deflection experienced. The specifics can be found in the following table.

Table 1: Combinations of Sizes and Materials

Diameter at base (m) Length (m) Youngs Modulus (Mpa) Material Type
Large: 0.0346 0.43 5 FilaFlex 60A

0.43 7.5 FilaFlex 70A
0.43 56 TPU 95A
0.43 1820 Ultimaker PLA

Medium: 0.0137 0.43 5 FilaFlex 60A
0.43 7.5 FilaFlex 70A
0.43 56 TPU 95A
0.43 1820 Ultimaker PLA

Thin: 0.0032 0.43 400 Soft PLA
0.43 1820 Ultimaker PLA
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Across this combination of materials and sizes the range of the Cauchy number will be in ∈ (0.0009, 30.6) and

KCwithin ∈ (5.63, 754.35). The average Reynolds number for the thin cones will be low ie) Re <1000, while for

the large and medium cones it will be greater than 1000.

3.2.2 Wave Scaling

Thewaveswill be using a 1/10th scalewave height, from the largeDelta flume tests to bettermimic the approach

taken by [Kalloe et al. 2023;Wesenbeeck et al. 2022] The water levels will also have the same scale to keep the

wave scaling consistent. The waves are scaled using the initial Tp and Hm0 and deep water level ddeep.

Table 2: Wave Scaling

ddeep dTree Tp Hm0 ddeepnew dTreenew Tpnew Hm0new

6.83 4.5 3.9 1 0.683 0.45 1.23 0.1
5.33 3.0 5.6 1 0.533 0.30 1.77 0.1

For the basic flow velocity calculations, the peak orbital velocities under the wave are taken using eq.

uw,max =
aω cosh kh

sinh kz
(27)

All waves were then scaled using the Froude Equation.

Uref√
gh

(28)

For completeness and to generate a full spectrum of waves the heights 0.14, 0.18, 0.05 were added to the tests

for each water level and wave period as well. The following conditions were tested.
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Table 3: Overview of Generated Waves

Test# Tp (S) λ (m) Wave Height (m) dTree (m) Ursell # Classification Incidence
1 1.00 1.37 0.05 0.3 3.5 Stokes Non-breaking
2 1.00 1.37 0.1 0.3 7.0 Stokes Non-breaking
3 1.00 1.37 0.14 0.3 9.8 Stokes Non-breaking
4 1.23 1.83 0.1 0.3 12.4 Stokes and Cnoidal Non-breaking
5 1.23 1.83 0.14 0.3 17.3 Stokes and Cnoidal Non-breaking
6 1.23 1.83 0.18 0.3 22.3 Cnoidal Breaking
7 1.77 2.84 0.1 0.3 29.9 Cnoidal Non-breaking
8 1.77 2.84 0.14 0.3 41.8 Cnoidal Breaking
9 1.77 2.84 0.18 0.3 53.8 Cnoidal Breaking
10 1.77 2.84 0.05 0.3 14.9 Stokes and Cnoidal Non-breaking
1 1.00 1.49 0.05 0.45 1.2 Stokes Non-breaking
2 1.00 1.49 0.1 0.45 2.4 Stokes Non-breaking
3 1.00 1.49 0.14 0.45 3.4 Stokes Non-breaking
4 1.23 2.07 0.1 0.45 4.7 Stokes Non-breaking
5 1.23 2.07 0.14 0.45 6.6 Stokes Non-breaking
6 1.23 2.07 0.18 0.45 8.5 Stokes Non-breaking
7 1.77 3.36 0.1 0.45 12.4 Stokes and Cnoidal Non-breaking
8 1.77 3.36 0.14 0.45 17.3 Stokes and Cnoidal Non-breaking
9 1.77 3.36 0.18 0.45 22.3 Cnoidal Non-breaking
10 2.10 4.11 0.05 0.45 9.3 Stokes Non-breaking

3.3 Dimensional Analysis

The following figure details the variables that can be recorded and tracked during testing.

Figure 11: Variable Diagram

Breaking this down we have the following variables to work with as well as the mechanical property variables

of the object and fluid:

η = Max Wetted Branch Length [L]

T = Wave Period [T ]

d = Water Depth [L]

H = Wave Height [L]
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δy = Diameter [L]dz

D = ObjectDiameter at Base [L]

l = Objectlength [L]

ρ = Density [ML−3]

v = Kinematic V iscosity[L2S−1]

E = Y oung′s Modulus [ML−1T−2]

I = Second Area Moment [L4]

When viewing the quantifiable variables, all three dimensions of [L,M, T ] can be found. According to the

Buckingham-Pi Theorem [Hughes 1993]with 10 variables across three dimensions 7 unique combinations can

be created. Four of these can immediately go to the Cauchy, KC, Reynolds, and the Froude number. Leaving

three more available combinations, one of which can be the rate of tapering of the object or slope l
D−δy,t

the

second being the peak of the incident wave relative to the height of the object η
l . The third can be H

D the ratio

of the wave height to the diameter at its base. It should be noted that η is 0 at the base of the object and maxes

out at the peak of the object i.e. its maximum value is equivalent to l (0.43m) for this analysis.

Other terms can be combined into some common variables as well such as force, [MLT−2], or Uref , [LT
−1]

which will be used later in the discussion section of this report.

3.4 Experimental setup

This experimental setupwill followa similar plan as the previous small-scale tests conducted by [Kalloe et al. 2023].

The notable differences are the exclusion of irregular waves and no forest. The only object in the flume will be

the mimic (cone), and the mount attached to the force gauge at the base. The wave damper is also set at the

back of the flume to increase the time between generation and reflection.

3.4.1 Tree Placement

Coneswill be placed on a platform raising them up by 0.233meters off the bottom of the flume. With, a distance

of 11.3 meters from the wavemaker. The platform is connected to a foreshore slope extending towards the deep

water ie) the wave generator. For images of the set-up see figures 12, 14, and 13.

3.4.2 Wave Gauges

10 wave gauges will be used, three in deep water (WG 1-3), and three in front of the tree (WG 4-6) to check the

wave heights before impact. The three (WG 8-10) behind the structure to check for reflection will not be used

in these tests. The final gauge (WG 7) is placed in line with the tested mimic. All ten wave gauges were placed

on the (y) center line of the flume with X being the relative distance from the wave maker. All WGs have a

sampling rate of 200Hz for all tests. For gauge placements see fig 12.
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Figure 12: Side View Tank

3.4.3 Force Gauge

For all relevant tests, a force gauge was placed under the mount of the cones. At the same x location as that of

WG7 which is 11.3 meters from the wave paddle. This will be used to measure the applied force of the fluid

in the x-direction. The gauge measures force through the single-point bending of a steel beam. The FG has a

sampling rate of 200Hz. See Appendix E table 8 for more specifications on the FG.

Table 4: FG Specs

Range (V) Sensitivity (V) Calibration Factor (N/V) Sampling Freq (Hz)
10 0.01 0.024525 200

3.4.4 Capturing Object Motion

A camera was mounted on a separate mount that was suspended using wooden beams, these are attached

perpendicularly to thewave flume. This ensured that the camera did notmove between tests. Inside the camera

mount, there are vertical guides and a horizontal guide that allow the camera to be locked in a specific direction.

Keeping constant positioning between tests. see Fig.14,13 for the set-up. For the camera specifications see

Appendix E.

Figure 13: Camera Setup Sketch Side View

25



Figure 14: Camera Setup Sketch Top View

Deflection will be recorded using the camera as specified above, the camera is roughly 1.1 meters from the

center of the mimic. The sampling rate of the camera is 25 FPS for the large cones and 50 FPS for the medium

and thin cones.

4 Processing

4.1 Image Processing

4.1.1 Magnification Factor

While the checkerboard is submerged at all points in the x-y direction the size of a 20 mm square is 36

pixels or 0.55 mm per pixel. The dry checkerboard shows that 20mm, or one square is covered by a distance of

32 pixels i.e. 1 pixel is equivalent to 0.625mm, thismeans converting the captured pixels to dry from submerged

is a factor of 9/8.

4.1.2 Lens Distortion

The camera being used in this experiment has an optimal focal length of 1.2 meters. The lens was placed

roughly this distance from the tested object, at this focal length there is minimal to no lens distortion. Due to

the mount, the tangential distortion is consistent. The distortion was found using a large checkerboard and

a light intensity filter inside of Matlab. The maximum possible distortion experienced by the object then was

calculated to be roughly + − 1 pixel across the entire object length of 0.43m or roughly + − 0.008 deg (θ), See

Appendix A Section 1 for the full calculation set.

4.1.3 Object Tracking &Measurement Error

This section covers the range of errors for the measurements of the objects themselves. In the videos with

proper lighting, the image contrast is very high. Therefore the measurements can be taken by a computer with
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no error in an image. However, in low-contrast images, the tip measurements must be done by hand, the zoom

inside of Matlab allows for an error of +- 1 pixel.

This means for the 1080p image the maximum displacement from the actual value to pixel measurement error

is 2 pixels. Between points or a confidence interval of +- 1.25mm from the recorded values, in the 1080p images.

For the 4k images the value then becomes +- 0.625 mm from the recorded values.

for measurements taken by hand, there is a set of rules that must be followed to ensure that everything is taken

properly.

1. The highest leftmost point is taken as the object tip.

2. All measurements are taken from the leftmost side of the object (base and tip for still and active positions).

3. If there is motion blur, then the blur that occurs in the leftmost part of the screen is assumed to be the active

point of the cone and recorded as such.

Examples of high and low-contrast images can be found in Section 2 of Appendix A.

4.1.4 Object Tracking

Objects are tracked in Matlab using the grayscale and difference functions to generate an array of high-

contrast points. These points can then be used to recreate the image in a scatter plot where only the areas of

interest are visible. While some noise does slip through the filter the object itself is highly visible.

(a) Grayscale Image T#:6-0.68 (b) Re-Graphed Image T#:6-0.68

Figure 15: Object Definition

4.1.5 Definition of Deflection

Object deflection is defined as the maximum forward deflection of the tip from the initial position relative

to the object base. Forward motion is defined as the motion of the bulk of the object in the forward direction.

This can also be defined as the deflection at the moment the bulk of the object reaches a net-0 velocity. After

deflection, when the object starts to move back toward its original position it often happens due to the thinness

of the tip that it will deflect even more due to fluid viscous forces. While this could be taken as the maximum,
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it is disregarded. The main component of interest is the effect of the forward motion of the wave on the object.

Taking only from forward motion also removes the effects of secondary modes of bending at the tip. The peak

deflection will only be taken at the instance when the object no longer moves in a forward direction. See Fig.17

Figure 16: Example of Tip Deflection Off of Initial Position

Figure 17: Forward Deflection (Black) Vs Peak Deflection (Red)

This figure views test 6, the 1.23-period wave with an Hm0 of 0.18m at a WL of 0.68 on the 7.5Mpa medium.
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In this situation, the black (time: 31.56s) is the forward motion-induced deflection, and the red is the peak

deflection the tip of the cone undergoes. The tip of the object at the maximum (red) (time: 31.6s) goes through

significantly more bending however, tracing the line we can see the bulk of the object has started to deflect

back towards its initial position. This combined with the resistance of the water induces this extra bending. To

ensure that the bending initiated by the forward motion of the waveform is used and consistent, the maximum

forward deflection is taken while the bulk of the object is moving forward or stopped (black).

4.1.6 Quantifying Deflection

The calculation of the deflection of the object is found by creating two rays from the base point. One is at

the object’s resting point before the water is disturbed. The second is from the base point to the tip of the object

during maximum forward deflection.

Figure 18: Deflection Example

To find the deflection both rays are converted from Cartesian coordinates into slopes. By taking

mn =
|yt − yb|
xt − xb

(29)

for both points where xb, yb are the base points, and xt, yt are the coordinates at the tip of the object. To find
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the angle of the rays relative to one another the equation:

tanθ =

∣∣∣∣ m1 −m2

1 +m1 ∗m2

∣∣∣∣ (30)

is applied wherem1 is the slope from the base to tip in the starting position, andm2 is the slope from base to tip

in the position of maximum forward deflection (θ), this is solved for theta in radians then converted to degrees

using the relation rad ∗ 180
π .

4.2 Quantitative Analysis

4.2.1 Wave Gauge Correlation

To find the forces on the mimic, the forces of the mount must be removed from the data. As the Mount and

Mount-mimic tests must be run independently of one another, the data sets will not be perfectly in sync in

time. To combat this the data sets must be correlated in time. To do this the function ’xcorr’ is used in Matlab

[Buck et al. 1997; Stoica et al. 2005] r = xcorr(x,y) returns the cross-correlation of two discrete-time sequences.

This can then be used to shift the data sets so that the wave data is matching. All data sets are correlated using

WG1 as it deals with the least noise. An example of this is shown in the following figure. The full calculations

can be found in Appendix B Section 1.

(a) Uncorrelated Data (b) Correlated Data

Figure 19: Data Correlation Example

4.2.2 Force Separation

The recorded data includes the forces on the mount from separate tests. As well as the overall forces on the

canopy and mount combined recorded by the force gauge. Once the data is correlated then the forces from

the mount are subtracted from the total forces induced by the mount-canopy combination to find the forces

induced by the canopy alone. An example is provided in the following figure. The blue line represents the

combined Canopy-Mount forces. While the orange depicts the forces on just the canopy after the mount data

has been removed. Full calculations can be found in Appendix B Section 2
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Figure 20: Force Removal Example Flex Fork WL:0.68 m Tp:1.00 s Hm0:0.14 m

4.2.3 line-up Error

The above process of force correlation is done by lining up the data at a frequency perfect match 1/200 Hz

however in rare cases the data may require a shift of 1/400 Hz in which case it is rounded to the nearest whole

1/200 Hz and then shifted the error that this generates is rather negligible on the total and peak forces. The

maximum error in peak forces across all data sets based on an offset was 1.33% of the peak force. This shift is

also twice the actual effect that could occur in a data set. See Appendix B-4 for calculations.

4.2.4 Force Peak Separation

The peak forces generated on the mimic in each test are separated from the data using the function ’FindPeaks’

in Matlab. All highlighted points are recorded and placed into a matrix along with the average of the 3rd

through 13th points. Data is taken at the third point to guarantee the wave is fully spun up and stopped at the

13th to ensure no reflections are taken into account. The average of these 10 points is theFp used for calculations

in the results section. See the following example Fig. 55. Full calculations can be found in Appendix B Section

3.
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Figure 21: Peaks

4.3 Forcing Checks

Forcing values need to be taken as a check for wave damping, andwhether bending and change in flow regimes

have an active effect on force. An estimation of the forcing will be calculated through the approximation of

forcing on a cylinder, applied over multiple points on the cone to generate the average force based off of eq.(4)

fd = Σn=i
n=01/2ρδyCDU2

ref (31)

Cd can be calculated one of twoways, using the Reynolds numberRe eq.(9) or the Keulegan-Carpenter number

KC eq.(19). For the Reynolds approximation eq.(8) can be used. For the Keulegan-Carpenter number based

on previous literature, a coefficient will be determined using the data generated from the stiff mimics with the

following formula.

CD = α(KC)β (32)

5 Results

5.1 Thin Cones

In the 0.68 and 0.53WL tests for the thin cones, phenomena occurred where the 400Mpa cones simply followed

the shape of the wave more so than active deflection. Likely due to the object having low enough inertia and

bending resistance that it simply followed the orbital path of the fluid instead of deflecting and then attempting

to revert to its initial shape andposition. The thin coneswere so easily affected by thewaveform that they started

to permanently warp from the tests. Due to this the thin cones are no longer included as part of the analysis in

this data set.
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(a) Thin Cone Initial WL:0.68 m Tp:1.23 s Hm0:0.18 m (b) Thin Cone Final WL:0.68 m Tp:1.23 sHm0:0.18 m

5.2 Inertia-to-Drag Ratio

The Keulegan-Carpenter Number (KC) UxT
δy

is the ratio between the inertia-to-drag ratio of the object in

relation to the flow of the fluid around it. When looking at the KC# with respect to the data gathered in the

testing a few things immediately become apparent. There is a strong relationship between the KC# on a single

object and the correspondingmotion of the object underflow. Aswe can see in the following figure Fig.23 across

all tests changes in deflection closely follow changes in the inertia-to-drag ratio.

Figure 23: KC and Deflection Across WL:0.68 m Tests for 5Mpa Medium Cone

Indeed, once the data is organized, a nice fit in figure 24 is demonstrated across a single object. At a constant

water level, this generates a very strong correlation between the deflection of the object and the inertia-to-drag

ratio felt due to flow.
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Figure 24: KC Vs Deflection WL:0.68 m 5Mpa Med

However, where this falls short is object stiffness. As the E-Moduli of the object changes the slope of the line

will increase or decrease. With a higher E-Moduli, the object will deflect less even with the same KC number.

This can be seen in the following figure 25 which displays the different amounts of deflection relative to the

different stiffness of same shape objects.

Figure 25: KC Vs Deflection WL:0.68 m Med cones

In theory, across differently-sized objectswith the same E, the KC should relate the two relativelywell. However

when looking at the ratio between the object’s deflection and the KC number ie) Def/KC across the tests of the

large and medium cones it can be seen that the Deflection/KC values do not match, in fact, there is a large

disparity between points.
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Figure 26: Deflection Over KC WL:0.68 m 5Mpa

As seen in the above graph, the objects do follow the same trend of deflection. There is still a disparity in the

ratio of deflection and KC. Where the smaller object deflects more relative to its KC number than the larger

object even though they share the same material properties, and the same principal shape (Cone).

5.3 Force-to-Stiffness Ratio

The Cauchy number ρU2
ref l

3δy
EI represents the force applied to the object relative to its resistance to bending,

which gives the relative stiffness of the object. Similarly to the KC number as the Cauchy number increases so

too does deflection. However, the Cauchy would predict that a 5Mpa large and medium cone would be going

through the same force relative to the resistance.
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Figure 27: Deflection Vs Cauchy WL: 0.68 m 5Mpa Cones

As seen, in the above figure 27 this is not the case for the objects in question. Instead, there is a large separation

between the amount of deflection between the two objects even though they feel the same amount of force-to-

stiffness ratio. While there is a good indication of prediction among singular objects it fails to capture the full

scope across different sizes.

5.4 Wave Period Tp

In this section, we will be looking at the effects of a changing wave period on the stiffness of an object. The

most consistent tests for this are tests 2,4, and 7 at the 0.68-meter water level. Each test has an incident wave

of roughly 0.1 meters with little skew relative to one another. With, respective wave periods of 1.00, 1.23, and

1.77 seconds. Based on WG data the average impact height of the wave peak is 0.401, 0.402, and 0.407 meters

up the cone, ie. All roughly the same impact points in this we can assume that the effects of Hm0 and skew

are negligible when looking at the data. Taking a look at the Medium cones (0.0137) deflection across these

different waves and their peak forces see figure 28.
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Figure 28: Deflection and Peak Forces Across a Constant Wave Height Wave, and Different Periods, For
Medium Cones WL:0.68 m Tests: 2,4,7

Looking at the 5Mpa medium cone in singularity we see that as the wave period increases the object deflection

decreases. Each increase in wave period decreases the deflection. Starting at 15 degrees down to 12 degrees by

the 1.77 second period. While the peak forcewas at 0.076N at the peak for the 1-secondwave and 0.18N for both

the 1.77 and 1.23-second waves. This would indicate that as the wave period increases, the deflection decreases

however it does not explain why peak force is not changing. Nor why the forces are so low for the 1-second

periodwave. While the 7.5 and 56Mpa variants do not decrease, in fact, the 7.5Mpa cone increases in deflection,

while the 56Mpa increases in test 4 and then decreases in test 7. To further assess the effect of the wave period it

would be prominent to look not at the peak forces generated but at the wave flux as a representation of average

energy.

5.5 Relative Flexibility to Wave Energy

A rough look at the data shows that there is a distinct correlation between the object’s flexibility and the

amount of force it can exert on the surrounding flow. It should be noted that the separation between the points

also increases with increasing wave size as seen in the below figure, Fig.29
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Figure 29: Peak Forces Vs Flux WL: 0.68 m

we can see that as a general trend as the wave increases in size so too does the separation in the forces. In fact,

this shares a direct correlation with the peak deflection of the object as well. When then using the same X-axis

we can see that if the deflection of the flexible objects is against the flux there is a positive correlation.

Figure 30: Deflection Vs Flux WL: 0.68 m

Generating a very sensible relationship where the larger a wave ie) the more incumbent energy, in general, the

more the object will deflect. However, when looking at the peak forces applied to the object relative to those of

a stiff object we see that there are multiple peaks generated where there is a large separation in the peak forces
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of the object. Where it does not necessarily increase with increasing wave energy.

Figure 31: Percentage of Peak Force Difference Vs Flux WL:0.68 m

These two local maxima occurring at the 3rd and 6th positions on the graph might be explained when we

consider the findings of [keulegan et al. 1958] as both these tests, deal with a 1-second period wave which

induces a high rate of change in orbital velocity. This first peak of the wave for the medium cones has a KC

value ranging from 20-100 depending on the diameter which places part of the object inside the peak seen in

graphs peak and trough respectively.

(a) KC Vs Drag Coefficient [keulegan et.al. 1958] (b) KC Vs Inertia coefficient [keulegan et al. 1958]

The available system energy in the form of the Cd is quite high for this combination which in turn applies a

larger force more rapidly to the flexible objects this then causes it to deflect and reduces the peak forces felt by

them. What this implies is that the rate at which the orbital velocities of the wave pass through the object has

a large impact on the applied force and thus the flexibility of the object.
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5.6 Wave Height

The wave height Hm0, which across the same period has the straightforward trend of increasing the de-

flection, peak, and average forces on the object. As it increases in height, the orbital velocity also increases. Also

as a partially submerged object the amount that is impacted by the wave increases. Looking at the stiff medium

cone for the 1.00 second wave period across three wave heights 0.05, 0.1, and 0.14 then the trend is apparent.

Figure 33: Force Vs Wave Height Stiff Medium Cone WL:0.68 m Tp:1.00 s

holding period constant at 1 second for the following wave heights we can see that the object has a direct

correlation with the increase in force being applied. When then applying this to deflection again in fig.??
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Figure 34: Deflection Vs Wave Height, Flexible Medium Cones WL:0.68 m Tp:1.00 s

As the relationship for each object is relatively linear, the Hm0 which is directly correlated to peak force in-

creases then the deflection also increases in a similar manner.

5.7 Impact Height

Another factor is the peak WSE of the wave as the wave becomes more cnoidal the wave generates a skew

around the x-axis with higher peaks and a shallower trough. In the testing series, there is a range of waves

tested. With many fully Cnoidal waves, while Hm0 stays constant. The relative max surface elevation, and

minimum surface elevation change. Which based on linear and Cnoidal theory allows the peak of the wave

to travel faster through the relation c =
√
g(d+ η). For a partially submerged object, this also means that the

wave will impact more of the object as more of it will be within range of the wave. When looking at the 0.1 Hm0

wave in the 0.53 water level where it feels the bottom and therefore goes through more skewing as it shoals we

can see across three periods that the peak forces on the stiff object increase with increasing peak WSE, fig.35

41



Figure 35: Medium Stiff Cone Deflection Vs Peak WSE WL: 0.53 m Hm0: 0.1 m

The larger the skew, the more area is available for forcing. This, in turn, generates an increase in peak force

which, causes the object to deflect to a greater degree. There are some discrepancies in the deflection. However,

this can be attributed to the wave sets and the possibility for the object to reach a resonance or other flow effects.

This seems to have occurred for the 7.5Mpa cone on the 1.77-second 0.1-meter wave and would explain the

increase in recorded deflection.

Figure 36: Deflection & Force Vs WSE, Flexible Medium Cones WL:0.53 m Hm0: 0.1 m

As seen in the above figure for the flexible medium cones the increase inWSEwhich increases impact area for a

partially submerged object has a positive impact on the deflection. Also increasing the peak force Fp generated
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on the object.

5.8 Expected Forces

Using the WG as the baseline for peak WSE we can adjust the expected max wetted area of the mimic

instead of simply using the wave height. As the amount of the mimic impacted the wave will affect the final

force. Using the equations 31 where the drag coefficient is calculated from eq.(8)

CD = 1 + 10Re−2/3

are then applied to the adjusted wave velocities using the approximate Cnoidal wave velocities discussed in

the section on Wave types in the literature review. leading to expected peak forces across all tests on the stiff

objects for the following:

Table 5: Expected Peak Drag Forces (Newtons)

WL (m)
0.68
Test# Medium Large
1 0.0122 0.0291
2 0.0562 0.1364
3 0.1113 0.2676
4 0.0627 0.1528
5 0.1400 0.3395
6 0.2537 0.6167
7 0.0950 0.2326
8 0.2291 0.5607
9 0.4923 1.2113
10 0.0242 0.0583
0.53
Test# Medium Large
1 0.0206 0.0500
2 0.1177 0.2907
3 0.3385 0.8407
4 0.1453 0.3594
5 0.2948 0.7318
6 0.1475 0.3648
7 0.3024 0.7509
8 0.3084 0.7658
9 0.2961 0.7350
10 0.0493 0.1210

These are the forces expected to occur at the wave peak, at this exact moment the change in velocity of the

wave is entirely in the vertical direction, Fi = 0 and Uref
du
dt = 0 These forces are off by a large factor when

compared to the recorded peak forces which are believed to have something to do with the effects of wave

impact especially since these objects are partially submerged which could result in the surface tension from an

unbrokenwave having a greater impact on the object, ie) the passage of the object from air to fluid, and possibly
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the shear forces induced by the waves as well. This generates a large disparity between the peak recorded Vs.

actual forces, thus a drag coefficient was generated using the following equation:

Fd =
1

2
ρCdU

2

refA (33)

Where Uref denotes the average velocity felt over the object, and A the active frontal area of the object. The

above forcing equation is used as a baseline based on previous literature. The active testing range was between

a KC of 5 and 312. The following drag coefficient equations were then derived from the data. Resulting, in a

drag coefficient equation for large cones of

Cd = 27.11(KCa)
−1.079 (34)

and medium cones of

Cd = 21.314(KCa)
−0.764 (35)

where KCa is the average KC number over the cross-sectional area of the object. It is important to note that,

this is only applicable to partially-fully submerged conical, stiff vegetation. The drag coefficient is applicable

only for non-breaking, fully spun-up regular waves, without reflections. Generating the following numbers in

table 6.

Table 6: Adjusted Peak Forces

WL (m)
0.68
Test# Large Medium
1 0.257 0.076
2 0.646 0.270
3 1.243 0.519
4 0.472 0.204
5 0.971 0.421
6 1.357 0.628
7 0.352 0.175
8 0.714 0.352
9 1.022 0.568
10 0.128 0.050
0.53
Test# Large Medium
1 0.250 0.066
2 0.587 0.209
3 0.999 0.433
4 0.507 0.199
5 0.720 0.321
6 0.511 0.200
7 0.472 0.234
8 0.477 0.237
9 0.467 0.230
10 0.197 0.071

44



Which, generates the following figure of the fitted data:

Figure 37: Drag Coefficient Calibration

While a decent indicator of the peak force felt by the cones. This is unfortunately only applicable to the stiff vari-

ants. It is difficult to predict the deflected forces (flexible objects) with the general forcing equations without

using a CFD. The forces are generated roughly based on the speed of the object relative to that of the surround-

ing flow. As the object mobilizes two more factors are required to predict force, the speed relative to force as

well as the degree of deflection of the object or angle to the flow.

6 Analysis

6.1 Adjusting Numbers

In this section, the aim is to try to consolidate the important variables defined in Section 3.3 into a more ap-

plicable number for the prediction of θ. The number should bear similarities to the Cauchy and KC, as from

testing they are good predictors of deflection when looking at a single object. However, fails to capture changes

in shape and complexity. With this in mind a new number which starts similarly to Cauchy where the stiffness

of the object to force is captured in this case using

Fp

EI
, [L−2] (36)

this then captures the effects of flow, wave height, aswell as its relative stiffness essentially a variation of Cauchy,

Fp is essentially flowwith a drag coefficient included. Next, the range of impact needs to be added as we found
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above the peak wetted branch length or ηp has a significant impact on top of wave height resulting in the

following equation.
Fpηp
EI

, [
1

L
] (37)

Following this to non-dimensionalize the number the shape factor of the volume / frontal area is added which

results in πr
3 since all of these objects are of the same shape we can remove the π

3 leaving r resulting in the

following equation:
Fpηpr

EI
[−] (38)

This still results in an imperfect view of the data, finally multiplying this by another dimensionless number

which is the slope of the object ie the ratio of the object diameter to its length.

S =
l

δy,base − δy,tip
(39)

It was found that cubing the slope (S) provided the best fit for the data which results in the following number.

FprηpS
3

EI
[−] (40)

Breaking down the number into numerator and denominator we find the numerator containing

Fprηpl
3 ([MT−2L6]) (41)

while the denominator has.

EI(δy,base − δy,tip)
3 ([MT−2L6]) (42)

Importantly we now have the force and a shape in both the numerator and denominator. This number while

bearing a strong similarity to the Cauchy number from which it was derived bears one key difference. The

numerator and denominators of Cauchy bear the units of [MT−2L3], while the new number places a stronger

emphasis on the length units [L6] regarding the object. This provides a better view of the motion of conical

vegetation. Which unlike cylinders do not have a constant cross-sectional area.

Applying both the large and medium data sets across both water levels the following figure is generated.
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Figure 38: All Data Points Large and Medium Cones

Theoretically, using this curve if someonewere to apply a wave to a conical object, (as this is only run on conical

objects it is improper to assume it works for others) then one could roughly predict themaximum tip deflection.

First by calculating the force applied by the fluid due to flow, and the total object EI, generating this equation

which bears a fit of R2 = 0.742.

θ = 1224 ∗ (FprηpS
3

EI
)1.19 (43)

Where deflection is in deg, Fp, is in Newtons, and E is Young’s modulus in Mpa, I is in m4, and ηp is the peak

impact in meters and S is the object slope or rate of tapering.

It is also important when looking at this equation to understandwhat each part represents to any random shape

that would change the equation. Most importantly the values of r, ηp, S. r represents the ratio of the objects
V olume
Area , ηp represents the moment arm from the base of the object, and S represents the rate at which the object

changes in size. A Step-by-Step derivation of the equation can be found in Appendix F

6.2 Deflection Relevance

Keeping inmind the above equations and concepts. The following analysis will discuss at what point deflection

becomes significant when reducing energy from waves for partially submerged objects. To find the deflective

relevance the following definition is used. The threshold for relevant deflection of an object can be defined as

the point at which past deflection, there is a significant change in the amount of force felt by the object, relative

to its stiff counterpart under the same conditions. This can then be broken into two categories, peak and average

forces. Where peak force Fp is the highest force in Newtons felt by the object during a wave used in the above

analyses. The average force Fais the force felt by the object in N/S during a wave.
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6.2.1 Threshold for Deflection in Peak Forces

When looking at the peak forces felt by an object both tests #1, and 10 across both water levels 0.68 and 0.53

show an insignificant change in peak force across all objects except for the test #1 for the 5Mpa med cone at

0.53. This, however, is attributed to resonance as the 7.5Mpa object has around the same force as the stiff. 0.76

Newtons for the 7.5Mpa, and 0.78N for the stiff. Across these tests, the maximum recorded deflection is 6.1

Degrees occurring on test#10 for the 7.5Mpa Med Cone at the 0.68 WL. If the net is cast further across larger

waves some 6-degree deflection waves can see a large change in the peak forces. Adjusting for this, we arrive

at roughly 5.3-4 degrees of deflection the object can be considered stiff with the caveat that the wave must be

non-breaking. The high impact of breaking waves causes large deflection force adjustments. If the objects are

flexible enough they can accelerate rapidly from the induced forces. If the deflection of all objects under 5.5

degrees is plotted in relation to the peak force of the stiff and flexible variants ie) Fp,Flex

Fp,Stiff
the following graph

is generated.

Figure 39: Threshold For Deflection of Relative Peak Forces

In general, as the deflection increases we see that the relative force of the flexible cones decreases when com-
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pared to that of the stiff object. This becomes especially prevalent once passing a degree of deflection greater

than 10 degrees, with the tightest ranges inside of 5 and 2 degrees. Looking specifically inside a range of 5.5

degrees we can better see the variation of the points.

Figure 40: Threshold For Deflection of Relative Peak Forces Zoomed

Here we can see that most of the forces felt by the flexible objects are slightly less than, or even slightly greater

than the forces felt by the stiff version. All within 0.2 of 1:1 which in most cases falls well within the 1st Std

of the peaks. The average Std across these tests is 0.02947 Newtons and an average force of 0.394 Newtons

placing the first Std of the F,flex
F,stiff at a ratio of roughly 0.91 to 1.09 within this range roughly 69% of all points

are accounted for. Points that fall outside of this could be due to a multitude of reasons. Most likely because

the waves are done in sets, which, if the object has resonance, can easily affect the amount of deflection. As well

as the forces felt at the peaks. Looking at the graph we see that after 2 degrees of deflection, the spread of the

forces increases significantly. With this in mind, the tentative assertion is put forward that up until 5 degrees

deflection is relatively inconsequential. However, past 2 degreesmore complex effects can start to occur causing

the peak forces of a stiff or flexible object to change. Still, in general, at 5 degrees or less the averages are focused

around the 1:1 stiff-to-flexible ratio but there is a greater possibility for variation.

6.2.2 Threshold For Deflection in Average Forces

When looking at a threshold for average force (N/S) the values are farmore blurry, plotting all the pointswithin

1 Std. Against all the points under 5.5 degrees of deflection generating the following plot.
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Figure 41: Threshold For Deflection of Average Forces (N/S)

The density of this plot is a bit more sporadic, indeed even looking at the bottom line ie) deflection>1 degree

there is still a large spread, up to almost 1.2 F,Flex/F,Stiff. Implying, that even though the cone did not deflect a

perceptible amount. there was still a decrease in the forces with no specific reasoning outside the test variability

within the external testing conditions themselves. Small variations in initial water level, and wave generation.

When looking at the data from WGs there is little to no variation in the time surface elevation from one test to

another. Which, simply leaves the only explanation that there is variability occurring that cannot be accounted

for. Moving forward, however, with this understanding when looking at the points we see the highest density

within 0.8-1.2 F,Flex/F,Stiff is inside the 5.5-degree range. Especially, past 5.5 degrees the density of the points

severely decreases within one std of the forces. In general, all the points are oscillating around 1:1, under the

5-degree line. With enough regularity that within 5 degrees the object can be considered stiff. However, this

should be taken with a grain of salt as there is considerable chance based on this data for variability in the

recorded forces. This variability does also occur around the stiff cones so it may simply have something to do

with the material. Perhaps the small difference in the starting position of the objects on the mount, the exact

flow in the tank, small variations in WL, and possibly small currents remaining between tests even though

these were accounted for. However, as the waves are not steady flow in general this leaves more opportunity

for variability to occur during testing through high frequency dynamical noise.
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7 Discussion

7.1 Common Ratios

7.1.1 Difficulties in Force-to-Stiffness Ratio

The Cauchy number is generally the most used way to scale object flexibility for grasses between a model and

prototype [Jacobsen et al. 2019]. Specifically cylindrical objects that have a constant cross-section. However,

in this instance, the object is being used to mimic branches, and branches taper. Branches, as discussed by

[Kalloe et al. 2023] have differing grades and sizes on a single tree. Most for the purpose of this work can be

viewed as cones for a pollard willow, when going from a base to a tip they have varying sizes and thicknesses.

If the Cauchy number is viewed through slices of the object’s incremental force-to-stiffness or the incremental

moment arm. The ratio over the object profile of the average Cauchy for the object is the same. It can be seen

that across different shapes with a constant E modulus, an error is generated.

Figure 42: Incremental Moment Over Different Objects

In this image, we can see three incremental profiles generated all based on the same expected wave. With the

following object properties:

51



- Diameter (m) H (m) Surface Area (m2̂) E (Mpa) I (m) Avg Cauchy
Medium Cone 0.0137 0.43 0.0029455 5 9.07705E-05 13.99
Large Cone 0.0346 0.43 0.007439 5 2.29E-04 13.99
Rectangular Prism 0.0173 0.43 0.007439 14.59 9.07705E-05 13.99

The first and more noticeable area comes in the object which has a completely different shape from that of the

other two objects (rectangle). In this case, the E-moduli must be increased to generate the same EI . When

comparing it to the Large cone profile the lines are inverted with the local moment of bending increasing with

object height for the rectangle and decreasing for the cone. For the profiles of object deflection to match the

profile of themoment armmust alsomatch that of the original object. In this, we find a disparitywhen changing

the object shape requiring a variable E modulus over the height to generate the same profile. The Medium and

Large cones however show that their profiles (using the moment arm) have the same force/resistance ratio.

Theoretically, this would generate the same amount of deflection. As seen previously in figure27 this is not the

case. The top of the equation ρδyU
2
ref l

3 predicts the force of fluid on the front face of the object well. When

looking at the denominator. The second area moment I which views the object as a triangle does not take into

account the mass moment of inertia of an object. These are three-dimensional objects, while I only takes into

account the projected 2D area of the object. Both objects aremade of the same theoretical material and therefore

have the same density which will be used to compare the mass moments of inertia Im. For a cone

I =
bh3

12
(44)

while

Im = m(
3r2

20
+

h2

10
) (45)

since the density of both objects is made of the same material, m can be simplified in this case to the volume of

a cone Vc =
πr2h
3 if we replace the mass portion of the equation m with volume we get the following equation

which we can denote as Iv of the volume moment

Iv =
πr2h

3
(
3r2

20
+

h2

10
) (46)

generally Im has the units of [ML2] in this case when comparing similar densities can be changed to [L3 ∗

L2]or[L5] and I units of [L4]. Since we are comparing objects of the same density the mass component of Im

can be ignored and replaced with volume. If Iv is plugged into Cauchy in replacement of I which again only

works, in this case. The following curves are now generated when viewing the object incrementally.
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Figure 43: Incremental Moment Over Similar Cones Using Mass Moment

The reason for this separation is the ratios of I[L4] Vs Iv[L2 ∗ L3] in the original Cauchy equation, the large

cone has an EI of 1324.9 and the medium cone of 453.8 which gives a ratio of roughly 2.9 between the large

and medium cone. However, when looking at object inertia in the form of the volume moment the values for

the large and medium are now 12.49 and 1.95 respectively which provides a ratio of 6.39 between the two. This

is shown in the ratio between the actual deflection of the objects where the medium bends between 3-7 times

more than the Large cone for the 0.68 WL.

Test Large 5Mpa θ Med 5Mpa θ Ratio M/L
1 0.648828 4.817604 7.425084
2 2.738196 15.22681 5.560889
3 - 18.93105 -
4 3.236776 13.5301 4.180117
5 5.765098 20.72033 3.594098
6 10.32008 - -
7 2.862235 12.3765 4.324068
8 6.247896 24.03867 3.847482
9 11.82618 42.79343 3.618535
10 0.983501 6.133971 6.236874

This change in ratio is what causes a disparity when viewing cones with the Cauchy equation across different
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object scales, as it is only noticeable when looking at the object in 3 dimensions that do not have constant cross-

sections. When looking then at the deflection of the object relative to the Cauchy number across different object

types we see the expected result, where the larger object due to its mass moment deflects significantly less.

7.1.2 CAL/KC

In comparison to the current numbers of KC, Ca, the combined CaL/KC as created by [Jacobsen et al. 2019]

works the best out of the numbers, Ca, KC, CaL, andCaL/KC for describing themotion of a mimic stem across

different flow conditions. These stems, however, are cylindrical and maintain a constant cross-section, as well

as being fully submerged underflow. In theory, this number serves to cancel out the issues created with the

singular ratios of KC or Ca. While this value holds up well for stems it fails to capture the complexity of the

situation undergoing the mimics in this testing series. In fig.44 we can see the power and linear relationships

for deflection Vs CaL/KC plotted on a log-log scale and the correlation across different tests and objects we

get the following figure which has essentially a correlation of 0 across multiple points.

Figure 44: Deflection Vs CaL/KC

This is in theory due to as previously mentioned in the section on Cauchy, the 3-dimensional flow effects that

occur as objects change in size. As size changes the relative scale of the flow ie) wave attenuated force takes on

a different ratio which in turn causes these number to lose their validity. The KC and Ca are both dimensionless

numbers that relate to specific circumstances, thus when the scale of an object no longer matches the scale of

the wave flow, three-dimensional effects begin to occur which is outside the scope of a 2-D equation.
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8 Conclusion(s)

The goals of this research and thesis were to attempt to gain a better understanding of the effects governing

the deflection of schematized willow branches under wave flow, and how this deflection can, in turn, affect the

ability of an object to reduce wave energy. The canopy (mimic) models were developed based on the projected

frontal area of a pollard willow as defined by [Kalloe et al. 2023]. These mimics were then tested across a

range of waves and water levels to determine the impacts of object motion or deflection on forcing, and in turn

the ability to dampen wave energy. Deflection θ which was defined as the position of the tip from rest to the

maximum forward motion of the object. Which can also be defined as the deflection at the moment the bulk of

the object reaches a net-0 velocity. This was done to remove the secondary mode of bending from the data set.

This θ was then compared across multiple different variables (H, η,Tp,Fp) and ratios (KC, Ca).

As a result of the research done here, it was determined that there is a direct link between the amount of

force an object can exert on the wave flow and the amount of deflection in regard to the peak forward motion

of an object. While already well-known phenomena, when the data was compared to the current methods. It

was found that the current ratios used to predict object motion can sometimes fail to capture the complexities

of flow due to the limitations from which they were derived. The Cauchy and KC numbers work as excellent

predictors of a singular object across a range of wave conditions. However, fails to relate to changes in object

dimensions. Similarly, the CaL
KC while an excellent predictor of cylindrical stems under submerged wave flow,

again fails to capture the θ of the object under partially submerged flow, for cones across different scales. This

was determined to be due to the 3-Dimensional effects of flow.

Based on the data recorded across the tests conducted in this research a reasonable relationship for object

deflection in turbulent flows was determined, where the Reynolds# is above 1000 for the bulk of the object.

Generating the following equation.

θ = 1224 ∗ (FP ηS
3

EI
)1.19

Which has an R2 of 0.742 fit to the data. Where θ is the maximum forward tip deflection in degrees, Fp is the

peak force, and η is the peak impact height of the wave on the object. S is the object slope from base to tip.

E is the Young’s Modulus, and I is the moment of inertia. It is also important when looking at this equation

to understand what each part represents, for different shapes the final number may very well be different as

mentioned in the analysis section.

This coupledwith a hard threshold for deflection of 2 degrees, can be used to determine if the incidentwave

on a partially submerged object will result in an amount of deflection that is significant enough to quantify the

object as flexible under the current flow conditions. With a soft threshold of object stiffness located at 5 degrees

of deflection. The limitation of this equation lies in the prediction of larger amounts of deflection. Predicting
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the peak forces of a highly mobile object requires a complex analysis or a physical model. However, currently,

it can still be used as a method to determine if an object can be considered stiff or flexible in relation to the

influence of flexibility on the force compared to a stiff branch. Once an adequate equation for calculating the

drag coefficient can be found. Most importantly this work shows that for complex shapes, to properly generate

amethod of determiningmotion. The changing cross-sectional areasmust be taken into account in the equation

in this case the tapering of the mimic was included through the slope term.

8.1 Recommendations

The conclusions in the paper are promising on the impact of tapered shapes on the deflection of vegetation.

However, this data is only for cones, more testing needs to be conducted. More complex non-constant cross-

sectional shapes need to be tested like forked or branching mimics. These then need to be compared to the

motion of objects that are within the influence of other objects. Different water levels (fully submerged, fully

emerged, etc..) need to be tested. More complex wave patterns specifically with irregular waves which are not

included in this test data need to be observed. All of this should eventually be combined to help develop a CFD

to simulate the mechanical properties of these types of shapes in any range of conditions.

The peak forces are another area of concern not in the variation but in the actual values. The predicted forces

can be approximated for a stiff object without much difficulty, once a drag coefficient is determined. However,

once the object goes through high amounts of deformation it becomes significantly more complex to predict

the forces. As well the equation derived in this paper may prove to be accurate, it is also a first derivation and

can most certainly be improved upon by further research to study the bending of objects with a non-constant

cross-sectional area.
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10 Appendix A

10.1 Lens Distortion &Magnification Factors

To find any lens distortion images with a reference (checkerboard) were put through the Matlab processing

and the distances of high contrast (Square Edges) were used to generate the relative distortion. There was no

change in the amount of pixels to cover the 20mm squares regardless of location in the frame. While the object

is submerged at all points in the x-y direction the size of a 20 mm square is 36 pixels, corresponding to a pixel

size of 0.555 mm per pixel. From top to bottom and then from left to right. This implies that the error due to

rounding must be <0.5 pixels hence the error is <0.5 across a distance of roughly 50 pixels which implies a

maximum error of <1% at the maximum distortion, generating a maximum error per pixel of <0.00555 mm for

the dry case.

Figure 45: Image Distortion Check

Figure 46: Viewing range
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Figure 47: Image Distortion Check Matlab

The same procedure was repeated to determine the magnification factor of the fluid. The dry checkerboard

shows that 20mm, or one square is covered by a distance of 32 pixels i.e. 1 pixel is equivalent to 0.625 mm.

This means converting the captured pixels to dry from submerged is a factor of 9/8. In the dry case again, at

maximum distortion, there is a difference of <0.5 pixels leading to a maximum error of <1% or <0.00625 mm

for the submerged case. [Stancic 2013] a study on humanmovements for sports medicine details an acceptable

amount of distortion for active motion as 1.1mm for velocities of 2.5m/s being well within the acceptable value.

Across the entire length of the active objects used in this testing which is 0.43 meters, there is no change in

the perceivable error between sections thus the distortion must be below 0.5 pixels. Accounting for a factor of

safety the distortion maximum is 0.625mm from base to tip. Tip arc deflection can be viewed with the formula

a
2πr ∗Deg

360
= Displacement (47)

in this case would be
2 ∗ 430 ∗ π ∗Deg

360
= 0.625mm (48)

meaning the maximum effect from the maximum possible distortion would be extremely small, the exact ratio

is confidently within a range of +− 0.008deg from the observed values.

The above discusses the distortion error for 1080p, some videos are also recorded in 4k resolution, the same

measurements were taken for those camera settings and unsurprisingly in the dry conditions, 20mm is equiv-

alent to 64 pixels in the x and y directions or 0.3125 mm/pixel. Double that of the 1080p, for the submerged

conditions the same is again found with a 9/8ths multiplier leaving the pixel count for 20mm at 72 pixels in

x and y directions or 0.278 mm/pixel. In this dimension based on the ruler size of 64 pixels with no measur-

able distortion inside the active range of the video, the detectable distortion must fall at again <0.5 pixels of
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distortion across 64 pixels. This leads to roughly the same radial distortion of +- 0.008 deg of an arc.

10.2 High and Low Contrast Images

Figure 48: High surrounding Contrast

Figure 49: High surrounding Contrast Scatter

In the images with good lighting, there is a high contrast between the cone and its surroundings. In the above

situation, the tip of the object is easy to find and then extract using code, as seen by fig.49
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Figure 50: Low surrounding Contrast

Figure 51: Low Surrounding Contrast Scatter

In the low lighting/contrast setting the cone is harder to distinguish from its surroundings. While adjusting

the filter can end up with a reasonable resolution of the object, too many other points are pulled into the frame

along with it. This results in the point needing to be taken by hand from the original image. Creating the +-1

pixel error for any points taken this way.

10.3 Object Tracking

First, the image is loaded up intoMatlab, then it is converted into grayscale, and the top 30 percent of the image

is removed due to high contrast at the top. As well as the left and right 20 percent to remove the contrast from

the Arucos. Each row of the picture is then run through the difference function and a filter to remove low

contrast points. All passing points are then converted to 1s and multiplied by the inverse of their row number.

Then plotted as points on a loop to generate a new version of the image graphically which can then be matched
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to the original as a way of tracking the object’s motion and validating it.

10.3.1 Code

Figure 52: Image Processing Code

10.4 Camera Specifications

Camera: Sony 4K FDR-AX33 20.6 MegaPixels Handycam;

25fps, image size 16:9 (2.1M);

File Format XAVC S HD ;

note: This was adjusted in the later tests with the smaller objects to a frame rate of 50 fps, a shutter speed of 600

Hz, and an image of 1980 x 1080 pixels to account for the increased frame rate.

10.4.1 Camera Setup / Calibration

1) Clean the flume walls so as to provide a clear picture

2) Calibrate the lens to remove distortion

4) Calibrate the Camera in space using arucos

3) Set up the checkerboard in the plane with the tree in both dry and submerged conditions.
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11 Appendix B: CSV Analysis

11.1 Data Correlation

Cross-correlation measures the similarity between a vector x and shifted (lagged) copies of a vector y as a

function of the lag. If x and y have different lengths, the function appends zeros to the end of the shorter vector

so it has the same length as the other. Using this data the maximum value is found in the r-vector output. Then

using the "find" function, which finds the location of the max within the r-vector we get the number of places

thematrix was shifted to line themup. This placement then is subtracted from half the size of the r vector which

gives the required shift of the secondary matrix relative to the original. Depending on the sign will determine

if the matrix needs to be shifted forward or backward. If the shift value is positive then the secondary matrix

simply has that amount of points removed from the beginning excluding the first column which includes time.

If the value is negative a matrix of 0s is appended to the front of the secondary matrix with a length equal

to that of the shift. This then pushes the data in line with the mount data. All of this is done using the first

deep water wave gauge (WG1) which deals with the lowest amount of noise and therefore provides the most

accurate matching.

(a) Uncorrelated Data (b) Correlated Data

Figure 53: Ex Data Correlation

After this process is completed, the force values may also be added or subtracted from the canopy. The sec-

ondary matrix is trimmed so that it is the same size as that of the mounting matrix. This is to ensure that when

applying either data set to one another only the data that belongs to the same waves is used. To give an exam-

ple, if data taken after a test on the mount was completed in a 1 min test whereas the canopy+mount test was

1.5 min due to not shutting the recording down. The function will trim the time back to a 1 min test synced

with the mount.
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11.1.1 code

Figure 54: Data Correlation Code

11.2 Force Peak Separation

The peaks are separated with the ’FindPeaks’ function in Matlab. With the constraints that peaks must be at

least 1/2 of the maximum recorded value as well as 150 ticks apart (0.75 seconds), this generates the as seen

below the plot. All highlighted points are recorded and placed into a matrix along with the average of the 3rd

through 13th points. Data is taken at the third point to guarantee the wave is fully spun up and stopped at the

13th to ensure no reflections are taken into account.

Figure 55: Peaks
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In 2 tests [Stiff Medium 3-0.53, 5Mpa Medium 9-0.53], however, there was a massive spike generated by the

force gauge that left reality before the waves even started generating. In this case, the data is segmented to the

point where the spike peak is outside of the window being looked at. Then the same method as previously

mentioned is applied to the data.

Figure 56: Peaks Outliers

11.2.1 code

Figure 57: Peaks Calculation

11.3 Line-up Error

The above process of force correlation is done by lining up the data at a frequency perfect match 1/200 Hz.

However, in rare cases, the data may require a shift of 1/400 Hz. In this case, it is rounded to the nearest whole

1/200 Hz and then shifted. The error that this generates is negligible on the total and peak forces. Using the

5Mpa A9 at the 0.53WL tests as an example. This data set has particularly complex peaks due to the fully

turbulent nature of the wave as it is broken on impact and incident on a highly flexible object. Will be heavily

affected by offsets. As an example the data was shifted down 1/200th Hz creating a small offset then the peaks

were taken from the data and averaged resulting in an average peak force of 0.3787 N relative to the properly

shifted data which generated a peak force average of 0.37373 this is an error of the average of roughly 1.33

percent. This shift is also twice the actual effect that could occur in a viable data set itself. This while important
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to keep in mind will have a minimal impact on the trends being looked at as the scale of difference is in the 10s

of percent between data sets.

11.4 Cnoidal Wave Orbital Approx

Since depth-averaged velocity can be defined as

U =
Q

d+ ηw
(49)

, where Q is the discharge per unit width of the flume and

Q = c ∗ ηw (50)

and U is the depth-averaged velocity. Then

U =
cηw

h+ ηw
(51)

as the net flux in the system can be assumed to be 0 since the experiments take place in a flume. The following

derivation can then be used.

Ul =
Ql

h+ ηwl
(52)

Where Ul is the average linear velocity, Ql is the theoretical linear wave theory flow and ηwl the linear WSE.

When applied to the wave peaks the equation then takes on the form:

Ulp =
Qlp

h+H/2
(53)

The symbol lp denotes the linear theory values at the wave peak. where

Q = c ∗H/2 (54)

thus

Ulp =
c ∗H/2

h+H/2
(55)

however c can be replaced with

c =
√
g(h+H/2) (56)

leaving

Ulp =

√
g ∗ (h+H/2) ∗H/2

h+H/2
(57)
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to then find the Cnoidal velocity theWSE recorded at the wave peak is then used. Which can then be presented

as

Ucn =

√
(g ∗ (h+ ηw−cn) ∗ ηw−cn

h+ ηw−cn
(58)

meaning that.
Ucn

Ulp
∝ ηw−cn

H/2
(59)

Using this ratio for the depth-averaged flow velocity, it can then simply be applied to the orbital velocities

generated across the profile by linear wave theory ie)

Umax = ωa ∗ cosh(k(h+ z))

sinh(kh)
(60)

which then generates a rough estimate for the peak orbital velocities of a Cnoidal wave by

Uref = Umax ∗ ηw−cn

H/2 + h
(61)

in theory this can be applied throughout the entire wave as well. However, in points where the WSE is out of

phase ie) not the wave peak or trough, it becomes far more complicated.

11.5 Positive Force

While peak forces are useful for identifying the effects the flexibility exerts on the object it is important to also

see how much energy is taken out of a single wave peak. To do this the average positive force for a singular

wave was taken from the data set using a simple code to find the total positive area during the wave per peak.

Found simply by using the locations of the peaks found in the Peaks function, then removing all negative points

from the data and summing the total positive points. Followed by multiplying by the sampling frequency and

dividing by the number of peaks viewed. This acts as a left Riemann sum for the data.
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11.5.1 Code

Figure 58: Average Force (N/S) Code
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12 Appendix C: Processed Data

12.1 Force Data

Table 7: % Difference In Peak Force From the Stiff Object

0.68
Test# 5Mpa Large 7.5Mpa Large 56Mpa Large 5Mpa Med 7.5Mpa Med 56Mpa Med 7.5Mpa 6cone
1 -1.650 -1.650 -1.404 5.681 3.125 3.125 2.835
2 -3.872 -0.456 -6.292 -48.743 -44.563 -16.711 -25.213
3 -5.628 5.824 -0.494 -32.091 -26.796 -21.506 -37.433
4 0.375 11.891 -5.660 -18.444 -16.557 -21.276 -17.418
5 8.577 23.297 0.226 -26.058 -22.756 -15.482 -36.106
6 2.369 15.287 2.694 -46.090 -33.960 -14.959 -46.610
7 5.878 17.155 -6.801 -14.430 -8.717 -13.561 -22.045
8 2.037 15.585 -5.269 -20.124 -19.092 -21.156 -32.625
9 -0.203 4.604 -0.749 -40.693 -34.356 -11.006 -45.099
10 -1.901 2.565 -5.141 -5.430 -2.716 2.714 -10.909

0.53
1 -4.516 -9.393 -8.497 -25.033 -3.847 -11.790 -67.367
2 -5.295 -10.205 -6.558 -13.471 -24.580 1.852 -1427.578
3 -28.138 -20.951 -4.244 -43.058 -54.016 -17.687 205.408
4 3.762 -5.056 7.201 -25.075 -35.897 -3.732 861.745
5 8.103 10.538 3.836 -30.567 -34.597 -2.795 1137.642
6 -29.589 -33.502 -26.216 -65.168 -63.557 -34.870 82.271
7 4.023 8.476 -6.884 -23.748 -27.683 -2.953 837.463
8 -36.097 -29.891 -23.821 -65.801 -69.202 -42.119 64.300
9 -41.955 -37.988 -25.753 -61.903 -63.724 -32.784 94.375
10 -1.447 -6.388 -4.576 -7.955 -15.905 -3.975 300.096
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12.2 Frame Locations

Initial frame 0.68
Test# 5Mpa Large 7.5Mpa Large 56Mpa Large Stiff Large 5Mpa Med 7.5Mpa Med
1 550 401 511 Stiff 701 267
2 233 538 217 Stiff 267 679
3 182 433 162 Stiff 882 586
4 150 365 278 Stiff 362 528
5 197 391 179 Stiff 436 429
6 310 497 242 Stiff 540
7 230 350 171 Stiff 350 523
8 210 224 164 Stiff 779 539
9 270 536 269 Stiff 376
10 702 345 371 Stiff 770 307
Max forward Deflection Stiff
Test# 5Mpa Large 7.5Mpa Large 56Mpa Large Stiff Large 5Mpa Med 7.5Mpa Med
1 1837 1747 2202 Stiff 1749 1950

1885 1795 2303 Stiff 1799 1999
1935 1844 Stiff 1849 2049

2 958 1724 704 Stiff 962 4445
983 1774 729 Stiff 987 4496
1008 1826 755 Stiff 1012 4546

3 1049 1779 855 Stiff 1697 1647
1075 1830 881 Stiff 1748 1697
1100 1880 905 Stiff 1797 1748

4 799 1645 778 Stiff 1526 1434
832 1708 809 Stiff 1587 1495
862 1767 840 Stiff 1648 1555

5 822 1777 705 Stiff 1521 1737
853 1837 735 Stiff 1584 1799
884 1900 766 Stiff 1645 1861

6 850 1914 732 Stiff 1516
881 1976 763 Stiff 1578
912 2036 794 Stiff 1640

7 695 1516 703 Stiff 1447 1677
739 1607 746 Stiff 1537 1765
783 1693 791 Stiff 1627 1853

8 805 1515 669 Stiff 1313 1775
849 1603 713 Stiff 1402 1864
894 1693 757 Stiff 1491 1953

9 781 1500 846 Stiff 1651
825 1588 890 Stiff 1740
870 1677 935 Stiff 1828

10 1332 1561 1342 Stiff 1471 1334
1945 1664 1450 1576 1439
1543 1770 1680 1544
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Initial frame 0.68
Test# 56mpa Med Stiff Med Flex Fork Stiff Fork 6Cone 7.5Mpa
1 886 Stiff Med 269 542 222
2 283 Stiff Med 595 508 563
3 264 Stiff Med 465 559 689
4 339 Stiff Med 570 531 641
5 322 Stiff Med 406 504 976
6 Stiff Med 525 515 512
7 285 Stiff Med 318 503 804
8 253 Stiff Med 410 546 748
9 Stiff Med 400 515 560
10 719 Stiff Med 304 548 347
Max forward Deflection
Test# 56mpa Med Stiff Med Flex Fork Stiff Fork 6Cone 7.5Mpa
1 1655 Stiff Med 1928 1713 1851

1708 Stiff Med 1976 1762 1901
1757 Stiff Med 2027 1813 1951

2 971 Stiff Med 1897 1712 1775
997 Stiff Med 1839 1762 1825
1022 Stiff Med 1889 1812 1875

3 815 Stiff Med 1745 1730 1930
840 Stiff Med 1795 1702 1979
865 Stiff Med 1844 1832 2032

4 796 Stiff Med 1844 1726 1544
827 Stiff Med 1907 1787 1604
858 Stiff Med 1966 1848 1666

5 814 Stiff Med 1548 1706 2217
844 Stiff Med 1609 1767 2275
875 Stiff Med 1732 1828 2334

6 Stiff Med 1524 1644 1464
Stiff Med 1585 1708 1527
Stiff Med 1646 1769 1587

7 856 Stiff Med 1726 1588 1650
900 Stiff Med 1814 1676 1740
945 Stiff Med 1902 1764 1831

8 702 Stiff Med 1491 1488 1531
747 Stiff Med 1578 1577 1620
791 Stiff Med 1668 1666 1708

9 Stiff Med 1440 1528 1441
Stiff Med 1528 1616 1531
Stiff Med 1616 1706 1708

10 1527 Stiff Med 1416 1512 1506
1635 Stiff Med 1520 1617 1611

Stiff Med 1626 1723 1718
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Initial frame 0.53
Test# 5Mpa Large 7.5Mpa Large 56Mpa Large Stiff Large 5Mpa Med 7.5Mpa Med
1 505 580 334 Stiff 737 497
2 263 829 Stiff 776
3 251 279 Stiff 263 464
4 282 576 767 Stiff 228 276
5 187 648 555 Stiff 250 469
6 256 700 302 Stiff 426 182
7 181 502 Stiff 231 251
8 197 374 316 Stiff 263 214
9 280 391 Stiff 196
10 539 342 354 Stiff 640 375
Max forward Deflection
Test# 5Mpa Large 7.5Mpa Large 56Mpa Large Stiff Large 5Mpa Med 7.5Mpa Med
1 1727 1729 1720 Stiff 1714 1768

1774 1778 1768 Stiff 1763 1818
Stiff 1812 1868

2 958 1675 Stiff 2026
983 1726 Stiff 2051
1008 1775 Stiff 2076

3 855 1695 Stiff 829 1042
880 1746 Stiff 854 1067
905 1796 Stiff 879 1092

4 891 1472 1671 Stiff 936 1317
922 1535 1732 Stiff 967 1347
952 1595 Stiff 998 1378

5 822 1653 1667 Stiff 897 1078
852 1716 1728 Stiff 853 1108
883 1778 Stiff 884 1139

6 780 1620 1717 Stiff 743 657
811 1681 1782 Stiff 774 689
842 1744 Stiff 804 720

7 738 1594 Stiff 680 897
782 1682 Stiff 724 941
826 1771 Stiff 768 985

8 737 1600 1770 Stiff 680 859
781 1689 1859 Stiff 722 904
826 1777 Stiff 769 949

9 735 1468 Stiff 617 869
781 1553 Stiff 663 914
824 1646 Stiff 706 958

10 1698 1692 1466 Stiff 1580 1497
1785 1780 1552 1671 1563

1872 1759 1673
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Initial frame 0.53
Test# 56mpa Med Stiff Med Flex Fork Stiff Fork 6Cone 7.5Mpa 6cone Stiff
1 333 Stiff 632 457 272
2 227 Stiff 884 334 506
3 428 Stiff 497 689 521
4 267 Stiff 468 500 400
5 281 Stiff 505 541 280
6 251 Stiff 448 533 490
7 333 Stiff 484 522 418
8 262 Stiff 371 550 396
9 232 Stiff 316 490 219
10 364 Stiff 323 523 292
Max forward Deflection
Test# 56mpa Med Stiff Med Flex Fork Stiff Fork 6Cone 7.5Mpa 6cone Stiff
1 1654 Stiff 2071 1627 1843

1704 Stiff 2173 1676 1898
Stiff 2222 1726 1946

2 847 Stiff 3286 1684 1700
872 Stiff 3335 1734 1750
897 Stiff 3385 1784 1799

3 965 Stiff 1922 1681 1705
990 Stiff 1971 1731 1756
1015 Stiff 2022 1781 1806

4 771 Stiff 1774 1448 1567
803 Stiff 1835 1510 1629
833 Stiff 1897 1571 1692

5 714 Stiff 1644 1545 1772
745 Stiff 1706 1606 1835
776 Stiff 1767 1668 2020

6 700 Stiff 1518 1562 2177
732 Stiff 1581 1622 2242
760 Stiff 1645 1686 2305

7 683 Stiff 1654 1456 1523
728 Stiff 1743 1545 1611
772 Stiff 1831 1633 1698

8 776 Stiff 1505 1705 1758
818 Stiff 1595 1796 1850
863 Stiff 1609 1885 1936

9 722 Stiff 1448 1413 2265
766 Stiff 1545 1503 2357
811 Stiff 1634 1590 2440

10 1536 Stiff 1462 1414 1564
1628 Stiff 1550 1503 1652

Stiff 1640 1591 1741
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13 Appendix D: Calculation of Dimensionless #s

13.1 Reynolds Calculation

To find and apply the Reynolds # across the object profile. The Reynolds number was calculated using the

maximum velocity that occurs under the wave peak, applied to the whole water column. This is then applied

to the equation.

Re =
UD

v

A check is run through the water column and wave so that only in the areas where the canopy exists is the

equation applied. This generates a Reynolds profile for the object.

Figure 59: Reynolds Profile

13.2 KC, Ca, L , Cal/KC Calculation

This is done with the same methods as used in the Reynolds calculations however the governing equation is

the Keulegan Carpenter equation

KC =
UXT

L

the Cauchy
ρδyl

3U2
ref

EI

The same applied for the area-averaged calculations where Re is substituted with KC.

∫ z

0
D ∗KC(z)dz

Ac
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For the Ca number the (ρU2
refδy) part of the equation is averaged over the active area then multiplied by the

constants ( l3

EI ).

Figure 60: KC Profile
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14 Appendix E: Instrument Calibration

Figure 61: Force gauge

14.0.1 Force Gauge Calibration & Resolution

The force gauge was hooked up to an amplifier. From there the gauge was mounted horizontally to a wall

and a bucket hooked up to the transducer. Water was added in increments using a syringe to ensure accurate

measurements. Changes in the output voltages were recorded and used to provide a ratio for change in voltage

to force. See gauge calibration in ??. After calibration, the gauge was shown to have a sensitivity of roughly

2.5ml of water for 0.01 volt. This corresponds to a force of 0.024525 Newtons. For the Large andMedium cones,

the resolution is more than enough to pick up forces generated bywaves on all tests. For the thin cones, a single

object may not generate the forces required. To combat this issue the thin cones will then be tested on a fork,
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which will have 10 cones as 10 cones generates roughly the same frontal area as the large cone (0.007439 m2),

10-Thin Cones (0.007568 m2). This is more than sufficient to generate the required forces. the expected Forces

generated by a singular small cone from the expected waves is around 0.0054 Newtons, having a fork of 10

cones puts that value up to 0.059 Newtons which is sufficient to pick up from the force gauge.

Table 8: FG Specs

Range (V) Sensitivity (V) Calibration Factor (N/V) Sampling Freq (Hz)
10 0.01 0.024525 200

14.1 Damping Structure Image

Figure 62: Parabolic Wave Damper

14.1.1 Force Gauge Specs

Type:

TEDEA-HUNTLEIGH , Model: 355, S/N: 60170522, Emax= 5kg, Grade: C3, Year:2013, PTB: d09-99.20

www.vishaypg.com/load-cells

Stainless steel bending beam load cell

Versterker: 200x / 1000x ; Excitatie 10.5 V/ 2.5mA (name: DE-15-05)
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Figure 63: Force gauge

Table 9: FG Calibration

Block # Weight (grams) Measurement (V) Force (N)
Offset -2.74
Bucket without water (+draad) 116.4 -2.24 1.141884
Bucket with 20 ml water 136.4 -2.16 1.338084
Bucket with 30 ml water 146.4 -2.11 1.436184
Bucket with 130 ml water 246.4 -1.69 2.417184
Bucket with 230 ml water 346.4 -1.26 3.398184
Bucket with 290 ml water 406.4 -1 3.986784
Bucket with 295 ml water 411.4 -0.98 4.035834
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Figure 64: FG calibration

14.2 Wave Gauge Calibration factors and Locations

To calibrate the wave they were turned on at the start of testing each day, displaced 5 cm up or down and the

difference between the two points was marked and recorded. Then a calibration factor for that day and the

gauge were generated. Once the calibration is known similarly to the force gauge an average is taken over the

first 100 points of data recorded while the water is still before the tests begin. Then the average is removed

from the data zeroing it and the multiplication factor is applied to generate a viable plot of the water surface

elevation. note: WG 7 had a faulty winch and sometimes needed to be displaced 10 cm to become stable, due

to this some of the calibration factors in the table may seem very off for that gauge if that is the case check if

needs to be adjusted by a factor 2 more than the others of the same day. For locations see table 10

Table 10: WG Placement

WG X (m)
1 4.05
2 4.35
3 4.95
4 9.65
5 9.95
6 10.55
7 11.3
8 14.57
9 14.87
10 15.47

14.2.1 code

A1 = test1.data

WGFactors= [0.021008403 0.020242915 0.021008403 0.024154589 0.024509804 0.024390244 0.02016129 0.019685039
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0.021645022 0.023584906 ];

for k = 2:11

WG1avg(k-1) = mean(A1(1:100,k));

end

for k = 2:11

WG1k-1 = A1(:,k)-WG1avg(k-1);

end

WG = cell2mat(WG1).*WGFactors;

82



day time WG1 WG2 WG3 WG4 WG5 WG6 WG7 WG8 WG9 WG10
8.12.2022 intial pos -10 3.48 5.78 0.96 1.76 1.54 -10 3.3 1.27 -5.26
displacement 0.05 -10 1.04 3.37 -1.11 -0.25 -0.49 -10 0.78 -1.04 -7.35

9.12.2022 intial pos 2.99 0.34 0.24 0.19 0.65 0.09 0.84 5.87 -0.38 1.02
displacement 0.05 0.58 -2.16 -2.13 -1.92 -1.38 -1.96 -1.63 3.33 -2.69 -1.09

12.12.2022 intial pos 6.55 8.01 6.65 6.61 6.44 5.5 4.05 6.32 5.78 8.27
displacement 0.05 4.06 5.53 3.26 4.49 4.34 3.52 3.77 3.4 6.26

0.1 -0.98
13.12.2022 initial pos -2.15 0 -0.55 -1.52 -1.54 -1.16 -4.81 -3.46 -2.18 2.72

0.05 -4.51 -2.45 -2.92 -3.6 -3.56 -3.22 -7.34 -5.97 -4.47 0.57

14.12.2022 initial pos -0.98 0.44 -0.07 1.58 2.88 0.94 -2.94 -0.62 0.48 3.54
0.05 -3.36 -2.05 -2.45 -0.49 0.63 -1.11 -5.42 -3.14 -1.83 1.38

14.12.2022 initial pos 1.2 2.49 0.66 3.86 4.2 3.03 2.48 1.84 3.33 5.51
0.05 -1.18 0.03 -1.74 1.76 2.08 0.96 -0.16 -0.68 0.98 3.35

15.12.2022 intial pos -0.9 0.33 -1.46 2.01 2.34 1.2 0.12 -0.38 1.27 3.61
0.05 -3.26 -2.14 -3.86 -0.06 0.28 -0.85 -2.37 -2.9 -1.32 1.45

15.12.2022 initla pos 0.35 -0.01 0.03 2.71 3.2 0.45 -2.47 -0.09 0.48 3.32
0.05 -2.04 -0.248 -2.38 0.83 1.33 -1.59 -4.97 -2.61 -1.85 1.17

15.12.2022 initial pos 3.39 4.11 2.69 4.31 4.24 3.92 0.16 3.07 2.78 5.51
0.05 1.02 1.61 0.26 2.21 2.17 1.89 -2.29 0.62 0.42 3.36

16.12.2022 intial pos 1.62 2.98 2.11 3.48 4.35 2.73 -0.18 2.26 2.4 4.95
0.05 -0.76 0.5 -0.31 1.38 2.28 0.69 -2.5 -0.27 0.07 2.82

16.12.2022 intial pos 2.39 3.32 1.77 3.43 4.05 2.83 3.54 2.6 2.32 4.63
0.05 0.12 0.85 -0.61 1.32 1.96 0.81 -1.48 0.09 0.42 0.05

4.1.2023 intial pos 0.35 0.62 -0.87 1.15 1.77 0.62 -1.78 -0.12 -0.26 0.88
0.05 -2.06 -1.86 -6 -0.9 -0.25 -1.23 3.24 -2.65 -2.59 -1.23

(-10)
5.1.2023 intial pos -2.08 -0.28 -1.4 -0.35 0.09 -0.89 0.43 -1.75 -1.74 0.59

0.05 -4.45 -2.76 -3.82 -2.43 -1.96 -2.95 -4.6 -4.29 -4.06 -1.52
10

6.1.2023 intial pos 6.88 7.12 7.67 7.39 8.27 7.25 6.81 7.95 7.06 8.14
0.05 4.48 4.7 5.25 5.26 6.14 5.21 4.25 5.37 5 6.17

6.1.2023 intial pos 0.52 0.24 -0.06 -0.42 -0.05 0.46 0.88 1.61 1.09 0.09
0.05 -1.9 -2.23 -2.47 -2.54 -2.14 -1.58 3.37 -1.19 -1.26 -2.07

7.1.2023 intial pos 6.03 5.92 5.73 4.43 4.28 4.67 3.11 6.64 5.52 4.04
0.05 8.43 8.38 8.14 6.53 6.4 6.67 8.01 9.15 7.83 6.22

9.1.2023 intial pos 0.65 0.58 1.05 0.95 0.73 1.47 1.24 1.53 0.29 0.55
0.05 3.03 3.01 3.47 3.07 2.84 3.48 3.75 4.06 2.59 2.73

10.1.2023 intial pos -1.25 -0.48 -0.1 -0.53 -0.42 -0.86 -0.05 0.55 -1.19 -0.66
morning 0.05 1.12 1.97 2.25 1.58 1.7 1.21 -5.05 3.09 1.13 1.29

10.1.2023 initial pos 0.41 0.75 0.44 0.23 0.57 0.16 0.69 0.98 0.01 0.2
evening 0.05 2.78 3.2 2.76 2.34 2.69 2.19 3.16 3.54 2.32 2.37

11.1.2023 initial pos -4.3 -4.12 -4.41 -3.88 -3.52 -3.88 -4.31 -4.01 -4.62 -4.08
0.05 -6.44 -6.62 -6.87 -5.97 -5.56 -5.74 -9.31 -6.54 -6.92 -6.19

11.1.2023 intial pos -0.08 0.04 -0.12 -0.22 0.11 0.17 0.57 0.8 -0.02 0.01
0.05 2.32 2.49 2.3 1.87 2.19 2.16 3.06 3.31 2.33 2.2

Table 11: WG Displacement Data83



day time WG1 WG2 WG3 WG4 WG5 WG6 WG7 WG8 WG9 WG10
12.1.2023 intial pos -4.91 -4.96 -4.94 -4.44 -4.12 -3.99 -4.54 -4.35 -4.73 -4.35

0.05 -7.29 -7.38 -7.11 -6.48 -6.13 -6.02 -9.55 -6.84 -7.07 -6.48

12.1.2023 initial pos -0.72 -0.54 -0.14 -0.43 -0.13 -0.56 4.06 0.45 -0.34 -0.38
0.05 -3.09 -3.01 -2.52 -2.51 -2.2 -2.62 -0.96 -2.15 -2.66 -2.51

13.1.2023 initial pos 0.74 0.72 0.45 -0.13 0.69 0.27 0.74 0.82 0 0.31
0.05 3.14 3.16 2.87 1.97 2.82 2.31 3.26 3.37 2.34 2.46

16.1.2023 intial pos 0.38 0.23 0.32 -0.33 0.07 0.26 0.83 0.85 0.68 0.29
0.05 3.14 3.16 2.87 1.97 2.82 2.31 3.26 3.37 2.34 2.46

17.1.2023 initial pos 7.21 7.39 7.49 6.12 5.82 5.72 7.79 8.13 7.01 6.56
0.05 5.03 4.94 5.1 4.02 3.73 3.69 5.34 5.56 4.67 4.35

18.1.2023 initial pos 0.08 0.02 0.77 0.11 0.12 0.03 -0.12 1.34 0.51 -0.9
0.05 -2.32 -2.45 -1.62 -1.95 -1.94 -2 -2.61 -1.17 -1.81 -3

19.1.2023 intial pos 0.09 -0.29 0.3 0.04 -0.08 0.2 0.39 0.78 0.79 -0.17
0.05 -2.12 -2.77 -2.08 -2.04 -2.13 -1.73 -2.2 -1.74 -1.51 -2.31

20.1.2023 initial pos -2.45 -3.12 -2.29 -2.25 -2.19 -1.81 -2.42 -2.1 -2.09 -2.64
0.05 -0.07 -0.64 0.07 -0.18 -0.15 0.22 0.06 0.42 0.2 -0.53

22.1.2023 initial pos 2.1 1.87 0.71 0.09 0.64 0.9 1.49 1.73 1.01 0.32
0.05 4.47 4.3 3.04 2.17 2.76 2.91 3.98 4.22 3.3 2.51

24.1.2023 initial pos -0.14 -0.39 -0.29 -0.39 0.04 0.53 0.66 0.7 0.22 0.13
0.05 -2.16 -2.85 -2.72 -2.46 -2.04 -1.5 3.19 -1.85 -2.1 -2.05

25.1.2023 intial pos 0.07 0.13 -0.04 -0.08 -0.33 -0.17 0.15 0.7 0.15 -0.47
0.05 -2.31 -2.36 -2.44 -2.16 -2.4 -2.26 -2.37 -1.84 -2.17 -2.59

27.1.2023 initial pos -0.11 -0.31 -0.16 -0.29 -0.34 0.05 -0.04 0.57 -0.11 -0.26
0.05 -2.49 -2.78 -2.54 -2.36 -2.38 -2 -2.52 -1.97 -2.42 -2.38

Table 12: WG Displacement Data.cont
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day WG1 WG2 WG3 WG4 WG5 WG6 WG7 WG8 WG9 WG10
9.12.2022 0.0207 0.0200 0.0211 0.0237 0.0246 0.0244 0.0202 0.0197 0.0216 0.0237
12.12.2022 0.0201 0.0202 0.0147 0.0236 0.0238 0.0253 0.0199 0.0196 0.0210 0.0249
13.12.2022 0.0212 0.0204 0.0211 0.0240 0.0248 0.0243 0.0198 0.0199 0.0218 0.0233
14.12.2022 0.0210 0.0202 0.0209 0.0240 0.0229 0.0243 0.0196 0.0198 0.0215 0.0231
15.12.2022 0.0211 0.0834 0.0207 0.0249 0.0251 0.0245 0.0202 0.0200 0.0207 0.0232
16.12.2022 0.0215 0.0202 0.0208 0.0238 0.0240 0.0246 0.0207 0.0198 0.0239 0.0172
4.1.2023 0.0207 0.0202 0.0210 0.0244 0.0248 0.0270 0.0199 0.0198 0.0215 0.0237
5.1.2023 0.0211 0.0202 0.0207 0.0240 0.0244 0.0243 0.0199 0.0197 0.0216 0.0237
6.1.2023 0.0207 0.0205 0.0207 0.0235 0.0237 0.0245 0.0198 0.0186 0.0228 0.0243
7.1.2023 0.0208 0.0203 0.0207 0.0238 0.0236 0.0250 0.0204 0.0199 0.0216 0.0229
9.1.2023 0.0210 0.0206 0.0207 0.0236 0.0237 0.0249 0.0199 0.0198 0.0217 0.0229
10.1.2023 0.0211 0.0204 0.0214 0.0237 0.0236 0.0244 0.0201 0.0196 0.0216 0.0243
11.1.2023 0.0221 0.0202 0.0205 0.0239 0.0243 0.0260 0.0200 0.0198 0.0215 0.0233
12.1.2023 0.0211 0.0205 0.0220 0.0243 0.0245 0.0245 0.0199 0.0197 0.0215 0.0235
13.1.2023 0.0208 0.0205 0.0207 0.0238 0.0235 0.0245 0.0198 0.0196 0.0214 0.0233
16.1.2023 0.0181 0.0171 0.0196 0.0217 0.0182 0.0244 0.0206 0.0198 0.0301 0.0230
17.1.2023 0.0229 0.0204 0.0209 0.0238 0.0239 0.0246 0.0204 0.0195 0.0214 0.0226
18.1.2023 0.0208 0.0202 0.0209 0.0243 0.0243 0.0246 0.0201 0.0199 0.0216 0.0238
19.1.2023 0.0226 0.0202 0.0210 0.0240 0.0244 0.0259 0.0193 0.0198 0.0217 0.0234
20.1.2023 0.0210 0.0202 0.0212 0.0242 0.0245 0.0246 0.0202 0.0198 0.0218 0.0237
22.1.2023 0.0211 0.0206 0.0215 0.0240 0.0236 0.0249 0.0201 0.0201 0.0218 0.0228
24.1.2023 0.0248 0.0203 0.0206 0.0242 0.0240 0.0246 0.0198 0.0196 0.0216 0.0229
25.1.2023 0.0210 0.0201 0.0208 0.0240 0.0242 0.0239 0.0198 0.0197 0.0216 0.0236
27.1.2023 0.0210 0.0202 0.0210 0.0242 0.0245 0.0244 0.0202 0.0197 0.0216 0.0236

Table 13: WG Calibration Factors
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15 Appendix F: Full Equation Derivation

15.1 Applying Deflection

Starting out with a simple application from the analysis we understand that as forces increase deflection in-

creases. For an object with the same dimensions, only a different Young’s Modulus we understand that there

should be a ratio where the peak force divided by the resistance to bending (EI) should be consistent across an

object of the same dimensions.

Figure 65: Deflection of Large Cones WL: 0.53 m

From this plot, we can see the general trend of the large objects for the 7.5Mpa and 5Mpa cases, as more force

is applied relative to the object’s resistance to bending we see a relatively linear increase than in the amount

of bending of the object. In this case, a slope of roughly 4955.7 is generated. When this is then applied to the

medium cones again we can see that there is a rather linear trend in the deflection.
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Figure 66: Deflection of Medium Cones WL: 0.53 m

From this plot we can again see the general trend of the medium objects or the 7.5Mpa and 5Mpa Medium

cones, as expected the tips are much thinner and the objects go through significantly more bending than their

larger counterparts during each wave. In this case a slope of 528246 is generated relative to the object’s bending

resistance.

Figure 67: Medium and Large Cone Deflection WL: 0.53 m

While both plots on their own have very nice fits and linear regression once they are combined it becomes

obvious that they have different governing equations. When the same amount of relative force to stiffness is

applied to the object. Essentially this equation currently encapsulates the Cauchy eq as the force applied is in

many ways equal to the flow of the fluid multiplied by the area submerged. To fully satisfy all requirements

three more effects must be added, the shape factor of the object which in this case is proposed through the
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object volume over Area which is.

V = πr2h/3 (62)

A = r ∗ h (63)

This results in,

π/3 ∗ r (64)

since all objects are of the same shape in this testing the π/3 can be removed leaving amultiplier of r. The second

effect is the moment arm of the force which in theory is roughly the still water level of the wave, however for a

partially submerged object wave skew has a large effect therefore the peak impact height of the wave relative to

the base of the object is used (η). Third is the tapering of the object. This is added to the equation bymultiplying

the object by the cube of the slope S, Eq.(39). In essence, what this achieves is the addition of an extra shape

factor. The larger the slope of an object the faster it narrows which implies increased support against bending.

This also relates the object’s length to its thickness, the thinner the object the less resistance to bending. Leaving

the fully dimensionless#.
FprηpS

3

EI

Figure 68: Fully Scaled Deflection WL: 0.53 m

What this now shows is that the degree of tip deflection, when related to the peak force applied, is multiplied

roughly by the maximummoment arm and adjusted for the shape of the object. Then divided by the resistance

of the object to bending The applied curve is a Power fit curve and this generates a quite nice R2 value of 0.903

meaning this data has a 90% fit. Even more interestingly if we then apply this same style to either the Medium
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or Large cones in singularity the same fit is again generated with very similar powers.

When applying this same equation to the 0.68 WL for the large and Medium cones we get the following graph

Figure 69: Fully Scaled Deflection 0.68

In this case, the slope and power are decreased as well as the fit, around 0.86, but still within the same range.

Between the two different water levels, there are two confounding factors across all tests. In the 0.53 WL three

of the waves are waves that have broken and are rollers before impact, this occurs in tests 6,8,9. And again in

the high WL at 0.68 the object may become fully submerged due to deflection and the incumbent wave height.

When looking at the broken waves inside the tests which correspond more to the peak leftmost points in the

graph we see they still seem to follow the trend of the data quite well. This is because the variable of peak

force encompasses the effects of the wave impact on the object. Especially for the large cones the high-impact

rollers are present in the bulk of the data, with deflections of around 8 degrees. Due to the stiffness of the

larger objects still receive the force in line with the rest of the data. However, for the objects that become fully

submerged at 0.68 this may also have a large effect on the equation, as suddenly the wave peak ie) ηp is no

longer occurring on the object but above which means the forces cap out at an applied distance of 0.43 however,

in theory, this should still work properly as the forces are known. Of course, other factors can also confound

the results, namely resonant oscillation with the waveform which will result in lower peak forces, and higher

deflection relative. The resonance is most likely to have the largest impact and occurs more often at the 0.68m

WL.

Applying both the large and medium data sets across both water levels the following figure is generated.
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Figure 70: All Data Points WL 0.53,0.68

Theoretically, using this curve if someonewere to apply a wave to a conical object, (as this is only run on conical

objects it is improper to assume it works for others) then one could roughly predict themaximum tip deflection.

First by calculating the force applied by the fluid due to flow, and the total object EI, generating this equation.

θ = 1224 ∗ (FprηpS
3

EI
)1.19 (65)

Where deflection is in deg, Fp, is in Newtons, and E is Young’s modulus in Mpa, I is in m4, and η is the peak

impact in meters and S is the object slope.

However calculating Fp is the most complicated part of this equation, for a relatively stiff object this value

should correspond with the peak forces generated by the orbital velocities since the object will not deflect.

For highly deflecting objects the peak force will change as more of the object will then be interacting with the

wave, possibly as seen many times in this experiment resulting in the object becoming fully submerged due

to the wave and deflection. Also, highly deflective objects will move more quickly with the wave reducing the

effects of the wave impact discussed earlier. Most likely an iterative or CFD style approach would work best to

determine the object peak deflection and from it the peak forces one equation already exists being the above eq,

however, the second part would also need to incorporate bending and deflection, the commonly used equation

fx = 1/2ρU2
refδyCD +

π

4

∫ hv

z=0

CMδ2yUref
dt

du
dz (66)

which is the combination of Eqs (4, 5)would be the best method provided the drag coefficient is well known

for the object.
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