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Aircraft noise annoyance predictions based on traditional tools lack fidelity when
modelling a single aircraft flyover. For evaluating annoyance of new procedures, different
aircraft types or changing atmospheric conditions, a new modelling approach is necessary. A
research effort has been initiated to develop a toolchain that links each of the relevant
components. This allows the use of synthesized sound in a virtual reality simulator and
enhances follow-up annoyance investigations. The toolchain components and current
capabilities are presented in this paper. Audible results are illustrated by spectrograms to
show the difference between different atmospheric conditions. Through the development of
the toolchain, it becomes possible to demonstrate audible results of changing aircraft
procedures, type and atmosphere in a virtual reality environment. This opens new ways to
investigate how people value aircraft noise in different atmospheres in combination with
smart planning of aircraft procedures.

I. Introduction

As a result of the continuing growth in air traflemand and the rising level of urbanization aroorahy

airports, airports across the globe are increagioghfronted with the need to deal with the impzfchoise on
the quality of life in the surrounding residenti@mmunities. This is due to the fact that, at artstlistance, aircraft
noise is one of the loudest sound sources in tadayblic environment. Although prominently audikites hard to

comprehend the impact of aircraft noise becausheftomplex interaction of sound production, praem and

perception. Since aircraft are able to generatgladound emission, minimizing the noise levelmdfic locations
around the airport is a frequently used strateggnitoimize the impact of aircraft annoyance on thblig. Tools

have been developed to predict these noise levgbriats based on measured aircraft noise. The unedwircraft
noise at a specific power and distance are repiexsém so called Noise-Power-Distance-tables (NADgse tables
are the backbone of a wide range of aircraft noiedels in current use, like the Integrated Noisel&fo(INM).

Measurement results are condensed into the NPB-tabtrics that describe the noise level, like fatance
Sound Exposure Level (SEL). It is a well-known fdwt different people react differently to noiseldhat only the
SEL, or an equivalent metric likeakax iS NOt a good basis to asses annoyance. Humayamre is based on a
sophisticated biological process that constitutethe ear, detection, brain perception and emotiasaociation.
Each of these processes is different for each pergbich offers an explanation why different peoate annoyed
differently by the same sound. For instance, direraise frequently includes a broad-band comporenta tonal
component. People can judge tonal components tadse annoying than the broad-band component, wikiclot
reflected in a SEL or Aax value. This all contributes to the complex natfraircraft noise annoyance. Therefore,
reducing aircraft noise annoyance by minimizing tioése contour area of a choosen metric is onlard @f the
solution. To obtain a more complete representatfoannoyance, one should be able to predict thébkudircraft
noise and determine the impact of the aircraft dmmpeople.
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Traditional aircraft noise annoyance methods useltebased on NPD-tables. A method based on sublP®-
table is short of the possibility to predict therceaft noise spectrum, temporal behaviour and toral
characteristics. With a dose-response relationstéfermined from an enquifrythe corresponding annoyance of a
person is calculated. At the Dutch National Aeraspaaboratory (NLR) research is initiated to obtaimore
comprehensive picture on aircraft noise annoyancenhance future aircraft operations. To this éhd, NLR
obtained a Virtual Community Noise Simulator (VCN&m NASA and collaborates with NASA to expand the
annoyance research capabilities. The simulatoizegila helmet mounted visor to submerse an obsam@ra
virtual reality environment. A headphone is placedthe observer ears to present binaural flyovésento the
observer. Since a recognizable visual environmedtadio signals are presented in the VCNS, thehodygical
impact of aircraft noise can be investigated. Thgetwith airports and operators, new procedures bmarfully
evaluated on their impact on people that live ngaiiports. Currently, the VCNS is used in combimatiath radar
tracks and flyover noise measurements. Although differs a high simulation fidelity, the operatsrrestricted to
this specific case, including the conditions of #ti@osphere during the measurements.

To predict how the sound of future aircraft proaeduis received by an observer in a variety of ¢, an
extensive set of measurements is required. Notisrtlyis an expensive process, the atmosphericitioms during
the measurements remain of vital importance. Imgments are necessary that allow to simulate anttat@uch
an experiment. A new method is therefore develdpatlis able to permit the operator to control siraulation
parameters like aircraft type, trajectory and aftphese. Since a variety of parameters are resegrehethort
computation time is one of the key requirementthanmodel development. Studying this broad rangeeleivant
parameters allows us to design new silent procedaraccurate reproducible conditions and in atshmount of
time. The traditional method and the new methodllustrated in Figure 1.

Traditional method New method

Aircraft trajectory Aircraft trajectory

NPD-table Thrust
Noise metric

Noise source spectrum

Dose-response Atmospheric propagation

Noise annoyance Synthesis

Psychological evaluation

Noise annoyance

Figurel Thetraditional method and the new method to asses the annoyance of air craft flyover noise

To construct the new method, and allow psycholdgineestigations in aircraft noise, a computatiotwalichain
is developed to make the results audible and @giblthe simulator. Other investigators researdhiectaft sound
synthesi” but did not address a specific toolchain as pregds the new method and focussed on specific .parts
For instance in Ref. 3, the synthesis is based asuared data but the aircraft trajectory calculatiare not treated.
Whereas in Ref. 4, the measured data are re-symiteand it is shown that the synthesized resutisnca be
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differentiated from the original measurements. Hesvethe effect of a different procedure or atmasphis not
mentioned. Therefore this new method allows to stigate noise annoyance on a level that has nob bee
demonstrated yet, to the best of the author's kadge. Especially the option to control the atmospleonditions

in detail and present the audible effects havebeen found in literature. In this paper, the madglapproach and
some preliminary results are shown to illustratefbtential of the new method.

1. Methodology

In order to control every parameter relevant toraft noise annoyance, the aircraft sound must &genaudible,
i.e. synthesized, with the new method. Therefomdstare developed or implemented that are ableddigt the
individual parts in Figure 1. The tools are basedvatlab and are highlighted from hereon.

A. Flight mechanics
To predict an aircraft trajectory, rather than gsim radar track, the flight mechanics are modellEais

constitutes to a trajectory and thrust predictifime trajectory prediction is based on a point nrmsdel of the flight
mechanics rather than an elaborate model thatdeslueontrol surface deflection. A point mass madsilects
some of the fast transient aircraft dynamics. Haweit is thought that the impact of these dynanoiessound is
small. A point mass model reduces the elaboratatems of motion into six ordinary differential eaions
(ODE’s). The use of ODE’s allow the use of a simRlenge-Kutta (fifth-order) numerical integration eate. To
fly a trajectory, the user specifies way-pointstbe ground that he would like the aircraft to fellat a specified
pressure altitude and calibrated airspeed. A Ptigbdntegral Differential controller is used torttool the variables
that correspond to pilot input. This ensures thatdesired trajectory is flown by the aircraft aidws to model a
variety of standard departures or approaches.

In the process of solving the ODE'’s, the thrust trhes predicted at the corresponding operating dimmdi. A
simple but effective approach is used by modeltimg different components of the engine by theiratizristic
parameters (compression ratio, efficiency,etcetses for instance Ref. 5. This gives a fair indibcabn the design
point thrust of a jet engine. When the engine israfed at a different condition than the desigmtpdhese
parameters change. The so-called off-design calookarequire an elaborate approach to recalcti@tgparameters
corresponding to the off-design condition. To cimuent this problem, the parameter trends for offigie
conditions are extracted by using the GSP-softwigneeloped at NLR This completes the input for the engine
model to predict the thrust along the trajectonytf® majority of engine operating conditions. Quitpf this model
is the actual thrust, fuel flow and typical thermgpdmic parameters of the engine. These paramaterdirectly
available in the simulation. The thrust is neededdlve the ODE’s whereas the other parameteraenessary for
the source sound prediction models.

B. Source Sound

Aircraft sound is emmitted at a broad spectrum refjfiencies and is generated by two major factues, t
airframe and the engine. In order to model arbitaircraft, a generic method to predict aircrafuree sound is
necessary. Whereas research models are able tggivkresults, they are frequently tuned to specifinditions.
Therefore an engineering method is desired thaible to represent a variety of aircraft. Modelst tfmeet this
criterium are usually based on empirical observatidhree empirical models exist that predict #levant sources
of civil aircraft: the Stone modelthe Heidmann modeknd the Fink model. In this paper we demonstrate the
results of the toolchain on the broad-band noisepament of a Boeing 747-400.

The Stone model provides an estimation of the jetng noise and engine shock noise. However, thgnen
shock noise is not dominant in this case and mattédd explicitly. The Stone model describes thréeng noise
sources: the large scale, transitional scale arall stale mixing noise. Mixing noise exists duethe velocity
difference of exhaust gasses and the surroundmdlag¢ large scale mixing noise occurs behind tigire where
the by-pass and core massflow collide and starhito Transitional scale noise is produced due t \thlocity
difference between the core and bypass airflow.llSsnale mixing noise is caused by the velocitfet#nce of the
bypass duct and the ambient air flow. Stone fitieel data to the engine flow and operating conditianth
aeroacoustic relationships in mind. With the hdighe thrust output parameters at every time sfefhe aircraft
trajectory simulation, the theoretical jet noisecpum is calculated.

3
American Institute of Aeronautics and Astronautics



Downloaded by TECHNISCHE UNIVERSITEIT DELFT on March 4, 2013 | http://arc.aiaa.org | DOI: 10.2514/6.2011-2853

Heidmann made a model to predict the fan noisenandelled three components: the fan tones, buzzesalv
broad-band noise. The fan tones are generally damgeinsteady loading on the rotor and stator vafieke fan.
These fan tones are an integer multiple of the BRalesage Frequency (BPF). Buzz-Saw is a complex soigee
that is generated by the shocks that form on amMaen reaching a helical tip Mach number largeraquag 1. In a
perfect environment, the shock noise frequency isutiple of the BPF. However, small imperfectionsda
aeroelastic loading cause that the shock noisetia multiple of the BPF. The shocks coalesce tageétto a single
noise system that is repeatedly radiated for ewetation of the fan. Buzz-Saw is therefore seperatethe shaft
frequency rather than the BPF. Heidmann does naligirthis frequency dependency and smears outube-baw
energetic contribution over the ¥®ctave bands. This eliminates the underlying ptatgphenomenon and makes
it hard to synthesize this effect from the Heidmamodel prediction. Investigation into the tone es@ntation for
the tone synthesis are not yet finished. Therefiloeetone noise is not yet included at this pointhia simulations.
Although the vital improvements to the Heidmann elpés suggested in Ref. 9, are incorporated.

Airframe noise is modelled using the Fink modelisTdimple model gives an estimation of the broadd=oise
of different airframe components. The contributiafissach component are added to give the totahasti of the
airframe. Fink allows to model the aerodynamic aces and gears. In our case, the Boeing 747-4060dtya clean
configuration was used. The only relevant contidng to the broad-band noise are then formed bytutmilent
flow leaving the wing and horizontal tail surfacEmk used a Boeing 747-100 to assess the empigtaionships,
therefore this simple prediction method is sui@ddur simulation case.

C. Propagation and atmosphere

It is well known that the atmosphere has a sigaiftdmpact on the propagation of aircraft noiset t\dy is the
atmospheric absorption crucial, wind specificatgnisports the sound waves and has a direct effetbwoel time.
Several techniques (e.g. in order of increasinglifig Ray-Tracing, Parabolic Equation (PE) sohMormal Modes
Method, Fast Field Program (FFP)) exist that arde &b take these effects into account. WhereasF &d a
Normal Mode program solve the Helmholtz equatidg;rethods and ray-tracing use approximations ofithee
equation to solve the propagation problem.

A high fidelity FFP tool from the ESDY is explored in this research. The added benefitpeoed to ray-
tracing, is the inherent capability to calculatifrdction without the need to offer fidelity. Thewnside is the large
computational cost invoked by the FFP for a lamggge and a high-frequency. Both are apparant inadirityover
noise and therefore excessive computational efiforthe simulation in this paper was made in thdeonf days on
a desktop computer. For now we want to capturectimputational fidelity but new ray-tracing develogmts are
started to reduce this computational burden by Bimgpcomputational requirements on the toolchain.

Input to the propagation tools described abovaniatmospheric representation including wind, teatpee and
humidity. Several investigators use logarithmic fies for the simulation of wind speed in their pagation
problems. These profiles can be obtained relatieakily with a so called roughness height wherentine speed is
assumed to be zero. The roughness height is implech@s a parameter that is characteristic fodigteibution of
typical objects on the ground like concrete, grasgietation and even buildings. However, these kinfiinctions
lack the ability to inherently model complex belwuwrilike temperature inversions and change in wlingiction as a
function of altitude. Based on similarity theory, Buger-Dyer relations and Pasquill classes, an atitio on a
mean logarithmic profile can be found in Ref. 12nkiheless, temperature inversions or altitude digrgrchange
of wind direction can not be modelled using thewabrelationships. Moreover, these kind of profées generally
limited to meteorological layef&lose to the ground. For more accurate descriptitiesgoverning equations (with
turbulence closure) must be solved numericallyc&iactual weather prediction is out of the scopthisfresearch,
this interesting path was not further examined.if@ude realistic atmospheric information, datanirdalloon
soundingswere used. With the developed toolchain, we wbte @ use these realistic data which are measored
a variety of places. In this paper, we used an spimeric scenario as acquired on tffeoft February of 2011 at the
Bilt in the Netherlands. On this day there was amgrsouthwestern wind, as depicted in Figure 2, ¢hased
serious trouble for landing and departing aircaafschiphol airport in the Netherlands.

) http://weather.uwyo.edu/upperair/sounding.html
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Figure2 Wind profileasused in the current simulation

We see that the North- and East-bound componettteofvind are negative, which implies a South-Wester
wind. The data-points are taken at discrete heidgbtget a continuous profile, the results aredrheinterpolated
(based on the available data points) at every nadtitude and a moving average of 5 meters is agplThis leads
to a smooth continuous profile as is shown by thipesd line results. Since the wind is rather siy,cm shadow zone
will emerge where the sound waves from the airaedt well damped. These shadow zones are predigtedy-
tracing as zones in which no sound penetrates. Memé is well known that this is not true duediffraction of
sound, turbulence and the existence of ground ware=efore noise of a flying aircraft, reachingaiserver after
being emerged in a shadow zone, can not be aclupaticted by ray-tracing if not corrected foesie effects.
This is another reason why we have used a FFPhéset calculations. All of the above mentioned pgegian
models neglect the effect of viscosity on sound egavhe viscosity damps the waves and can be tedreéchen
taking the atmospheric absorption into account.tadard model for absorption, as used for the sitions, is
described in Ref. 14 and depends on the relativaditynand temperature.

D. Sound synthesis

Using the propagation method, the sound spectteeatbserver position due to the aircraft flyover abtained.
These results must be auralized using a synthestisath. The broad-band component of the spectrdefieed in
1/3° octave bands. An overview of the sound synthesihiou, as coded in Matlab Simulink, is given inufig3.
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»
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Figure3 Sound synthesisalgorithm

For each 1/8 octave band, a pink noise source is combined avitelative gain corresponding to the calculated
broad-band noise results. As a result of the flycwmed atmosphere, the gains of the bands changen: A
dynamic equalizer is developed in Matlab to appby $pecific momentary gains to the pink noise saurbe result
is an audible representation of the flyover.

An aircraft is a moving source and therefore a Depphift must be applied to the frequencies amgvat the
observer. A time delay is applied to the outputhef equalizer to simulate the Doppler effécThis mimics the
Doppler shift due to the fact that specific paftshe wave reach the observer at a different timereby effectively
changing the frequency at the observer.
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To simulate the ground reflection effect, a refectvave is added to the results of the dynamicleguaA hard
ground, or perfect reflector, is assumed. This iegpthat the amplitude of the reflected waves exqtizd direct
wave so there is a small phase shift. The phadeishdue to the difference in path length of theident and
reflected sound wave. Rather than using & b@ave band representation, it is vital that theugd reflection is
applied to the continuous spectrum. Audible reswtere the effect of the ground reflection is inmpénted in an
1/3% octave band representation for modification ofdizeamic gains are poor.

1. Resultsand discussion

In this paper, a few results are presented tha gighort impression of the toolchain’s capabditiehree cases
are presented with a straight flyover. For thedhrases, the altitude (1000 m) and calibrated edf120 m/s) are
fixed, the B747-400 is in a clean configuration. @rerview of the main parameters are shown in Table

Tablel Thethreetest-casesfor the straight flyover
Case Propagation method ~ Relative Humidity [%] | Temperature[degC] |

1 Spherical spreading 75 15
2 Spherical spreading 10 10
3 Fast Field Programm 75 15

In case 1 and 2, a spherical spreading loss isitake account. This omits the influence of the dfield on
sound propagation, however the wind influence @nflight mechanics is taken into account. The afids flying
on a heading of 50 degrees, straight into the winiypical result, for case 1, is illustrated iig@re 4.
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Figure4 Broad band noiseresult for case 1

Figure 4 shows the calculated overall sound legkthe broad band noise, both unweighted and A-eidy at
the observer. For this case, the fan tone and bawznoise output from the Heidmann model is sugpiksThe
aircraft is straight overhead at 104 seconds #fieistart of the simulation. The effect of A-weigltis large, this
means that there is a relative large presencewofriequency noise. This effect becomes larger wtheraircraft is
flying away from the observer, since both linesigure 4 diverge. Additionally, a distinctive ki present in the
OASPL result around 102 seconds due to the diffediectivity patterns of the noise sources. Thiedént
directivity patterns are illustrated in Figures Sahich are a representation of the noise sournes gphere with a
radius of 1 meter. For these figures, the engireperating at 100% N1 and the aircraft is flyingaigtht over the
observer, e.g. the azimuthal angle is 90 deg.
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Figure5 Fan noise prediction of the ssmulated enginein static-sea-level conditions

Sound Pressure Level [dB]
150 140 130 120 130 140 150 160

0°

—Large scale
—Transitional scale
Small scale
Total

Figure6 Mixing noise (broad-band) prediction of the simulated engine in static-sea-level conditions
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Figure7 Airframe noise (broad-band) prediction asused in the ssimulation

The SPL’s of the different sources, as illustratedrigures 5-7, are defined on a sphere, wheteasesults in
Figure 4 are at the observer. The atmosphere daighsrequency waves more efficient than their ioequency
counterparts. Due to atmospheric absorption, thectivity pattern (and corresponding peaks) in 8L at the
source does not necessarily match with the regultpectrum at the observer. To illustrate the ersit of the
sound synthesis, spectrograms of the differentscasepresented next.
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Figure8 Spectrograms, with a resolution of Af =5 Hz and At=0.25 seconds, of the synthesized signal for the
three cases of Table 1
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The three spectrograms each show characteristitstt typical for the defined cases. Case 1, wigipresents
standard values for the atmospheric absorptionspneiading losses, shows that the method is viablthé broad-
band sound. The ground effect is clearly visibleerglas the Doppler shift effect is barely noticealflés best
illustrated in Figure 9, where case 1 is enlarged the Doppler shift can be observed in the grountetference
pattern.

Case 1, enlarged
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Figure9 Enlarged spectrogram of case 1 toillustrate the Doppler shift

A Doppler shift would be clearly visible in the sp®gram if tonal noise would have been modeled and
distinctive lines included. Since the signal isaclee.g. not disturbed by turbulence, and the gfasra perfect
reflector, the ground reflection is found in themgaete spectrogram range.

The second spectrogram of Figure 8, shows thetre$uhe changed atmospheric absorption. As expecte
higher frequency sound is damped more efficients Bpecific combination of relative humidity andmgerature,
ensures that even at low frequencies sound is danfdthough these conditions seem extreme, wheni@naft
flies above the clouds, humidity and temperaturere@idly drop.

In the third spectrogram, a threshold (around 2@oisds) is visible in the Figure. This is the presly
mentioned shadow zone. Due to the upward bendirtgeofound waves, no sound is heard if the airgéfying
far away. As it comes closer, the low frequencynsisustart to become audible before the high frecenunds.
When the aircraft emerges from the shadow zonesdhad intensity is a bit higher than case 1. Titenisity is also
slightly higher after the aircraft has passed oWgcreased intensities indicate that the sound ware focussed
towards the observer due to the wind.

From the graphs it is clear that a variety of Malga can be modified and the effects can be syizéesMore
traditional flyover representations, like the Ovel®PL (OSPL) and A-weighted version OASPL, are vl
calculated as shown in Figure 4. Using generic gogbitools, it is now possible to establish diffeces between
flyover noise by modifying the aircraft proceduneatmospheric effects. One of the downsides oftdlaéchain is
the large computational effort that is invoked e tFFP. A ray-tracing code can run at a fractionthaf
computational effort and, with help of correctiobased on FFP results, include aspects like diftracand
turbulence. This seems a more rewarding approachutiare research. Another shortcoming is the lacthe tonal
component modelling. Some ideas are establishedtiiineed to be coded for inclusion in the td@m. The same
holds for the Buzz-Saw noise. With these three sdaekled, a high fidelity toolchain exists that daets an
arbitrary trajectory through an arbitrary atmosehend makes the end result available as an augilét.

IV. Conclusion

In order to represent aircraft annoyance, for pslatfical evaluation, a toolchain is developed. Tisisfor
instance, necessary to obtain a clear view whetrere is room for future aircraft operations basedweather-
adaptive procedures. The toolchain presented 8 ghper is capable of modelling different partshef aircraft
flyover and individual sound sources. Investigatimto which part of aircraft noise annoys people thost become
possible since the results are audible. This widl to new insight for combining a densily popudateea and
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aircraft operations. Before we can do these kingqferiments, the results should be verified mdosety with
real-life situations. A test-campaign or comparisath existing sound recordings will be executedhe future.
Improvements are scheduled for the modeling ofpitugpagation and the synthesis of the tones. Howeliese
preliminary results are promising and demonstrageimportance of the correct modelling of atmosjgheffects
and the integral approach of the toolchain.
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