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P R O L O G U E : " WA R N I N G : 5 FAU LT S F O U N D ! "

It was around 1:00 AM on a cold winter night in 2019 when I stepped out of a bar in the

historic center of Delft. Time to go home, after celebrating Suzanne van Dam’s successful

PhD defense. Evenings like these remind me why science is such a great endeavour. People

might be working long hours to reach only tiny steps. But there is a team of people around you

that understands the struggle. And, when those tiny steps lead to a big one, or occasionally

even a breakthrough, celebration comes with all sorts of weird traditions. In short, it was an

evening with a warm QuTech family feeling. For me personally it was also a nice change of

scenery. Over the months prior, I had been working intensely on the final experiment of this

thesis. In particular this week, I was finetuning day-in day-out to hunt for data sets that were fit

for publication. Although the efforts of many had been finally coming together for quite some

time: from design, to fabrication, to the integration of the setup; it is this final stage of an

experiment that can make or break years of struggle for the whole team.

In complete ignorance of what was about to happen, I drew my phone to see if I had

missed anything. Upon lighting the screen, my full attention was drawn: “9 unread messages

from La Maserati”, the name of the dilution refrigerator I was using. This is the gigantic and

complex system that cools down the quantum chip close to absolute zero and thereby en-

ables the control of quantum phenomena. For a second, I comforted myself, as likely the

messages were caused by a failure in the pressure monitoring system. This was a routinely

experienced false alarm from La Maserati that leads to a burst of automatically-generated

warnings. It mostly occurred at the least convenient time to manually reset the monitoring.

Opening one of the messages, however showed that the situation was more severe.

WARNING: 5 FAULTS FOUND!
Injection pressure is unsafe!

OVC pressure is unsafe!
Still pressure is unsafely high!

Still is running hot!
3K Plate is running hot!

First responder = Niels B
T_3K = 19095 mK.
T_Still = 1170 mK.

T_MClo = 327.6 mK.
P_5 = 1601 mBar.

P_IVC = 0.000564 mBar.
P_OVC = 0.006134 mBar.

Fri, Feb 01, 2019 9:37:00 PM, La Maserati

X I



xii WA R N I N G : 5 F AU LT S F O U N D !

The untrained eye will note that the five warnings probably mean things are not great.

The trained eye will note that each individual pressure and temperature reading is completely

off. i.e. far beyond the point of getting things back on track. Reading this message thereby

abruptly marked the end of the experimental work of this thesis, the part I liked most.

It was quite a shock, but no panic. Fortunately we were already sitting on high quality data.

Soon, we needed to go into writing mode to push for publication anyway. It was however re-

quired to pay a direct visit to the lab to bring the system to a safe mode. It was a welcome

surprise for my two travel companions, Anne-Marije and Jules, who were clearly craving a

nightly adventure in the lab. After going through the standard procedures: switching off the

control electronics and recovering the precious helium-3 from the internals, it was my goal to

leave the fridge on its way back down towards three Kelvin. This intermediate temperature

would allow us going back to base temperature (0.02 Kelvin) during the next day. However,

after a few attempts, I had to conclude that something blocked the fridge from lowering its tem-

perature again. I even tried to call my promotor Leo DiCarlo, but the calls were unanswered.

What would one expect at this time? It was far passed 3:00 AM and although the pressure in

the fridge had lowered, the pressure on my relationship was clearly rising; time to drive home

to Rotterdam. Surely, the situation would be clearer in the morning, after some rest.

Then, when stepping out of the faculty, the night took another unexpected turn. Looking

from the parking space outside, we noticed a dark figure was walking down halfway the

staircase. We asked ourselves: “Who in earth would still be in the building at this point?” It

was not easy to tell as the mysterious figure was obscured by the many QuTech logos that

covered the window (aka ‘het douchegordijn’). Anxiously, we awaited the person to arrive.

And then, the one we had all been waiting for entered the stage. With the door wide open and

a loud “TADA, here am I!”, prof. dr. Leonardo DiCarlo claimed his spot. A strangely exultant

appearance for this time of the day. It turned out he was so relieved to see us, because we

could save him from a sixteen-kilometer bike ride. This was his daily commute to Rotterdam,

for which he had been charging with a power nap in his office, after Suzannes’ party.

After learning the details of our nightly adventure, we went back in together to take an-

other look at the fridge. Rather quickly (with his experience), we narrowed down the reason

why the fridge would not return to three Kelvin. It was the same reason that made the system

unstable in the first place: a small but sudden rise in pressure in the outer vacuum chamber.

This had created a thermal bridge between the hot room and the cold inner workings. The

root cause for this sudden burst of gas remains a mystery until today. But what I did learn, is

that I will never forget this night. Everything came together that makes science so engaging:

the pleasure of finding things out, the excitement of running an experiment that pushes the

edge of what is possible, but mostly, the family feeling that binds together those who share

this passion.



S U M M A RY

Information processing based on the laws of quantum mechanics promises to be a revolu-

tionary new avenue in information technology. This emerging field of quantum information

processing (QIP) is however challenged by the fragile nature of the quantum bits (qubits) in

which quantum information is stored and processed. An error in even a single qubit makes the

quantum processor go off-track, corrupting the calculation as a whole. Therefore, the chance

for an erroneous outcome increases with the number of qubits in the processor. Large-scale

QIP thus hinges on the ability to correct for these errors. Classical information processing

often uses error correction algorithms to identify errors by checking whether information is

consistent in multiple copies. This strategy is unfortunately not applicable to QIP as quantum

states cannot be copied. Moreover, direct measurements on qubits collapse their quantum

states, reducing them to classical information. Fortunately, the theory of quantum error cor-

rection (QEC) overcomes these complications by encoding quantum information in entangled

states of many qubits and performing parity measurements to identify errors in the system

without destroying the encoded information. Implementing these codes is challenging as it

requires many qubits and quick interleaving of operations and measurements. Moreover, to

not introduce more errors in the system than QEC can solve for, these operations and mea-

surements need to be of sufficient fidelity and speed.

Circuit quantum electrodynamics (cQED) is one of the most successful platforms for im-

plementing QEC. Most notably, QEC codes with five to nine quantum bits have shown the

preservation of the classical degree of freedom of the encoded information. However, QEC

implementations prior to the start of this thesis, have not succeeded in preserving quantum

states. This was mainly caused by the long time required for qubit readout compared to the

qubit coherence time, the time during which they can hold their information. Ratios of 0.2-

0.5 were achieved. In this thesis, we implement several improvements to accelerate qubit

readout, avoid its unwanted back-actions on other qubits and make use of qubits with an im-

proved coherence time. These steps improve the measurement-time to coherence-time ratio

by a factor ten to 0.025-0.05. We ultimately demonstrate the benefits of these improvements

by preserving an entangled state during repeated QEC over tens of error correction cycles.

In the first chapters of this thesis, we improve several aspects of repetitive readout in QEC.

Chapter 1 introduces quantum computing and QEC. It provides an overview of the status of

experimental work and motivates the use of cQED for this thesis. Chapter 2 provides an intro-

duction to superconducting qubits and summarizes cQED. In this platform, superconducting

qubits are coupled to a superconducting resonator which mediates between the qubit and

the environment. By detuning the resonance frequency of the resonator with respect to the

transition frequency of the qubit, energy exchange between the qubit and its environment is

minimized; suppressing a primary source of error. Via the resulting so-called dispersive inter-

X I I I
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action, the resonator’s resonance frequency is slightly dependent on the qubit’s state. This

mechanism provides an indirect method for the readout of the qubit state. The qubit state is

measured by analysing the resonator’s response to a pulse near its resonance frequency. Be-

yond this standard approach, an additional resonator (Purcell filter) can be added to increase

the qubit’s isolation. Different configurations are compared in this chapter and our final choice

is motivated. Chapter 3 explores the use of active depletion of measurement photons after

qubit measurement has been performed. We demonstrate that this technique reduces the

time required for the overal readout process by a factor ∼ 3. The benefit for QEC is ex-

plored by emulating repeated quantum parity checks using one qubit. The reduction in error

rate was found to be between a factor ∼ 2 and ∼ 75 depending on the emulation. These

results strongly advocate the use of active photon depletion in QEC. In Chapter 4, we use

sequences of interleaved measurements and single-qubit operations to assess and optimize

the operation performance. Repetitive readout allows the calibration of three main parame-

ters. By using numerical optimization techniques, the gate is fine tuned in less than a minute,

reliably achieving a gate fidelity of 0:999. This fidelity lies well beyond the threshold for QEC.

In Chapter 5, we focus on the measurement efficiency and propose a method to assess and

improve the efficiency of elements in the qubit readout chain. A recent breakthrough in qubit

readout is the use of special superconducting amplifiers that operate with near perfection.

The key performance metric for these amplifiers and the following readout chain is the quan-

tum efficiency, which is the fraction of readout photons that effectively reaches the observer.

We show that the qubit itself can be used as the ideal sensor to determine the quantum effi-

ciency. The efficiency measurements are consistent for arbitrary readout conditions, even for

measurements with the strangest dynamics. This is a key tool for the tune-up of amplifiers for

optimal readout and to distinguish sources of imperfection.

In Chapter 6, we ultimately move to a multi-qubit paradigm to implement and test the

improvements made in previous chapters by implementing a QEC code that stabilizes an

entangled state. The improved readout topology with a dedicated Purcell filter per qubit al-

lows fast measurement with negligible back-action on the untargeted qubits. This allows us

to create entanglement by parity measurement with a high fidelity of∼ 95%. Repeated parity

measurements protect this entanglement from arbitrary qubit errors during > 25 parity mea-

surements. Furthermore, we demonstrate that the same QEC measurements can be used

to detect leakage out of the qubit subspace to higher-energy states. This last form of error is

natively not addressed by QEC but is detrimental to quantum computing in most platforms.

We demonstrate that, by applying a separate error analysis (using a hidden Markov model),

we can infer this leakage while tracking standard qubit errors. This opens a new route to

fault-tolerant quantum computation in the presence of qubit errors and leakage.

Chapter 7 finally discusses the implications of this work for quantum computing. The

experimental results show that an architecture has been built up with all necessary compo-

nents for the preservation of logical information with larger numbers of qubits. We underline

this conclusion by projecting in a detailed simulation how a seventeen-qubit QEC experiment

would perform, building on the results of this thesis. Its experimental realization will be the

next milestone towards fault-tolerant quantum computing.



S A M E N VAT T I N G

Informatieverwerking die gebaseerd is op de wetten van de kwantummechanica belooft een

revolutionair nieuw hoofdstuk te worden in de informatietechnologie. Het snel ontwikkelende

veld van kwantuminformatietechnologie heeft echter te kampen met de fragiliteit van de kwan-

tumbits waarin de kwantuminformatie wordt opgeslagen en verwerkt. Een fout in een enkel

kwantumbit kan de gehele kwantumprocessor laten ontsporen, waardoor de berekening in

zijn geheel onbetrouwbaar wordt. Dit heeft tot gevolg dat de kans op een foute uitkomst

toeneemt met het groeien van het aantal kwantumbits. Voor het uitvoeren van kwantum-

berekeningen op grote schaal is het kunnen corrigeren van deze fouten daarom cruciaal.

Klassieke informatietechnologie maakt vaak gebruik van foutcorrectie om fouten te detecteren

door kopiën van informatie te testen op consistentie. Een dergelijke aanpak is helaas niet

toepasbaar op kwantumberekeningen aangezien kwantumtoestanden niet gekopieerd kun-

nen worden en directe metingen van kwantumbits deze reduceren tot klassieke bits. Gelukkig

biedt de theorie van kwantumfoutcorrectie een oplossing. Door de kwantuminformatie van

een enkele kwantumbit te encoderen in verstrengelde toestanden van een aantal kwan-

tumbits, wordt de informatie verspreid zonder deze te hoeven kopiëren. Daarbij worden pariteit-

metingen gebruikt om fouten te traceren zonder dat de onderliggende kwantumtoestanden

vernietigd worden. Het implementeren van deze algoritmes is echter uitdagend omdat er veel

kwantumbits voor nodig zijn en omdat kwantumoperaties en metingen in hoog tempo afgewis-

seld moeten worden. Daarnaast, om te voorkomen dat dit meer fouten veroorzaakt dan dat

de foutcorrectie kan oplossen, dienen deze operaties en metingen voldoende nauwkeurig en

snel te zijn.

Circuit kwantumelectrodynamica (cQED) is een van de vooraanstaande systemen waarop

kwantumfoutcorrectie wordt geïmplementeerd. Het meest opmerkelijk zijn de implementaties

waarin met vijf tot negen kwantumbits de klassieke vrijheidsgraad van de geëncodeerde in-

formatie beschermd bleef. Desalniettemin, was het voor aanvang van dit proefschrift nog niet

gelukt om kwantumtoestanden succesvol te beschermen. Dit lag hoofdzakelijk aan de lang

benodigde tijd om kwantumbits uit te lezen, in verhouding tot hun coherentietijd, de tijd waarin

kwantumbits hun informatie bewaren. De ratio’s lagen tussen 0.2 en 0.5.

In dit proefschrift wordt een aantal verbeteringen uitgevoerd in het uitlezen van kwan-

tumbits die leiden tot een snellere uitlezing en worden verstoringen (veroorzaakt door de

meting) van andere kwantumbits voorkomen. Ook hebben de kwantumbits een langere coher-

entietijd dan voorheen beschikbaar was. Dit leidt tot een verbetering van de ratio uitleestijd-

tot-coherentietijd tot 0.025-0.05. Ultiem komen de voordelen hiervan tot uiting door een ver-

strengelde toestand te beschermen gedurende tientallen herhaalde cycli van kwantumfout-

correctie.
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In de eerste hoofdstukken van dit proefschrift, worden verschillende aspecten van het

herhaaldelijk uitlezen van kwantumbits verbeterd. Hoofdstuk 1 is een introductie tot de kwan-

tumcomputer en kwantumfoutcorrectie. Het geeft een overzicht van de voorgaande exper-

imentele resultaten en motiveert het gebruik van cQED in dit proefschrift. In Hoofdstuk 2

worden supergeleidende kwantumbits beschreven. Daarnaast biedt het een inleiding in het

cQED platform waarin supergeleidende kwantumbits gekoppeld worden aan een resonator.

De resonator vormt een medium tussen het kwantumbit en de buitenwereld. Door de reso-

nantiefrequentie van de resonator verschillend te maken van die van het kwantumbit, wordt

de uitwisseling van energie tussen het kwantumbit en de buitenwereld geminimaliseerd; een

primaire bron van fouten wordt zo onderdrukt. De overblijvende zogenoemde dispersieve kop-

peling tussen kwantumbit en resonator, zorgt dat de resonantiefrequentie van de resonator

licht afhankelijk is van de toestand van het kwantumbit. Dit wordt gebruikt als het uitleesmech-

anisme. De toestand van het kwantumbit wordt uitgelezen door de resonator met een micro-

golfpuls te injecteren en diens reflectie te analyseren. Buiten deze standaardaanpak, kan

een tweede resonator (Purcell filter) toegevoegd worden om het kwantumbit verder te isol-

eren van de buitenwereld. Verschillende topologieën van resonatoren worden vergeleken

en onze uiteindelijke keuze wordt onderbouwd. Hoofdstuk 3 verkent het gebruik van actieve

depletie van uitleesfotonen nadat kwantumbits worden uitgelezen. We laten zien dat deze

techniek de totale uitleestijd van het kwantumbit reduceert met een factor ∼ 3. Het voordeel

van fotondepletie wordt verder onderzocht door een herhaaldelijke kwantumpariteitmeting te

emuleren met één kwantumbit. De ondervonden foutreductie met fotondepletie ligt tussen

een factor∼ 2 en∼ 75 afhankelijk van de emulatie. Dit resulteert in een sterke aanbeveling

voor het gebruik van fotondepletie bij foutcorrectie. In Hoofdstuk 4 gebruiken we snel afwisse-

lende uitlezingen en één-kwantumbitoperaties om de operatienauwkeurigheid te beoordelen

en te optimaliseren. Herhaaldelijk uitlezen stelt ons in staat de belangrijkste drie parameters

te optimaliseren in minder dan één minuut tot een nauwkeurigheid van 0.999. In Hoofdstuk

5 onderzoeken we de efficientie van de uitleesketen en stellen een nieuwe methode voor

om deze te meten en te verbeteren. Een van de grote doorbraken in het uitlezen van kwan-

tumbits, is het gebruik van speciale supergeleidende versterkers die dicht perfectie naderen.

De belangrijkste maat voor perfectie is de kwantumefficientie, die de fractie van uitleesfo-

tonen weergeeft die de observator op een nuttige manier bereiken. We laten zien dat het

kwantumbit zelf als ideale sensor gebruikt kan worden en dat traditionele methodes waarin

additionele apparatuur gebruikt wordt overbodig zijn. De nieuwe meetmethode is consistent

te gebruiken met arbitraire uitleescondities, zelfs wanneer een meetpuls gekozen wordt met

arbitraire dynamiek. De methode biedt een belangrijk instrument om de supergeleidende

versterkers te kalibreren en om verschillende bronnen van imperfectie in de uitleesketen te

identificeren.

In Hoofdstuk 6 gaan we over tot het gebruik van meer kwantumbits om de verbeteringen

in voorgaande hoofdstukken samen te laten komen in een implementatie van foutcorrectie.

De vernieuwde uitleestopologie en methodes zorgen ervoor dat we individuele kwantumbits

snel kunnen uitlezen met minimale verstoringen van de overige kwantumbits. Dit stelt ons

in staat kwantumbits te verstrengelen door middel van een pariteitmeting met een betrouw-
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baarheid van 0:95. Herhaalde pariteitmetingen helpen ons de verstrengeling te bescher-

men tegen arbitraire fouten in de onderliggende kwantumbits. Daarnaast introduceren we

in dit experiment het gebruik van dezelfde foutcorrectiemetingen om de lekkage van kwan-

tumbits naar hogere energietoestanden te detecteren. Deze laatste vorm van fouten worden

niet standaard aangepakt in kwantumfoutcorrectie, maar zijn desalniettemin desastreus voor

kwantumcomputers. We laten zien dat door middel van een losstaande foutanalyse met een

hidden Markov model de lekkage kunnen oppikken tijdens het standaard foutcorrectieproto-

col. Dit opent een nieuwe weg in fouttolerantie in de aanwezigheid van zowel fouten in het

kwantumbit als lekkage naar andere energietoestanden.

Hoofdstuk 7 beschouwt de implicaties van dit proefschrift voor kwantumcomputers. De re-

sultaten laten zien dat een architectuur met alle benodigde componenten is opgebouwd voor

foutcorrectie met meer kwantumbits. Deze conclusie wordt onderbouwd met gedetailleerde

simulaties van een foutcorrectie-algoritme met zeventien kwantumbits. De experimentele ver-

wezenlijking hiervan zal de volgende mijlpaal zijn op weg naar fouttolerante kwantumcomput-

ers.
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As far as the laws of mathematics refer to reality, they are not certain; and as far as
they are certain, they do not refer to reality

Albert Einstein

Shut up and calculate

Richard Feynman

1 . 1 Quantum mechanics: from an oddity to a potential powerful resource

At the brink of quantum mechanics (QM) in the early 20th century, scientists were utterly

puzzled whether it could be a valid description of the physical world. The central phenomena

(i) superposition (a particle’s ability to be in multiple states at the same time), (ii) the idea

that the act of a measurement probabilistically forces particles into ‘classical’ states and (iii)

entanglement (a shared state amongst particles leading to instantaneous back-action at ar-

bitrary distance) were unacceptable to many as these phenomena do not align with our daily

observations of the macroscopic world. Although many experimental tests confirm quantum

mechanics to be an accurate description of reality, its interpretation remains a topic of debate

to date. Nowadays, however, the main focus of research in quantum mechanics has shifted

to unlocking its potential as a technical and computational resource. In 1982, R. P. Feynman

described that the simulation of quantum mechanical behavior (like for instance chemical re-

actions) is inefficient on a classical computer and that simulating them on a quantum system

is a more efficient approach [1]; as they both behave quantum mechanically. Hence, the first

concept for a quantum computer was born. A few years later, further ideas sprung up to use

quantum computers for general information processing tasks (which do not have a quantum

mechanical description). Examples include Shor’s algorithm [2] to factorize large numbers

and Grover’s algorithm [3] to search large, unstructured databases of information. More re-

cently, the list of algorithms is growing with ways of solving sets of linear equations [4]. What

makes these ’quantum’ algorithms so interesting over ‘classical’ approaches, is that the re-

quired resources (time and hardware) grow exponentially on a classical computer whereas

1
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they scale polynomially for the quantum computer. In short, problems that take billions of

years with all current supercomputers combined, become practically solvable with a quantum

computer.

y

x

z
0

1

classical bit quantum bit(a) (b) (c)

Figure 1.1: Graphical representations of a classical bit, a quantum bit and state collapse under

measurement (a) A classical bit is limited to two values, ’0’ and ’1’. (b) Qubit representation

on the Bloch sphere. The unit vector on the Bloch sphere represents the qubit state | 〉 which

can have any position on the sphere. The north pole represents |0〉, the south pole |1〉 and

all other positions on the sphere represent superposition states. (c) Projective state measure-

ment. When a projective measurement is performed along ẑ , the probability to measure |0〉 is

P|0〉 = |¸|2 = (z+1)=2 and the probability to measure |1〉 is P|1〉 = |˛|2 = 1−(z+1)=2.

After measurement, the qubit is left in the measured state.

1 . 2 The basics of a quantum computer and criteria for a good one

To understand the difference between classical and quantum computers, we zoom into the

most fundamental level of the information that is processed. In a classical computer, the

fundamental building blocks for storing and processing information are called bits. Bits are

limited to have only two possible values, 0 or 1 [Fig. 1.1(a)]. The fundamental building blocks

of quantum computers are quantum bits, or qubits. Just as their classical counterparts, qubits

are described by two basis states, |0〉 and |1〉. However, the crucial difference is rooted in

three quantum mechanical phenomena as already briefly described above: superposition,

the unavoidable perturbative effect of measurement, and entanglement.

i Superposition denotes the ability of quantum systems to be in more than one of the ’clas-

sical’ states at the same time. For a qubit, this means that it is not limited to be just |0〉 or

|1〉, but it can also be |0〉 and |1〉 at the same time; hence, a superposition state. Mathe-

matically, the state | 〉 of a single qubit is written down as a linear combination of the two

basis states

| 〉 = ¸ |0〉+ ˛ |1〉 ;
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with complex numbers ¸ and ˛ which satisfy the normalization condition |¸|2 + |˛|2 = 1.

All possible qubit states can be visualized on the surface of a sphere: the Bloch sphere

[Fig. 1.1(b)] [5]. The two poles are the two basis states: north, |0〉 and south, |1〉.

ii A remarkable property of a quantum state is that it is impossible to examine it without

affecting it, except for specific states, known as the eigenstates. For instance, when a qubit

is measured along the ẑ axis, the outcome will be one of the measurement’s eigenstates:

|0〉 and |1〉. The coefficients ¸ and ˛ determine the probability of finding the qubit in

|0〉 with |¸|2 and |1〉 with |˛|2 [Fig. 1.1(c)], which is known as the Born rule [6]. The

widely accepted Copenhagen interpretation tells us that the act of measurement itself

forces the qubit into one of the two basis states. This feature is known as the collapse of

the wave function, which more generally describes the transition between a continuum of

probable outcomes, to a discrete eigenstate of the measurement. After a measurement

is performed, the qubit is left in the eigenstate. Subsequent measurements (following the

Born rule) then lead to identical outcomes.

iii Entanglement is the possibility of multiple elements to share a superposition state. An

example of a two-qubit entangled state is the Bell state

| 〉 =
|00〉+ |11〉√

2
:

Just as for the single-qubit case, a two-qubit measurement collapses the state to an eigen-

state. For a measurement along at least one of the qubit’s ẑ , these are: |00〉 or |11〉, with

equal probability, P|00〉 = P|11〉 = 0:5. The weirdness of an entangled qubit pair is re-

vealed by measuring an individual qubit and correlating its outcome to a measurement

of the other. The measurement of the first qubit directly affects the second qubit and this

interaction is independent of the distance between the two qubits. This instantaneous

back-action, which provenly happens faster than the speed of light [7] was the crucial

unacceptable feature of QM for scientists like A. Einstein [8].

As mentioned, most current research is not directly aimed to make sense of these phe-

nomena, but like this thesis, focuses on their implementation for the realization of quantum

technology. This realization starts with making qubits with the highest possible quality. Just

as classical bits can be implemented in many physical systems: holes in a punch cards, the

reflectivity of a cd track, or currents through a transistor, we can implement qubits in many

different physical systems. Qubit implementations that are under study include: nuclear spins,

electron spins, ions, optical systems and electrical circuits [9]. All of these systems have their

own advantages and disadvantages with regard to the processing of quantum information.

To objectively examine and compare these systems, D. DiVincenzo proposed a list of crite-

ria [10]. The criteria: (i) A physical system on which qubits are well-defined two-level systems

and which can scale up to many qubits. (ii) The ability to initialize the qubits in a well-defined
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state. (iii) Qubits should contain information for sufficient time to perform subsequent compu-

tational steps. (iv) Qubits should be both controllable individually with single-qubit control and

jointly to create entanglement. (v) Qubits should be measurable individually and selectively.

1 . 3 Overcoming the fragility of quantum information processing

The most fundamental road block for quantum information processing seems to be the fragile

nature of quantum information. First, this fragility is reflected in the limited ability of qubits to

hold their information due to spurious interactions with their environment. The loss of infor-

mation in this way is known as decoherence. Second, qubits are essentially analog devices.

Single-qubit operations can, for instance, be represented on the Bloch sphere as rotations

around an arbitrary axis. Inevitable miscalibrations (even the tiniest) in these qubit operations,

eventually make a quantum computer go off-track, leading to an incorrect outcome. Naturally,

the effect of both of these sources of error increases with the the number of qubits and com-

putational steps involved in a calculation. There are two important pathways to address this.

The first is to simply improve the qubit coherence time (the typical time for a decoherence

event to have happened) and the quality of single- and two-qubit operations. Following this

path, the first quantum computers are being built that can outperform classical computers on

some tasks, which are specifically designed to showcase the advantage of quantum comput-

ers over classical computers. For this mile stone, known as quantum supremacy or quantum

advantage, approximately 50 qubits are required to run for 40 computational steps with an er-

ror per operation of∼ 0:003 [11]. At the time of writing, the first experimental implementation

has reached this point [12]. The following era, during which the first useful calculations will be

explored on noisy and smallish devices, is hence referred to as the noisy intermediate-scale

quantum-computing (NISQ) era [13]. This pathway may however not be followed indefinitely

as the chance for calculation errors keeps increasing with the system size and the number of

computational steps.

The second, more rigorous path to battle fragility, is to empower quantum computers

with the ability to correct for errors during the processing of information. To this end, several

Quantum Error Correction (QEC) schemes [14–18] were invented in the mid 90’s. These

schemes make quantum information processing tolerant to errors, ’fault tolerant’, by encoding

the information of a single ‘logical’ qubit on a larger number of ‘physical’ qubits. Because

of the added redundancy, individual errors in a part of the system, can be measured and

corrected without compromising the encoded information on the logical qubit. Crucially, the

tolerance of these algorithms to combinations of errors improves when the number of physical

qubits increases. This means that, as opposed to the NISQ approach, arbitrarily low error

rates can be achieved, when scaling to larger and larger quantum computers. Following this

approach, more heavy computational tasks will come in reach, provided that we can make

quantum computers with enough qubits. For instance, applying Shor’s algorithm to crack a

2048-bit RSA encryption code would require an error rate of 0.001 per operation using∼ 20

million qubits [19, 20] over a period of 8 hours.
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Figure 1.2: (a) Lattice of the surface code with data qubits (red), Z-ancillas (green) and X-

ancillas (blue). (b) [(c)] Gate and measurement sequence for a single cycle of X-parity [X-

parity] measurement of 4 surrounding data qubits. Squares with the letter H represent single-

qubit operations, vertical lines connecting dots represent two-qubit operations. Rectangles

with a measurement symbol represent measurements. Image obtained from Ref. [21] with

minor modifications.

In particular, QEC implementations of the surface code [17, 19] are momentarily of spe-

cific interest as this scheme requires only nearest-neighbour interactions between qubits.

Moreover, this scheme allows for relatively high error thresholds on the order of 1% per

qubit operation or measurement. In the surface code, a logical qubit is encoded in a two-

dimensional lattice of data qubits. The lattice of data qubits is interleaved with ancillary qubits

[Fig. 1.2(a)] of two flavours, X and Z, which are used to compare up to four data qubits

via parity measurements. These detect erroneous rotations around the qubit’s z and x axis,

respectively [Fig. 1.2(b, c)]. By repeated performance of these parity measurements, phys-

ical errors are projected and signaled to an error decoder. This decoder then matches the

obtained parity outcomes to the most likely underlying physical errors [22]. These physical

errors can finally be corrected in post-processing or corrections can be applied in real time to

restore the original state.

1 . 4 Superconducting qubits: a promising platform for fault tolerance

The work presented in this thesis is performed exclusively with superconducting qubits. Espe-

cially, since the invention of the superconducting transmon qubit (transmission line shunted

plasma oscillation qubit) in 2007 [23], this platform has become one of the leading platforms

within solid-state quantum information processing. Solid-state systems have the potential ad-

vantage of being easily produced at large scale (DiVincenzo critereon i) with currently avail-

able lithographic patterning techniques. Within the cQED platform, transmons outstand for

their relatively long coherence time [24] over which they preserve quantum information (DiVin-

cenzo critereon iii). A few years after the first demonstrations of multi-qubit algorhithms [25–
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29], the fidelities have improved and error rates have been achieved in single-qubit and two-

qubit gates [30] with errors, and qubit measurements [31–33] at or below the threshold for

the most forgiving QEC schemes.

tr
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it

readout resonator

feedline

Figure 1.3: A transmon qubit in a surface-code layout. Photograph of a transmon and readout

resonator, which is coupled to a feedline. Via the feedline, a readout pulse is injected towards

the readout resonator and by analysing the reflected pulse, the qubit state is inferred (the

imaged transmon is used in Chs. 3 and 4)

1 . 5 Towards logical qubits with superconducting circuits

The state-of-the art QEC experiments with transmons performed before this thesis contained

either a one-dimensional strand of the surface code using five [34] or nine qubits [35], or a four-

qubit square patch [36]. The work in this thesis is directly aimed at realizing a key milestone

in quantum computation. Namely, the preservation of a logical qubit in a scalable hardware

architecture. This joined project between TU Delft, ETH Zurich, TNO and Zurich Instruments,

aims for this goal using transmon qubits in a Surface-code layout with 17 qubits as its first

natural step [37] [Fig. 1.4(a)]. The nine data qubits in this device allow protection against any

single error in either its qubit operation or measurement and its logical qubit is expected to

have a longer lifetime than its constituent physical qubits with currently achieved experimental

performance [38]. Furthermore, extending the lattice to five by five data qubits (49 qubits in

total), is expected to lead an order of magnitude lower logical error rate. This lowering of

the error rate with increased lattice size is referred to as being below the threshold for fault

tolerance.

The operations to perform QEC on these devices can be roughly divided in single-qubit

gates, two-qubit gates and qubit measurement [Fig. 1.2(b, c)]. The work presented in this

thesis has focused primarily on the improvement of repeated readout of qubits. Qubit readout

with transmons is performed by dispersively coupling the qubit to a microwave-frequency

resonator [Fig. 1.3]. This causes the fundamental resonance of the resonator to be slightly

dependent on the qubit state. This frequency shift is probed by applying a microwave pulsed

tone to the resonator. The first reason why a focus on readout is important, is that the fidelity

of the ancilla readout has to be within a certain threshold for the surface code to function in
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the first place. At the start of this project, the error correction cycle time was dominated by

the time required for measurement and the time required for photons to leave the readout

resonator post measurement. To avoid a build-up of errors during this error correction cycle,

the cycle time has to be decreased. Thirdly, the readout pulse which is used to perform

readout on the ancilla qubits, can induce errors on other qubits. This is important for QEC,

since we need to preserve quantum information during multiple measurement rounds. To

reach the conditions for fault tolerance, also improvements in gates are essential. Therefore,

parallel, but often overlapping work in Ref. [39] focused on the necessary improvements in

single-qubit and two-qubit gates. Most notably, the improvements in fidelity and repeatability

in two-qubit gates are a key ingredient. The last and most complex experiment described in

this thesis benefits from all the advancements in both readout and gates, allowing us to reach

state-of-the-art perfomance in a three-qubit quantum error correction experiment.

1 . 6 Thesis overview

This thesis focuses on the development of fast superconducting qubit readout for multi-round

protocols like quantum error correction and fast gate tuneup. Chapter two introduces the

reader to the traditional concepts of readout in cQED. In chapter three we reduce the mea-

surement cycle time by actively removing photons from the readout resonators after measure-

ment by counter driving the resonators post measurement. We show that this allows reducing

the total time for an error correction cycle by a factor three. In chapter four we use sequences

of interleaved measurements and single-qubit gates as a matter of assessing and tuning the

gate performance. Repetitive readout allows us to tune up these gates to reach their perfor-

mance limit in less than a minute. In chapter five we assess and improve the efficiency of

all elements in a qubit readout chain. A key recent improvement in qubit readout is the use

of special superconducting amplifiers. The key metric to determine how well these amplifiers

and the rest of the amplification chain functions is the quantum efficiency (the fraction of

readout photons that effectively reaches the observer). We show that the qubit itself is the

ideal sensor and that efficiency measurements are consistent for arbitrary readout conditions.

This is an important tool to tuneup the amplifiers for optimally fast readout and to distinguish

different sources of imperfection. In chapter six we perform a three-qubit QEC experiment

for which we have redesigned the on-chip readout topology. The improved readout topology

allows fast measurement with negligible back-action of the untargeted qubits. This allows us

to create entanglement by parity measurement with a high fidelity. We demonstrate the use

the repeated parity measurement outcomes to not only protect this entanglement from X

and Z errors but also from qubit leakage. This last form of errors is natively not addressed

by QEC codes. In this chapter we however demonstrate that by a separate error analysis

(using a hidden Markov model) we can infer this leakage while tracking standard qubit errors,

thereby opening a new route to fault-tolerant quantum computation in the presence of qubit

errors and leakage.
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Figure 1.4: Schematic of qubit readout and the related advances presented in this thesis. (a)

Schematic for qubit readout for one feedline in a Surface-17 device. For readout, each qubit

(colored dots) is coupled to an individual readout resonator, which in turn is connected to a

feedline. This coupling causes the resonator’s resonance frequency to be slightly dependent

on the qubit state. Upon a readout instruction, room-temperature equipment generates a

readout pulse. The pulse is guided by coaxial lines into the crygenic environment through

various attenuators at different temperature stages. The pulse enters the quantum processor

and is guided via a measurement feedline. Depending on the frequency of the pulse, the

pulse interacts with a particular resonator which distorts the pulse with dependency on the

qubit state. The transmitted and distorted pulse is amplified in various stages and finally

analyzed at room-temperature. (b) Circuit diagram of a Surface-17 chip. Qubits are controlled

and measured via various inputs and outputs on the chip. Single-qubit gates are applied

through microwave-drive lines. Two-qubit gates are activated via flux-bias lines and mediated

by coupling busses. Red text highlight the different topics covered in this thesis and directs to

the relevant chapters.
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1 . 7 Quantum computation: an emerging industry

The progress in quantum computation, and especially superconducting qubits has led to a

new industry branch to be formed by both global enterprises (IBM, Google, Intel, Alibaba) and

large-scale quantum computation startups (Rigetti computing, ionQ). Together with govern-

mental and academic institutes, a global race has set off to build the first quantum computer

that can perform tasks faster than classical computers. Next to this rivalry for the best perfor-

mance, several commercial initiatives have sprung up to make prototype quantum computers

available on the cloud to users worldwide. The first launch of the IBM quantum experience

in 2016 contained a 5-qubit processor. These technology demonstrators seem to boost re-

search in several ways. First, it has become an important educative tool for quantum informa-

tion courses world wide. Second, they have opened experimental quantum computation to an

enormous group of scientists, which has led to 72 experimental publications by researchers

who have never had to be close to the experimental setups. At the time of writing the IBM

demonstrator has been upgraded to 16 qubits alongside with their competitor Rigetti comput-

ing, who has launched a similar demonstrator. New announcements by other institutes proofs

that this is just the beginning. IonQ has announced launching an 11-qubit demonstrator us-

ing trapped-ion based qubits. QuTech has launched a cloud service which will run on both

electron-spin qubits in quantum dots as well as transmon-qubit processors.
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Superconducting transmon qubits are promising building blocks for fault-tolerant quantum

computers. In this chapter, the transmon qubit is introduced with its equivalent electrical cir-

cuit. For readout, we introduce the platform of circuit Quantum Electrodynamics (cQED), in

which the qubit is coupled to a readout resonator (a harmonic oscillator). Due to this cou-

pling, the readout resonator’s resonance frequency is slightly dependent on the transmon

state. So, by probing this resonance frequency with a readout pulse (via a feedline) and an-

alyzing the transmitted signal, the qubit state may be inferred. The high achievable readout

fidelity and the non-demolition nature of this readout are key contributions to the success of

superconducting qubits. However, for the realization of fault-tolerant quantum computing, it

is additionally of key interest that readout be performed as fast as possible. Readout can be

sped up by naively enlarging the coupling between qubit and resonator. However, this has the

negative side-effect of creating additional energy loss in the transmon via the resonator due

to the Purcell effect; creating a compromise. To avoid this tradeoff between readout time and

energy loss, we implement an additional filtering resonator (the Purcell filter) which blocks en-

ergy at the qubit frequency, while transmitting energy at the readout resonator frequency. This

advanced readout scheme allows speeding up the readout, while at the same time reducing

loss due to the Purcell effect by orders of magnitude.

1 1
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2 . 1 The transmon qubit: an artificial atom to store quantum information

As for many ’classical’ carriers of information, quantum information is often encoded in energy

states of a system. Man-made quantum circuits like quantum dots and transmon qubits are of-

ten called artificial atoms as their discrete energy levels are reminiscent of atomic spectra. As

information is represented in these energy states, the ability to preserve them directly sets

the ability for containing information. In quantum computing, the loss of information is cap-

tured by several time constants. The relaxation time, T1, determines how fast a qubit relaxes

to its lowest energy state (usually |0〉). The decoherence time T2 is the typical time constant

by which the relative phase of a superposition state (in the Bloch sphere) becomes random.

In the evolution of superconducting qubits to the current state of affairs, these numbers are

of primary interest.

2 . 1 . 1 A simple circuit

The transmon consists of two superconducting islands which couple to each other via a

Josephson tunnel junction [40] through which charge (in the form of Cooper pairs) can tun-

nel from one island to the other. In addition, there is a capacitance between the two islands.

The transmon can be modeled as a non-linear LC resonator, consisting of a capacitor and

a non-linear inductor (formed by the Josephson junction) [Figure 2.2(a)]. The capacitance in

this simple circuit is in reality formed by a sum of capacitances C = Cs + CJ + Cg with

Cs, the capacitance of a shunting capacitor, CJ the capacitance in the Josephson junction

and Cg an effective contribution by capacitive coupling of either island to the ground plane

near the circuit with Cg = Cg1 ‖ Cg2. In total, this gives the system a charging (coulomb)

energy of EC = (e)2=2C and a Josephson energy EJ (set by the junction alone). Using the

cooper-pair number imbalance n̂ and the superconducting phase between the two islands ffî

we write the Hamiltonian [41]

Ĥ = 4EC
`
n̂ − ng

´2 − EJ cos(ffî); (2.1)

with ng, an offset charge caused by nearby charged particles leading to a quasi-static

potential between the islands.

2 . 1 . 2 A fine balance between coherence and addressability

The transmon qubit is a modification of the Cooper-pair box (CPB) [43]. In the CPB, the

eigenstates are charge states, defined by the static number of Cooper pairs that have tun-

neled across the junction, raising the energy of the circuit for every tunneled Cooper pair with

respect to equilibrium. In its initial coherently controlled implementation in 1999 [44], a mea-

surable coherence time was achieved of 2 ns. During the years after, optimizations lead to

an increase in coherence times of multiple orders of magnitude to∼ 0:5 —s [45]. At the time,

this was on the low side compared to other superconducting qubits (flux qubits [46, 47], the
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Figure 2.1: Electric circuit model, image and energy levels of a transmon qubit. The transmon

qubit (b) consists of two aluminum superconducting islands (red and green, false colours),

and a Josephson tunnel junction (labeled JJ and magnified in inset, SEM image). The sys-

tem can be modelled by a non-linear LC-resonator (a) with capacitance Cs, which is the

capacitance between the islands, and a Josephson junction providing non-linear inductance

and additional capacitance CJ. Spurious charged particles on the ground plane cause an

offset potential Vg between the islands, capacitively coupled by effective capacitances Cg1

and Cg2 . (c, d) The first three transmon energy levels as a function of the offset potential for

two ratio’s of EJ=EC. This ratio determine both the charge-sensitivity and the anharmonicity.

A low ratio makes the qubit more anharmonic, but sensitive to the uncontrolled and noisy

charge offset. A higher ratio makes the transmon unsuitable as a qubit, because of the in-

ability to drive qubit transitions selectively. qubit charge-insensitive at the cost of a reduced

the anharmonicity. The energies are normalized by E01 at ng = 0:5, where we set E0 = 0.

Images obtained from [42] with modifications.

quantronium [48]). One of the important limitations of the CPB appeared to be its sensitivity

to background charge fluctuations, due to the large contribution ofEC to the overall energy. In

2007, the group of R. Schoelkopf realized [23] that by raising the ratio EJ=EC, the qubit could

be made practically insensitive to charge noise. The arrival at the right design of a transmon

qubit can be framed as finding the balance between two of the DiVincenzo’s criteria (Chap-
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ter 1). Namely, (i) the need for two well-addressable energy levels and (iii) the ability of the

qubit to contain information for a long-enough time. As noted, when choosing EJ=EC too low,

criterion (iii) is not met, while choosing EJ=EC too high, the circuit transforms to a harmonic

oscillator (Figure 2.1), violating (i).

Usually, as in this research, a ratio of 40 . EJ=EC . 100 is chosen with EC in the

range of 200-400 MHz. This is enough to create pulses that drive the E01 transition without

simultaneously significantly driving E12. Specifically, this allows single-qubit operations to be

performed within 20 ns with a probability of leakage to |2〉 on the order of 10−5 [49–51]. The

transmon transition frequencies roughly follow the simple relations [23]

h̄!01 = E01 ≈
p

8EJEC − EC;

h̄!12 = E12 ≈ E01 − EC:
(2.2)

(a)

� Cs

Ig

Ig

(b)

Cs

Figure 2.2: Electric circuit model, image and flux-frequency dependence of a flux-tunable

transmon qubit. The tunable transmon qubit (a) consists of two aluminum superconducting

islands (red and green, false colours) coupled by a SQUID loop consisting of two Josephson

tunnel junctions. A current source applies a current via the flux-bias line. Through an inductive

coupling this current is converted to a flux in the SQUID loop. Image of the transmon obtained

from Chapter 5 with modifications.

2 . 1 . 3 Flux-tunability using a SQUID loop

In our specific implementation of the transmon, we have in-situ tunability of the transition fre-

quency E01. This tuneability is essential because we perform two-qubit gates by tuning the

energy levels of two neighbouring transmons in and out of resonance. Frequency tunability

is added to the transmon by replacing the single junction with a pair of junctions (Figure 2.2)

with Josephson energies EJ;1 and EJ;2. Together, these junctions form a SQUID (supercon-

ducting quantum interference device) loop [52]. Effectively in our circuit, this gives rise to a

tunable effective Josephson energy as a function of the magnetic flux in the SQUID loop [53].

The Josepshon energy is maximized at zero flux to EJ;max = EJ;1 + EJ;2. In this re-

search both junctions are designed to be the same, EJ;1 = EJ;2. In this special case, apply-
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ing flux to the loop leads to a reduced Josephson energy followingEJ = EJ;max |cos (ıΦ=Φ0)|.
Consequently, the qubit frequency as a function of flux becomes

h̄!01(Φ) = E01(Φ) ≈ (E01;max + EC)
p

cos |ıΦ=Φ0| − EC; (2.3)

As for charge, there is a widely observed background noise in magnetic flux in SQUID-

based devices [54, 55]. At zero flux, EJ and therefore E01 is maximized, leading to a deriva-

tive to flux, @E01
@Φ = 0.

At the maximal frequency, the qubit is protected from this noise, which is therefore referred

to as the sweet spot. This sweet spot is generally chosen as the default operation point for

the transmon. Usually, one only deviates from this (to first order) flux-insensitive point for

flux-pulsed two-qubit gates [25] to enable the transmon to interact with one of its neighbours.

Alternative to the symmetric junction layout used in this thesis, the junctions can be made

asymmetric EJ;1 6= EJ;2. This layout has the additional benefit of creating a low-frequency

sweet spot (at the cost of limited tuneability). This layout was succesfully used in Refs. [56–

58] and its benefits were studied in detail in [59].

2 . 2 Conventional dispersive readout

2 . 2 . 1 From Cavity Quantum Electrodynamics to circuit Quantum Electrodynamics

To perform readout of the transmon and to shield it from the environment, the transmon is

coupled to the environment indirectly via a harmonic oscillator; the readout resonator. For

qubit readout the matter-like quantum-bit is read out by photons. Studying this type of light-

matter interaction at the level of individual photons was first made possible by the introduction

of cavity QED, where an atom is placed in a cavity, which is formed by two reflective mirrors.

Light, confined in the cavity (the bosonic light-like mode) interacts with the electron energy

levels in the atom (fermionic atomic-like modes). If the cavity is on resonance with a two-level

atomic transition, the energy in the atom and the cavity begin to swap back and forth following

|1〉a |n − 1〉c ↔ |0〉a |n〉c , which is between an excited atom and n−1 photons in the cavity

and a ground-state atom and n photons in the cavity.

Superconducting qubits are generally operated within the circuit QED platform [41], which

has a mathematically equivalent description to cavity QED, but operates at a different energy

scale. The atom is replaced by the qubit circuit (the artificial atom) and the cavity is replaced

by a coplanar waveguide resonator (standing wave in a coaxial transmission line). The first

cQED implementation [60] used a CPB coupled to a coplanar waveguide resonator, where

a 2-dimensional patterning is used. Alternatively, and in closer analogy to cavity QED, trans-

mons are placed in 3D cavities [24, 31, 61, 62]. For several years, this has been an actively

used platform, as achieved qubit coherence times were approximately an order of magnitude

higher than standard circuit QED [54], reaching coherence times in excess of 100 —s [63–65].

More recently, coherence in 2D architectures has made a lot of progress. The smaller form

factor and ease-of-connectivity to neighbouring qubits have therefore drawn most groups

back to the use of coplanar waveguide resonators. Especially, in the form of quantum error
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correction which is pursued in this thesis, where qubits have to couple to up to four nearest-

neighbouring qubits.

2 . 2 . 2 Qubit-cavity coupling: Jaynes-Cummings hamiltonian

For the ideal qubit, with two energy levels only, the system of cavity and atom is described by

the Jaynes-Cummings Hamiltonian [66]:

H

h̄
= !râ

†â| {z }
resonator

−
!q

2
ff̂z| {z }

qubit

+ g
“
â†ff̂− + âff̂+

”
| {z }

interaction

: (2.4)

The resonator part is described by !r the resonator frequency, and the creation and annihi-

lation operator

(â† =
P∞
n=0

√
n + 1 |n + 1〉 〈n| and â =

P∞
n=0

√
n + 1 |n〉 〈n + 1|). The qubit part is

described by the qubit frequency !q and the qubit’s Pauli-z operator ff̂z = |g〉 〈g |− |e〉 〈e|.
The interaction part finally uses the qubit-resonator coupling strength g and the lowering and

raising operators (ff̂− = |g〉 〈e| and ff̂+ = |e〉 〈g |) of the qubit.

For qubit-resonator detunings ∆ = !q − !r that are large compared to the coupling

strength, |∆| � g , the dispersive approximation is valid. This reduces the resonator-qubit

interaction to a qubit-state dependent shift of the resonator’s frequency and dually, a photon-

number dependent shift of the qubit frequency. The Hamiltonian becomes

HJC

h̄
= !râ

†â−
!q

2
ff̂z + fflâ†âff̂z; (2.5)

with ffl = g2=∆ the dispersive shift.

This Hamiltonian is of great interest for qubit readout as it allows to determine the qubit

state by measuring the resonator’s frequency only, i.e without energy exchange between the

qubit and its environment. In principle this can lead to an ideal projective non-demolition

measurement, yielding equal outcomes when subsequent measurements are performed.

However, this non-demolition character is only featured with low intra-resonator photon

numbers, breaking down around a critical photon number ncrit = ∆2=4g2 [23]. Above this

power, resonator and qubit are expected to start exchanging energy, losing the ’projective’

character [67, 68]. Also, for transmon qubits, the higher levels (beyond the first two) result in

a modification to the dispersive shift ffl = g2 =̧[∆(∆+¸)] depending on the anharmonicity

¸ = !12 − !01 [23].

2 . 2 . 3 Single-shot dispersive readout

The final ingredient required for qubit readout is the ability to infer the resonator’s resonance

frequency. This is typically done by capacitive coupling it to a feedline [Figure 2.3, (a)]. The

coupling strength is usually expressed as the linewidth of the cavity in frequency space »

(ignoring intrinsic loss channels). For a resonator, this width simultaneously sets the charac-

teristic time scale 1=» for energy to leak into the cavity (to reach 1 − 1=e ∼ 63% of the

steady-state population) or out of the cavity (to arrive at 1=e ∼ 37% of the initial population).
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Figure 2.3: Dispersive transmon readout. (a) Device image featuring a transmon qubit cou-

pled to a readout resonator with strength g , which is in turn coupled to a feedline with strength

». (b) Pulsed feedline transmission near the low-power resonator fundamentals for both qubit

states. The dips both have a width » and are separated by 2ffl = 2g2 =̧[∆(∆+¸)]. (c) Aver-

aged time-domain transmission measurement for both qubit states, indicating the difference

in average signal between the two states (averaged for 215 experimental runs). (d) Single-

shot readout histograms for both qubit states. For each individual experimental run, an in-

tegrated voltage is recorded (213 in total for each state), which is binned into a histogram.

The small overlap between |0〉 experiments and |1〉 experiments indicates a high single-shot

readout fidelity. The vertical dashed line indicates a threshold voltage for the assigned states

0 and 1. (e) Schematics of the readout error model. The arrows correspond to correct as-

signment "00, "11 and incorrect assignment "10, "01 of the input states |0〉, |1〉, respectively.

Image of the transmon obtained from Chapter 3 with modifications.

The qubit state is often probed by injecting the feedline with a square readout pulse

at a frequency between the resonator resonance dip for qubit in |0〉 and |1〉 [Figure 2.3,

(a,b)]. This configuration maximizes the phase shift of the reflected pulse, leading to a state-

dependent Q-quadrature voltage. This state dependency is most clearly visible in highly aver-

aged transients [Figure 2.3, (c)]. However, in many algorithms (like quantum error correction),

the qubit state must be determined in a single shot. The ability to discern the states is re-

vealed by calculating the integrated voltage for each experimental run individually and then

binning the values into histograms [Figure 2.3, (d)], grouped for |0〉 and |1〉 preparation. For

state assignment in further experiments, a threshold voltage can be chosen. Often, this volt-
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age is chosen to maximize the average assignment fidelity Fa, which is the probability of

assigning the right outcome for both input states on average. Fa = 1 − 1=2 ("01 + "10),

with "01 the probability of assigning 0 for input state |1〉 and "01, the probability of assigning

1 to an |0〉 input.

2 . 3 Purcell filtering for fast readout

2 . 3 . 1 The Purcell effect and the tradeoff between relaxation and measurement speed

Naively, it would seem that the readout process can be sped up by increasing »r and g as

the first increases the flux of photons that probes the readout resonator and the second in-

creases ffl, thereby increasing the state-dependent phase shift in the reflected readout signal.

However, there is an important effect on qubit coherence to consider, in which both quantities

play a role. Namely, the increased probability of a qubit excitation to leave the transmon via

the readout resonator. This effect, known as the Purcell effect, imposes a limit on the qubit

relaxation time given by T1 <
∆2

g2»r
[69]. This means that the product of the measurement

photon rate and relaxation time »rT1
is directly limited by the ratio of ∆ and g ,

»rT1
<

„
∆

g

«2

: (2.6)

This product can only be increased by increasing ∆ or reducing g , which both reduce the dis-

persive shift ffl, leading to less readout visibility [23, 33]. Thus, introducing a tradeoff between

relaxation time and measurement speed.

2 . 3 . 2 Purcell filtering: how to speed up readout without losing Purcell protection

The readout speed can be increased without running into the Purcell effect by choosing a

more advanced readout topology than the traditional scheme of Figure 2.4(a) [70, 71]. This

was first demonstrated by adding an additional resonator end (in the form of a stub) at the

output side of the feedline. As a whole, this functions as a band-stop filter, with its stop band

centered at the qubit frequency [72]. Ideally this filter is transparent to readout photons, yield-

ing a large effective », but simultaneously prohibiting the qubit excitation to leak out. Thus,

circumventing the limit in Equation (2.6). The same effect was later reached using a band-

pass filter resonator [Figure 2.4(b)], with its pass band centered around the readout resonator

frequency [33, 35, 73, 74]. This layout is more widely used than the band-stop filter because

of two advantages: (1) The fabrication uncertainties of resonator frequencies are typically

much lower ∼ 30 MHz, than for qubit (sweet spot) frequencies ∼ 300 MHz, leading to

a higher chance of successful device fabrication. (2) Many processors rely on frequency

tuning of qubits for two-qubit gates. The band-stop filter effect is reduced during these opera-

tions, while the band-pass filter effect remains intact (even increases for most layouts where

!q < !r). Assuming the ideal case where readout resonator and Purcell filter are on reso-
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nance !r = !PF, the product »rT1 is enhanced to [33]

»rT1 <

„
∆

g

«2„ 2∆!r

»PF!q

«2

; (2.7)

with »PF, the linewidth of the Purcell filter. For a typical set of values [!r=2ı = 6000 MHz,

»PF=2ı = 250 MHz, !q=2ı = 5000 MHz], the product exceeds the unfiltered limit by

a factor
“

2∆!r
»PF!q

”2
∼ 100. This means that for the same readout performance, the Purcell

limit is a factor 100 larger.

For multiplexed readout however, this layout comes with a compromise. The condition

!r ∼ !PF is only satisfied if the detuning between !r and !PF is small compared to »PF.

Otherwise, the filter also significantly blocks radiation from the readout resonator towards

the output port, leading to the effective »eff to be lower than »r. In practice, this scheme

has been used to read out up to nine qubits via one shared PF [35]. In this experiment, a

detuning between resonators is chosen of ∼ 30 MHz, to still all ‘fit’ within the pass band

of the PF. For applications where qubits are only measured all simultaneously, or where the

post-measurement qubit coherence of unmeasured qubits is not to be preserved, this is a

suitable solution. However, for the purpose of this thesis, universal QEC, phase information

in the data qubits is to be preserved while the ancilla qubits are measured repetitively. This

makes this scheme not applicable.

λ/4 Readout 
resonators

Readout pulse

Feedline input

(a) (b)

output 
λ/2 Shared
Purcell filter

Qubits AB

λ/2 Readout 
resonators

ωr

50 Ohm input/output
Shorted termination
Open termination

BQubits A
g

κr

ωq

κPF

ωr

g

ωq

κr

ωPF

Figure 2.4: Schematic representation of traditional multiplexed two-qubit dispersive readout

and multiplexed readout aided by a shared band-pass Purcell filter. (a) Traditional multiplexed

readout of two qubits via a feedline and two dedicated readout resonators [70, 71]. Used

in Chapters 3 to 5. (b) Multiplexed readout via a band-pass PF. The PF (here) is implemented

using a –=2 resonator with a voltage antinode in the central region of the filter to allow capac-

itive coupling to the input, output and readout resonators. Readout resonators also couple

capacitively to the qubits. The input port is coupled less strongly to the filter than the output

port, making the signal predominantly leave via the output port (minimizing signal loss via

the input port). This layout is similar to Ref. [35] where readout resonators are –=4 and all

couplings to the PF are inductive.
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2 . 3 . 3 Purcell filtering for QEC: fast and selective readout

During universal QEC, it is essential that phase information in the data qubits is preserved

while the ancilla qubits are measured repetitively. The small detunings between resonators,

especially combined with fast (large-»r) readout resonators, lead to overlap in the filter func-

tions between the readout resonators. This makes it impossible to read out the ancilla qubits,

without partially measuring its neighbours, i.e. cross-dephasing. The scheme in Figure 2.5

overcomes this by connecting each readout resonator to an individual Purcell filter [75, 76].

This scheme reduces cross-dephasing for two reasons, (1) the detuning between a set of res-

onators is not limited by »PF (as it is for the shared PF scheme). For instance, in a Surface-17

device, we choose to reserve a band of ∼ 1 GHz for a set of 9 readout resonators, allowing

> 100 MHz spacing. (2) In the limit of large drive detunings ∆drive = !PF−!drive, the pho-

ton number in the readout resonator scales as∝ 1=∆4
drive [76], compared to∝ 1=∆2

drive for

traditional readout or for the shared band-pass filter configuration. This results in significantly

less overlap between the filter functions and thereby to a negligible amount of unwanted de-

phasing. This for the first time allows multiplexed readout to be both fast and selective. In

this thesis, this readout scheme is used in Chapter 6, and its implementation is detailed in

Ref. [77].

λ/4 Dedicated Purcell filters

B

50 Ohm input/output
Shorted termination

Feedline
input

Input 
capacitor n.λ/2

Feedline
output

A

λ/4 Dedicated readout resonator

Qubit Open termination
g

κeff

J

κP

Figure 2.5: (b) Schematic representation of multiplexed readout via dedicated PF-readout

resonator pairs, similar to Ref. [76, 78] and as used in Chapter 6. The PFs and readout

resonators are both implemented as –=4 resonators. All couplings are capacitively: feedline-

PF, PF-readout resonator and readout resonator-qubit. An input capacitor is added to provide

directionality to the readout signal, predominantly leaving via the output port and thereby

minimizing signal loss via the input port. PFs are spaced w.r.t. the input capacitor at n–̇=2

to maximize the coupling.
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We present two pulse schemes to actively deplete measurement photons from a readout

resonator in the nonlinear dispersive regime of circuit QED. One method uses digital feedback

conditioned on the measurement outcome while the other is unconditional. In the absence

of analytic forms and symmetries to exploit in this nonlinear regime, the depletion pulses are

numerically optimized using the Powell method. We speed up photon depletion by more than

six inverse resonator linewidths, saving ∼ 1650 ns compared to depletion by waiting. We

quantify the benefit by emulating an ancilla qubit performing repeated quantum parity checks

in a repetition code. Fast depletion increases the mean number of cycles to a spurious error

detection event from order 1 to 75 at a 1 —s cycle time.

This chapter has been published in PRApplied 6, 034008 (2016).
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3 . AC T I V E R E S O N AT O R R E S E T I N T H E N O N L I N E A R D I S P E R S I V E R E G I M E O F

C I R C U I T Q E D

3 . 1 Introduction

Many protocols in quantum information processing require interleaving qubit gates and mea-

surements in rapid succession. For example, current experimental implementations of quan-

tum error correction (QEC) schemes [29, 34–36, 79–81] rely on repeated measurements of

ancilla qubits to discretize and track errors in the data-carrying part of the system. Minimiz-

ing the QEC cycle time is essential to avoid buildup of errors beyond the threshold for fault

tolerance.

An attractive architecture for QEC codes is circuit quantum electrodynamics (cQED) [41].

Initially implemented with superconducting qubits, this scheme has since grown to include

both semiconducting [82] and hybrid qubit platforms [83, 84]. Readout in cQED involves dis-

persively coupling the qubit to a microwave-frequency resonator causing a qubit-state depen-

dent shift of the fundamental resonance. This shift can be measured by injecting the resonator

with a microwave photon pulse. Inversely however, resonator photons shift the qubit transition

frequency (AC Stark shift [41]), leading to qubit dephasing and gate errors. To ensure pho-

tons leave the resonator before gates recommence, QEC implementations include a waiting

step after measurement. During this dead time, lasting a significant part of the QEC cycle,

qubits are susceptible to decoherence. Whilst many prerequisites of measurement for QEC

have already been demonstrated (including frequency-multiplexed readout via a common

feedline [71], the use of parametric amplifiers to improve speed and readout fidelity [31, 32]

and null back-action on untargeted qubits [85]), comparatively little attention has been given

to the fast depletion of measurement photons.

Two compatible approaches to accelerate photon depletion have been explored. The

first increases the resonator linewidth » while adding a Purcell filter [33, 35, 72] to avoid

enhanced qubit relaxation via the Purcell effect [86]. However, increasing » also enhances

qubit dephasing (for a fixed ratio of the dispersive shift ffl and » as desired for high-fidelity

readout [87, 88]) by stray photons [89, 90], introducing a compromise. The second approach

actively depletes photons using a counter pulse, as recently demonstrated by McClure et

al. [91]. This demonstration uses symmetries available when the resonator response is linear.

However, reaching the single-shot readout fidelity required for QEC often involves driving the

resonator deep into the nonlinear regime, where no such symmetries are available.

Here, we propose and demonstrate two methods for active photon depletion in the non-

linear dispersive regime of cQED. The first uses a homebuilt feedback controller to send one

of two depletion pulses conditioned on the declared measurement outcome. The second ap-

plies a universal pulse independent of measurement outcome. We maximize readout fidelity

at a measurement power two orders of magnitude larger than the power inducing the criti-

cal photon number in the resonator [41]. Missing analytic forms for this regime, we rely on

numerical optimizations by Powell’s method [92] to tune up pulses, defined by two or four

parameters. Both depletion methods speed up depletion by at least ∼ 1250 ns ∼ 5=» com-

pared to waiting. To illustrate the benefits for QEC we emulate an ancilla qubit performing

parity checks [85, 93] by subjecting our qubit to repeated rounds of coherent operations and

measurement. We quantify performance by extracting the mean number of rounds to an un-
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expected measurement outcome (i.e. a detection event). With active depletion, we observe

an increase in this mean rounds to event, RTE, from 15 to 39 and reduce the cycle time to

1 —s ∼ 4=». By further fixing the ancilla to remain in the ground state, RTE increases to 75.

Simulations [38] indicate that, when including the same intrinsic coherence for surrounding

data qubits, a 5-qubit repetition code (studied in [35]) would have a logical error rate below

its pseudothreshold [37].

Figure 3.1: (Color online) (a) CW feedline transmission spectroscopy as a function of inci-

dent power and frequency near the low- and high-power fundamentals of the resonator. The

qubit is simultaneously driven with a weakly saturating tone. The right (left) vertical line in-

dicates the fundamental fr;|0〉 (fr;|1〉) in the linear regime. The dot indicates (Prf ; frf) =

(−93 dBm; 6:8488 GHz) used throughout the experiment. (b) Average assignment fidelity

Fa as a function of Prf and frf (fir = 1200 ns, fiint = 1500 ns), obtained from histograms

with 4000 shots per qubit state. Inset: Turning on the JPA achieves Fa = 98:8%. (c) Illus-

tration of qubits errors induced by leftover photons. At fid, after an initial measurement pulse

ends, AllXY qubit pulse pairs are applied and a final measurement is performed 1000 ns later

to measure F1. The transient of the decaying homodyne signal, PH, fits 1=» = 250± 2 ns.

Insets and (d): F1 versus pulse pair for several fid. The ideal two-step signature is observed

at fid & 2500 ns.

3 . 2 Experimental results

3 . 2 . 1 Device characterization

We employ a 2D cQED chip containing ten transmon qubits with dedicated readout res-

onators, coupled to a common feedline (more details in Section 3.4.1). We focus on one qubit-

resonator pair for all data presented. This qubit has frequency fq = 6:477 GHz, T1 = 25 —s
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and T echo
2 = 39 —s. The resonator has a low-power fundamental at fr;|0〉 = 6:8506 GHz

(fr;|1〉 = 6:8480 GHz) for qubit in |0〉 (|1〉), making the dispersive shift ffl=ı = −2:6 MHz.

Note that this shift also corresponds to the qubit detuning per resonator photon. The funda-

mentals converge to the bare resonator frequency, fr;bare = 6:8478 GHz, at incident power

Prf & −88 dBm. We calibrate a single-photon power Prf = −130 dBm using photon-

number splitting experiments (Figure 3.7) according to [94] and a critical photon number [41]

ncrit = (∆2=4g2) ≈ 33 (Prf ≈ −115 dBm) using fr;|0〉 − fr;bare = g2=2ı∆ and

∆ = 2ı(fq − fr;bare).

3 . 2 . 2 Measurement tune-up and the effect of leftover photons

Our first objective is to maximize the average assignment fidelity of single-shot readout,

Fa = 1− 1

2
(›01 + ›10) ;

where ›i j is the probability of incorrectly assigning measurement result j for input state |i〉.
We map Fa as a function of the power Prf and frequency frf of a measurement pulse of

duration fir = 1200 ns [Figure 3.1(b)]. Fa is maximized at Prf = −93 dBm, 22 dB stronger

than the ncrit power. The nonlinearity is evidenced by the bending of resonator lineshapes

in the accompanying continuous-wave (CW) transmission spectroscopy [Figure 3.1(a)]. We

make two additions to further improve Fa. First, we turn on a Josephson parametric amplifier

(JPA), providing 14 dB of gain. The improved signal-to-noise ratio allows shortening fir to

300 ns. Second, we use an optimized weight function (duration fiint = 400 ns) to integrate

the homodyne signal before thresholding. This weight function consists of the difference of

the averaged transients for |0〉 and for |1〉 [95, 96]. These additions achieve Fa = 98:8%,

with ›01 = 0:1% and ›10 = 2:3% [Inset, Figure 3.1(b)], limited by T1.

The effect of this strong measurement on coherent operations is conveniently illustrated

with AllXY measurements [97, 98]. AllXY consists of 21 sequences, two pulses each [Fig-

ure 3.1(d)], applied to the qubit followed by measurement. The pulses are drawn from the set

{I; X; Y; x; y}, with I the identity, and X and Y (x and y) denoting ı (ı=2) pulses around

the x and y axis. Ideal pulses leave the qubit in |0〉 (first 5 pairs), on the equator of the Bloch

sphere (next 12), and in |1〉 (final 4), producing a characteristic two-step signature in the fi-

delity to |1〉, F1 [Figure 3.1(d)]. Distinct signatures reveal errors in many gate parameters [98].

Here, we apply an extra measurement pulse ending at time fid before the AllXY pulse pair to

reveal the effect of leftover photons [Figure 3.1(c)]. At fid ∼ 7=», the characteristic signature

of moderate qubit detuning is observed. At fid ≤ 2=», the detuning is significant with respect

to the Rabi frequency of pulses, which thus barely excite the qubit.

3 . 2 . 3 AllXY as a photon detector

To find depletion pulses we rely exclusively on optimization with Powell’s method and calibrate

AllXY as our photon detector. We choose EAllXY as cost function, defined as the sum of the

absolute deviations from the ideal two-step result. We find experimentally that EAllXY =

¸n(fid) + ˛ for average photon numbers n . 30. The calibration of coefficients ¸ and ˛ is
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Figure 3.2: (Color online) (a) Pulse scheme for conditional photon depletion. The controller

applies a depletion pulse D0 (at fr;|0〉) or D1 (at fr;|1〉), each with separate amplitude and

phase, depending on its declared measurement outcome. (b) Performance of conditional de-

pletion. Average photon number n as a function of fid for all combinations of input qubit state

and depletion pulse. Compared to waiting, conditional depletion saves ∼ 1250 (1800) ns

for correct declaration 0 (1). (c) Pulse scheme for unconditional active depletion. The single

depletion pulse DU, immediately following the nominal measurement pulse, has four param-

eters corresponding to the amplitude and phase of two pulse components at fr;|0〉 and fr;|1〉.
The summation of the two square pulse components produces the displayed beating at fre-

quency (fr;|0〉 − fr;|1〉)=2 = ffl=2ı. (d) Performance of unconditional depletion. Uncondi-

tional depletion saves ∼ 1650 (1900) ns for |0〉 (|1〉). Exponential best fits (curves) to the

data in the linear regime (n ≤ 8) give 1=» = 255± 5 ns.

described in Section 3.4.2. Measurement noise limits the detector to ‹n & 0:3, providing a

dynamic range of two orders of magnitude, suitable for the optimizations that follow.

3 . 2 . 4 Tune-up and comparison of two methods for active photon depletion

Our first depletion method uses a feedback controller to apply one of two depletion pulses,Dj ,

conditioned on the declared measurement result, j ∈ {0; 1} [Figure 3.2(a)]. The pulse Dj ,

a square pulse of duration fip = 30 ns, is applied at fr;|j〉 by sideband modulating frf . The

combined delays from round-trip signal propagation (80 ns), the augmented integration win-

dow (100 ns), and controller latency (150 ns) make Dj arrive 330 ns after the measurement
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pulse ends. Each pulse is separately optimized with amplitude and phase as free parameters

using a two-step procedure. We first minimize n at fid = 1000 ns with the qubit initialized

in |i〉. This fid is sufficiently long to avoid saturating the detector and the sensitivity limit is

reached after a few optimization rounds (further details on the optimization in Section 3.4.3).

A second optimization at fid = 500 ns further optimizes the resulting pulse and converges

to n ∼ 2:1 (0:7) for |0〉 (|1〉), reducing fid by at least 5=» compared to passive depletion

[Figure 3.2(b)]. An incorrect assignment by the feedback controller leads to less effective

depletion but still outperforms passive depletion.

Our second depletion method is unconditional (as in [91]), using a universal depletion

pulse DU starting immediately after the measurement pulse [Figure 3.2(c)]. To cope with

the asymmetry of the nonlinear regime, we compose DU by summing two square pulses of

duration fip = 330 ns with independent amplitude and phase at fr;|0〉 and fr;|1〉. These four

parameters are found minimizing the sum of n for |0〉 and |1〉, using a similar two-step pro-

cedure as for the conditional pulses (using fid = 400 ns in the second step). This achieves

n ∼ 0:8 (0:4) for |0〉 (|1〉) and reduces fid by > 6=» compared to passive depletion [Fig-

ure 3.2(d)]. We do not currently understand why unconditional depletion outperforms condi-

tional depletion and why depletion for |1〉 outperforms depletion for |0〉. Numerical studies of

depletion performance currently pursued outside our group [99] may soon help explain these

observations and suggest other pulse parameterizations to achieve better depletion.

3 . 2 . 5 Benchmarking depletion methods with a QEC emulation: a flipping ancilla

We quantify the merits of these active depletion schemes with an experiment motivated by

current efforts in quantum error correction (QEC). Specifically, we emulate an ancilla qubit

undergoing the rapid succession of interleaved coherent interaction and measurement steps

when performing repetitive parity checks on data qubits in a repetition code [Figure 3.3(a)].

We replace each conditional-phase gate with idling for an equivalent time (40 ns), reducing

the coherent step to a 200 ns echo sequence that ideally flips the ancilla each round. As

performance metric, we measure the average number of rounds to an event, RTE. An event

is marked by the first qubit measurement outcome deviating from the expected. Imperfections

reducing RTE include qubit relaxation, dephasing and detuning during the interaction step,

and measurement errors due to readout discrimination infidelity, 1 − Fd (defined as the

overlap fraction of Gaussian best fits to the single-shot readout histograms [33]).

To differentiate these sources of ancilla hardware errors, we distinguish two types of de-

tection events, determined by the measurement outcome in the round following the first devi-

ation (Figure 3.3(b), similar to [22]). Events of type s can result, for example, from one ancilla

bit flip or from measurement errors in two consecutive rounds. In turn, events of type d can

result from one measurement error or from ancilla bit flips in two consecutive rounds. Be-

cause photon-induced errors primarily lead to single bit flips, we also extract the probability

of encountering an event of type s per cycle, ps, and investigate its fid dependence.

Decreasing fid trades off T1-induced errors for photon-induced errors. For passive deple-

tion, RTE is maximized to 14:6 at fid = 2200 ns [Figure 3.3(c)]. At this optimum, depletion
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occupies most of the total QEC cycle time ficycle = 2700 ns. Both active depletion methods

reach a higher RTE by balancing the tradeoff at lower fid. As in the optimization, we find that

unconditional depletion performs best, improving the maximal RTE to 39:5 at fid = 700 ns

when n ∼ 0:29 (0:14) for |0〉 (|1〉), which reduces the optimum ficycle to 1200 ns.

The essential features of RTE for the three depletion schemes are well captured by two

theory models (detailed description in Section 3.4.5). The simple model includes only qubit

relaxation and non-photon-induced dephasing (calibrated using standard T1 and T echo
2 mea-

Ry

/2
Ry

-  /2
Ry

Depletion

Repeat

Q1
Q2
A

cycle

cycle (ns)

{0,1}

Figure 3.3: (Color online) (a) Block diagram for parity measurements in a repetition code.

The ancilla A performs an indirect measurement of the parity of data qubits Q1 and Q2 by

a coherent interaction step followed by measurement. This emulation replaces conditional-

phase gates by idling, reducing the coherent step to an echo sequence that ideally flips the

ancilla. The measurement step is followed by a depletion step of duration fid, after which

a new cycle begins. (b) Single trace of digitized measurement outcomes. The counting of

rounds is ended by two types of event, s and d . (c) Average rounds to event as a function of

fid. The unconditional method improves RTE by a factor 2:7 and reduces the optimum fid by

a factor 2:7. (d) Per-round probability of type-s event versus fid. Added curves are obtained

from the two models described in Section 3.4.5.
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Figure 3.4: Characterization of conditional and unconditional depletion as a function of de-

pletion pulse length fip. The dashed lines indicate the pulse lengths for conditional (uncondi-

tional) depletion fip = 30 ns (fip = 330 ns), used in Figures 3.2, 3.3 and 3.5. All data were

taken at a fixed fid = 500 ns (fid = 400 ns). (a) [(d)] Optimal pulse parameters after the

two-step optimization protocol. (b) [(e)] Residual photon number for both qubit states and dis-

crimination fidelity Fd extracted from single shot readout histograms. (c) [(f)] Average rounds

to event and per-round probability of type-s event for emulated QEC as in Figure 3.3.

surements). The extensive model also includes photon-induced qubit dephasing and detun-

ing during the coherent step (modeled following [100] with photon dynamics of Figure 3.2),

and a measured 1 − Fd = 0:1% for readout. As we do not model qubit gate errors, we re-

strict the extensive model to n < 8. The good agreement between the extensive model and

experiment confirms the n calibration and demonstrates the nondemolition character of the

measurement. The conditions for nondemolition readout in the nonlinear regime have been

investigated in Ref. [68].

3 . 2 . 6 Optimization of the depletion pulse length

In attempts to further shorten the depletion time we have explored depletion for various pulse

lengths, finding smooth variation in optimal pulse parameters but no significant improvement

of RTE (Figure 3.4). For a variety of fip, the optimized pulse amplitudes and phase param-

eters are shown, along with the residual photon number and results for multi-round QEC

emulation. For conditional depletion, the optimal amplitude A0 (A1) of D0 (D1) decreases

smoothly as fip increases, whereas the optimal phase ffi0 (ffi1) remains constant. The resid-

ual n and readout discrimination infidelity do not show any dependence on fip. As expected,

there is no dependence of Fd on fip as there is no overlap between the depletion pulse and
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integration window. RTE and per-round probability of type-s event for emulated QEC in the

flipping configuration do not show any dependence on fip either. For unconditional depletion,

the optimal values of the four parameters, defining the universal depletion pulse DU, evolve

smoothly as fip is varied. The residual n first decreases weakly with decreasing fip but in-

creases sharply for fip < 250 ns. A smooth decrease in Fd is observed for decreasing fip.

We attribute this effect to the overlap between DU and the measurement integration window.

We note that slightly higher RTE might be achieved by implementing a short wait time be-

tween the measurement pulse and the depletion pulse to combine the lower achieved n for

fip = 270 to 315 ns with the higher Fd of the longer pulses. However, we did not explore

this experimentally.

3 . 2 . 7 Benchmarking depletion methods with a QEC emulation: a non-flipping ancilla

The QEC emulations can be made more sensitive to leftover photons by harnessing the

asymmetry of qubit relaxation. Specifically, we change the polarity of the final ı=2 pulse

ideally returning the qubit to the input state Ψin = |0〉 before measurement and depletion

(results for Ψin = |1〉 are discussed in Section 3.4.4). This change removes relaxation as a

source of spurious detection events. For this configuration, unconditional depletion improves

RTE from 1 to 75 at a 1 —s cycle time [Figure 3.5]. For longer fid RTE reaches a ceiling

of 168, which is set by intrinsic decoherence in the coherent step and readout discrimination

infidelity. Again, unconditional depletion performs best, but the reduction of RTE at short fid

evidences the performance limit reached by our pulses. In a QEC context, the key benefit of

active depletion in this non-flipping variant will be an increase in RTE due to lower per-cycle

probability of data qubit errors, afforded by reducing ficycle by 6=». Evidently, this effect is

not captured by our emulation, which is only sensitive to ancilla hardware errors. In quantum

error correcting schemes, a trade-off will need to be made between shortening cycle times

and increasing ancilla fidelity, especially as the different error sources contribute differently to

the fidelity of an encoded logical qubit [101].

3 . 3 Conclusions

The RTE experiments motivate two points for discussion and outlook. First, they highlight

the importance of digital feedback [61] in QEC to keep ancillas in |0〉 as much as possible

(as used in a cat code [81]). Second, RTE emerges as an attractive performance metric for

every element in the QEC cycle, not just the depletion. The advantage over traditional tune-

up methods is the speed gained by not reinitializing in |0〉 after measurement [102] and the

ability to tune without interrupting ongoing error correction [103].

In summary, we have investigated two active methods for fast photon depletion in the non-

linear regime of cQED, relying on numerical optimizations to successfully outperform passive

depletion by> 6=». Active photon depletion will find applications in quantum computing sce-

narios which interleave qubit measurements with coherent qubit operations. Here, we have

focused on quantum error correction, emulating an ancilla qubit performing repetitive parity

checks in a repetition code. Future experiments could map out the theoretically challenging
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non-linear readout regime to find the optimum parameters for fast and nondemolition readout

and depletion. Motivated by [68], future experiments will investigate the space of parameters

(∆, », g ) and especially lower ∆, to pinpoint the optimal conditions for high-fidelity, nonde-

molition transmon readout in the nonlinear regime. Finally, combining active depletion with

Purcell filtering will reduce the QEC cycle time to ∼ 500 ns, sufficient to cross the error

pseudothreshold in small surface codes at state-of-the-art transmon relaxation times [37].

cycle (ns)

Figure 3.5: (Color online) Emulation of repeating parity measurement for a non-flipping ancilla

starting in |0〉. This variant uses the sequence of Figure 3.3(a) but with opposite polarity on

the final ı=2 pulse in order not to flip the ancilla. (a) RTE is no longer sensitive to qubit

relaxation during fid and reaches a ceiling of ∼ 168 set by intrinsic decoherence in the

coherent step and readout discrimination infidelity. (b) Per-round probability of type-s event

as a function of fid. Added model curves include the same calibrated errors as in Figure 3.3.

3 . 4 Methods

3 . 4 . 1 Experimental setup

Figure 3.6 shows the device and experimental setup, including a full wiring diagram. The chip

contains ten transmon qubit-resonator pairs. All experiments presented target pair 2. The

experimental setup is similar to that of previous experiments [34], but with an important ad-

dition labeled QuTech Control Box. This homebuilt controller, comprised of 4 interconnected

field-programmable gate arrays (Altera Cyclone IV), has digitizing and waveform generation

capabilities. The 2-channel digitizer samples with 8-bit resolution at 200 MSamples=s. The

6-channel waveform generator produces qubit and resonator pulse envelopes with 14-bit res-

olution at 200 MSamples=s.



3 . 4 . M E T H O D S

3

31

MITEQ AFS3
35-ULN, +30 dB
MITEQ AFS3 
10-ULN, +30 dB

300 K

I Q

3 K

20 mK

SRS
SR445A

20 dB 20 dB

10 dB

I Q

Readout tones

1 2
S

DC block DC block

Signal Hound
SA-124B

Alazar 
ATS9870

1
S

M-C
VLFX-1350

Homemade
eccosorb filter

20 dB

20 dB

LNF LNC4_8A  
+40 dB

JPA

I Q

isolators circulator

2   3   4
S

1

2

20 dB

Homemade
eccosorb filter

supercond. coax

Flux bias

R&S
SGS100A

2
S

1

2 S1

Agilent
E8257D

R&S
SMB100A

2
S

1

26 dB

DC block

Triggers
Agilent
E8257D

M-C ZVE  
3W-83+, +35dB

Signal Hound
SA-124B

2
S

1

Signal 
Hound
TG-124A

Data acquisition  JPA pump Qubit drives

1

2

3

4

5

6

7

8 10

9

QuTech Controlbox

SGS100A
R&S Tektronix

AWG5014

1mm

Triggers AWGs Acquisition

Figure 3.6: Photograph of the cQED chip and complete wiring diagram of electronic compo-

nents inside and outside the 3He/4He dilution refrigerator (Leiden Cryogenics CF-450). The

chip contains ten transmon qubits individually coupled to dedicated readout resonators. All

resonators couple capacitively to the common feedline traversing the chip. All data shown

correspond to qubit-resonator pair 2. Dark features traversing the coplanar waveguide trans-

mission lines are NbTiN bridges which interconnect ground planes and suppress slot-line

mode propagation.

3 . 4 . 2 Photon number calibration

Figure 3.7 contains the calibration of the photon number using AllXY error (EAllXY) as a

detector. EAllXY is defined as the average absolute deviation from the ideal 2-step result

in an AllXY experiment. To calibrate the detector the resonator is populated using a long

(1800 ns) readout pulse with a varying pulse amplitude before measuring the AllXY. This

pulse amplitude is converted to an average photon number using the single-photon power

that is extracted from a photon number splitting experiment. We fit the form EAllXY = ¸n+˛

to the data for each input state separately, with ¸ and ˛ as free parameters. The best-fit

functions are used throughout the experiment to convert EAllXY to n.
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3 . 4 . 3 Numerical optimization of depletion pulses

This paragraph further describes the optimization of depletion pulses, including the optimiza-

tion ansatzes and convergence criteria. As optimization algorithm we use the implementation

of Powell’s method [92] in SciPy; scipy :optimize:f min_powel l [104].

For conditional depletion, the pulse for |0〉 (|1〉) at frequency fr;|0〉 (fr;|1〉) is optimized

with EAllXY as the cost function with amplitude and phase as free parameters. In the first

optimization step with fid = 1000 ns, an ansatz pulse is used with modulation envelope am-

plitude of A0;init = 0:035 V (A1;init = 0:035 V), equal to half the measurement modulation

envelope amplitude, and with an initial phase of ffi0;init = 180◦ (ffi1;init = 180◦) with respect

to the measurement pulse. After the first iteration, the phase of the pulse is varied with an

initial step size of +10◦. After minimizing EAllXY by only varying the phase, the algorithm

optimizes the amplitude parameter starting with an initial step size of +10 mV. Then, the

algorithm chooses nontrivial directions in its parameter space until one of three convergence

criteria is met:

1. the iteration maximum of 300 is reached (reaching this limit indicates a failed conver-

gence);

2. the change in both parameters is less than 0.001 times the initial step size;

3. the change in the cost function EAllXY is less than 0.00005.

The second round of optimization at fid = 500 ns uses the final pulse of the first optimization

as its starting point and repeats the aEach optimizationlgorithm with initial step sizes of 1◦

and +1 mV. Each iteration takes 12 s and each optimization step uses ∼ 60 iterations

to converge. The total two-step procedure takes ∼ 48 minutes in total for the two pulses

combined.

For unconditional depletion, the sum of EAllXY for both input states is used as the cost

function. The single 4-parameter pulse, composed by summing two square pulses at frequen-

cies fr;|0〉 and fr;|1〉, is optimized starting from an ansatz pulse with amplitude and phase

parameters A0;init = A1;init = 0:035 V and ffi0;init = ffi1;init = 180◦. Similar to the 2-

parameter optimization, the algorithm starts at fid = 1000 ns and starts the first optimization

varying one parameter after the other (here, the chosen order is ffi0, ffi1, A0, A1). The same

initial step sizes and convergence criteria are used as for conditional depletion, but now a

maximum of 500 iterations is chosen. As for the conditional pulses, a second optimization

round fine tunes the pulses, but because the unconditional pulse is shorter than the sum of

latency and conditional pulse length, a depletion time of fid = 400 ns is used. Each iteration

takes 24 s. Each optimization step uses ∼ 150 iterations to converge and the total two-step

procedure takes ∼ 2 hours.

3 . 4 . 4 Constant excited state QEC emulation

Figure 3.8 shows the emulated multi-round QEC for a non-flipping ancilla when the qubit is

initialized in the excited state. This variant of the emulation uses the same sequence as Fig-

ure 3.5 but with the qubit initialized in |1〉. Varying fid, we find the optimum tradeoff between



3 . 4 . M E T H O D S

3

33

Figure 3.7: Calibration of photon number using AllXY error. EAllXY measured directly after a

readout pulse of 1800 ns duration drives the resonator into a steady-state photon population,

n, for input states |0〉 and |1〉. The lines show a bilinear fit to the form EAllXY = ¸n + ˛.

Inset: photon-number splitting experiment [94] used to calibrate the single-photon power level,

Prf ∼ −130 dBm.

cycle (ns)

Figure 3.8: Emulated multi-round QEC for a non-flipping ancilla in |1〉. This variant of the

emulation uses the same sequence as Figure 3.5 but with the qubit initialized in |1〉. (a)

Mean rounds to error detection event, RTE, as a function of fid. (b) Per-round probability of

encountering event of type s as a function of fid. Added curves correspond to the simple and

extensive models described in Section 3.4.5.
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errors induced by leftover photons and by relaxation for the three methods. Unconditional

depletions performs best, increasing RTE by a factor 2:5 with respect to passive depletion.

Note that passive depletion produces a spurious increase in RTE for very short fid. The high

photon number detunes the qubit so much that qubit pulses are inoperative, causing the qubit

to remain in the same state and yielding long strings of identical, expected measurement out-

comes.

3 . 4 . 5 Theoretical Models

We use two models to compare to data in Figures 3.3, 3.5 and 3.8 labelled simple and exten-

sive. The simple model includes ancilla relaxation and intrinsic dephasing, providing an upper

bound for the performance of the emulated multi-round QEC circuit. The extensive model fur-

ther includes ancilla readout error and detuning and dephasing from the photon-induced AC

Stark shift. These models use separately calibrated parameters.

The ancilla sans photon field is modeled considering amplitude and phase damping as

in [105]. Single-qubit gates are approximated as 40 ns decay windows with perfect instan-

taneous pulses in the middle. This leads to the following scheme: fid + 20 ns of T1 decay,

followed by a ı=2 pulse, then 160 ns of T echo
2 decay (with a ı pulse in the middle), another

ı=2 pulse, and 20 ns of T1 decay.

Measurement is modeled as a perfect state update S1, followed by a fir = 300 ns decay

window, and a second state update S2. The measurement signal is conditioned both on the

state post-S1 (| i ) and post-S2 (| o ). If | i = | o no decay occurred, and the incorrect

measurement is returned with probability 1 − Fd = 0:1% [Figure 3.4(b)]. The only other

possibility is for a single decay event (as we do not allow excitations). To zeroth order in

fir=T1 ≈ 1=800, this situation has equal probability of returning either measurement signal.

During the coherent phase, the off-diagonal elements are affected by the photon popula-

tion. We model this effect following Ref. [100]:

dqb

dt
= −i !̄a + B

2
[ffz; 

qb] + ‚1D[ff−]qb +
‚Œ + Γd

2
D[ffz]qb: (3.1)

Here,D[X] is the Lindblad operatorD[X] = XX†− 1
2X
†X− 1

2X
†X, ‚1 = 1=T1 and

‚Œ the pure dephasing rate [‚Œ = (T echo
2 )−1 − 1

2T
−1
1 = (177—s)−1]. !̄a is a constant

rotation around the z axis of the Bloch sphere, and so is canceled by the ı pulse in the

coherent phase. Γd = 2fflIm(¸0¸
∗
1) is the measurement-induced dephasing, with ¸0;1 the

qubit-state-dependent photon field amplitude and 2ffl the dispersive shift per photon. This

contributes a decay to the off-diagonal element of the density matrix during the coherent

phase, multiplying it by

exp

»
−
Z

Γd(t)

–
; (3.2)

where the integral is taken over the coherent time window.B = 2fflRe(¸0¸
∗
1) is the AC Stark

shift, which detunes the ancilla by an amount equal to the difference in the average photon
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number over the two parts of the coherent phase. This multiplies the off-diagonal terms by a

complex phase

ffiStark =

Z
tA

B(t)−
Z
tB

B(t): (3.3)

Here, tA and tB are the time windows in the coherent phase on either side of the ı pulse.

The magnitude of the photon fields post-depletion is taken from Figure 3.2, and experiences

an exponential decay at a rate that is obtained by fitting curves to the same figure. The phase

difference between the fields associated with the ground and excited state grows at a rate 2ffl,

as extracted from Figure 3.1. As we do not model photon-induced pulse errors, we restrict

our modeling to n < 8, where these effects are negligible.

The experiment is simulated by storing the error-free ancilla population as a unnormalized

density matrix and applying repeated cycles of the circuit. At each measurement step, the

fraction of the density matrix that corresponded to an event is removed and the corresponding

probability stored. The removed fraction of the density matrix in evolved for one more cycle

in order to extract the event type probabilities. This is repeated until the remaining population

is less than 10−6.
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We present a tuneup protocol for qubit gates with tenfold speedup over traditional methods

reliant on qubit initialization by energy relaxation. This speedup is achieved by constructing a

cost function for Nelder-Mead optimization from real-time correlation of non-demolition mea-

surements interleaving gate operations without pause. Applying the protocol on a transmon

qubit achieves 0.999 average Clifford fidelity in one minute, as independently verified using

randomized benchmarking and gate set tomography. The adjustable sensitivity of the cost

function allows detecting fractional changes in gate error with nearly constant signal-to-noise

ratio. The restless concept demonstrated can be readily extended to the tuneup of two-qubit

gates and measurement operations.

This chapter has been published in PRApplied 7, 041001 (2017).
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4 . 1 Introduction

Reliable quantum computing requires the building blocks of algorithms, quantum gates, to

be executed with low error. Strategies aiming at quantum supremacy without error correc-

tion [106, 107] require ∼ 103 gates, and thus gate errors ∼ 10−3. Concurrently, a convinc-

ing demonstration of quantum fault tolerance using the circuits Surface-17 and -49 [37, 108]

under development by several groups worldwide requires gate errors one order of magnitude

below the ∼ 10−2 threshold of surface code [19, 109].

The quality of qubit gates depends on qubit coherence times and the accuracy and preci-

sion of the pulses realizing them. With the exception of a few systems known with metrological

precision [110], pulsing requires meticulous calibration by closed-loop tuning, i.e., pulse ad-

justment based on experimental observations. Numerical optimization algorithms have been

implemented to solve a wide range of tuning problems with a cost-effective number of itera-

tions [91, 103, 111–114]. However, relatively little attention has been given to quantitatively

exploring the speed and robustness of the algorithms used. This becomes crucial with more

complex and precise quantum operations, as the number of parameters and requisite preci-

sion of calibration grow.

Though many aspects of tuning qubit gates are implementation independent, some de-

tails are specific to physical realizations. Superconducting transmon qubits are a promis-

ing hardware for quantum computing, with gate times already exceeding coherence times

by three orders of magnitude. Conventional gate tuneup relies on qubit initialization, per-

formed passively by waiting several times the qubit energy-relaxation time T1 or actively

through feedback-based reset [61]. Passive initialization becomes increasingly inefficient as

T1 steadily increases [115, 116], while feedback-based reset is technically involved [117].

Here, we present a gate tuneup method that dispenses with T1 initialization and achieves

tenfold speedup over the state of the art [112] without active reset. Restless tuneup exploits

the real-time correlation of quantum-non-demolition (QND) measurements to interleave gate

operations without pause, and the evaluation of a cost function for numerical optimization

with adjustable sensitivity at all levels of gate fidelity. This cost function is obtained from a

simple modification of the gate sequences of conventional randomized benchmarking (CRB)

to penalize both gate errors within the qubit subspace and any leakage from it. We quantita-

tively match the signal-to-noise ratio of this cost function with a model that includes measured

T1 fluctuations. Restless tuneup robustly achieves T1-dominated gate fidelity of 0:999, veri-

fied using both CRB with T1 initialization and a first implementation of gate set tomography

(GST) [118] in a superconducting qubit. While this performance matches that of conventional

tuneup, restless is tenfold faster and converges in one minute.

4 . 2 The concept and benefits of restless tuning

In many tuneup routines [Figure 4.1(a)], the relevant information from the measurements can

be expressed as the fraction " of non-ideal outcomes (mn). In conventional gate tuneup, a

qubit is repeatedly initialized in the ground state |0〉, driven by a set of gates ({G}) whose
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Figure 4.1: (a) A general qubit gate tuneup loop. In conventional tuneup (b), the qubit is

initialized before measuring the effect of {G}. In restless tuneup (c), the qubit is not initialized,

and instead mn−1 is used to estimate the initial state (|m̃n−1〉). (d) Benchmark of various

contributions to the time per iteration in conventional and restless tuneup, without and with

technical improvements (see text for details).

net operation is ideally identity, and measured [Figure 4.1(b)]. The conventional cost function

is the raw infidelity,

"C =
NX
n=1

(mn 6= 0)=N:

The central idea of restless tuning [Figure 4.1(c)] is to remove the time-costly initialization

step, by measuring the correlation between subsequent QND measurements and interleaving

gate operations without any rest 1. For example, when the net ideal gate operation is a bit

flip, we can define the error fraction

"R =
NX
n=2

(mn = mn−1)=N: (4.1)

We demonstrate restless tuneup of DRAG pulses [49] on the transmon qubit used in Chap-

ter 3. We choose DRAG pulses (duration fip = 20 ns) for their proven ability to reduce gate

1except 3:25 —s needed for passive depletion of photons leftover from the 1 —s measurement [113]
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error and leakage [51, 97] with few-parameter analytic pulse shapes. These pulses consist of

Gaussian (G) and derivative of Gaussian (D) envelopes of the in- and quadrature-phase com-

ponents of a microwave drive at the transition frequency f between qubit levels |0〉 and |1〉.
These components are generated using four channels of an arbitrary waveform generator

(AWG), frequency upconversion by sideband modulation of one microwave source, and two

I-Q mixers. The G and D components are combined inside a vector switch matrix (VSM) [50]

(details in Section 4.5.1). A key advantage of this scheme using four channels is the ability

to independently set the G and D amplitudes (AG and AD, respectively), without uploading

new waveforms to the AWG.

To measure the speedup obtained from the restless method, we must take the complete

iteration into account. The traditional iteration of a tuneup routine involves: (1) setting param-

eters (4 channel amplitudes on a Tektronix 5014 AWG); (2) acquiring N = 8000 measure-

ment outcomes; (3) sending the measurement outcomes to the computer and processing

them; and (4) miscellaneous overhead that includes determining the parameters for the next

iteration, as well as saving and plotting data. In Figure 4.1(d), we visualize these costs for an

example optimization experiment. We intentionally penalize the restless method by choosing

a large number of gates (∼ 550). Even in these conditions, restless sequences reduce the

acquisition time from 1:60 to 0:12 s. However, the improvement in total time per iteration

(from 1:98 to 0:50 s) is modest due to 0:38 s of overhead.

We take two steps to reduce overhead. The 0:23 s required to send all measurement

outcomes to the computer and then calculate the error fraction is reduced to < 1 ms by cal-

culating the fraction in real time, using the same FPGA system that digitizes and processes

the raw measurement signals into bit outcomes. The 0:09 s required to set the four channel

amplitudes in the AWG is reduced to 1 ms by setting AG and AD in the VSM. With these

two technical improvements, the remaining overhead is dominated by the miscellaneous con-

tributions (40 ms). This reduces the total time per restless (conventional) iteration to 0:16 s

(1:64 s).

A quantity of common interest in gate tuneup is the average Clifford fidelity FCl, which

is typically measured using CRB. In CRB, {G} consists of sequences of NCl random Clif-

ford gates, including a final recovery Clifford gate that makes the ideal net operation identity.

Following [119], we compose the 24 single-qubit Clifford gates from the set of ı and ±ı=2

rotations around the x and y axes, which requires an average of 1.875 gates per Clifford.

Gate errors make "C increase with NCl as [120, 121]

1− "C = A · (pCl)
NCl + B: (4.2)

Here,A andB are constants determined by state preparation and measurement error (SPAM),

and 1 − pCl is the average depolarizing probability per gate, making FCl = 1
2 + 1

2pCl. Ex-

tracting FCl from a CRB experiment involves measuring "C for different NCl and fitting Equa-

tion (4.2). However, for tuning it is sufficient to optimize "C at one choice of NCl, because

"C(NCl) decreases monotonically with FCl [112].

In the presence of leakage, CRB sequences and "C are not ideally suited for restless

tuneup. Typically, there is significant overlap in the readout signals from the first- (|1〉) and
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Figure 4.2: (a) Average error fraction of RRB for different FCl vs NCl. (b) "C and "R as a

function of AG for NCl = 80 and NCl = 300. The curves are denoted by a dashed line in

(c-d). (c-d) " for NCl = 300 as a function of AG and AD. White circles indicate minimal ".

Total acquisition time is shown at the bottom right.

second- (|2〉) excited state of a transmon. A transmon in |2〉 can produce a string of identical

measurement outcomes until it relaxes back to the qubit subspace. If the ideal net operation

of {G} is identity, the measurement outcomes can be indistinguishable from ideal behavior.

Although the leakage on single-qubit gates is typically small (10−5 − 10−3 per Clifford for

the range of AD considered [50, 51]), a simple modification to the sequence allows penaliz-

ing leakage. By choosing the recovery Clifford for restless randomized benchmarking (RRB)

sequences so that the ideal net operation of {G} is a bit flip, leakage produces an error. This

simple modification makes "R a better cost function.

4 . 3 Experimental results

4 . 3 . 1 Experimental comparison of restless and restful cost functions

We now examine the suitability of the restless scheme for optimization (Figure 4.2). Plots

of the average "R(NCl) ["R(NCl)] at various FCl (controlled via AG) behave similarly to

"C in CRB. Furthermore, "R is minimized at the same AG as "C, with only a shallower dip

because of SPAM. The (AG, AD) landscapes for both cost functions [Figure 4.2(c-d)] are

smooth around the optimum, making them suitable for numerical optimization. The fringes

far from the optimum arise from the limited number of seeds (always 200) used to generate

the RB sequences. Note that while the landscapes are visually similar, the difference in time

required to map them is striking: ∼ 50 min for "C versus < 5 min for "R at NCl = 300.
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Figure 4.3: (a) Signal ∆"R for a halving of the gate infidelity, plotted as a function NCl at

F a
Cl ∼ 0:989 (red), 0:996 (green) and 0:998 (blue). (b) Noise dependence on NCl at the

same fidelity levels. Added curves are obtained from the two models described in the main

text.

4 . 3 . 2 Signal and noise in restless tuning

The sensitivity of "R to the tuning parameters depends on both the gate fidelity and NCl.

This can be seen in the variations between curves in Figure 4.2(a). In order to quantify this

sensitivity, we define a signal-to-noise ratio (SNR). For signal we take the average change in

the error fraction, ∆"R = "R(F b
Cl) − "R(F a

Cl), from F a
Cl to F b

Cl ≈
1
2 + 1

2F
a
Cl (halving the

infidelity). For noise we take ff"R , the average standard deviation of "R between F a
Cl and F b

Cl.

We find that the maximal SNR remains ∼ 15 for an optimal choice of NCl that increases

with F a
Cl (Figure 4.3 and details in Section 4.5.2). This allows tuning in logarithmic time, since

reducing error rates p → p=2M requires only M optimization steps.

A simple model describes the measurement outcomes as independent and binomially

distributed with error probability "R, as per Equation (4.2) with "C → "R. This model cap-

tures all the essential features of the signal. However, it only quantitatively matches the noise

at high NCl. Experiment shows an increase in noise at low NCl. In this range, "R is domi-

nated by SPAM, which is primarily due to T1. We surmise that the increase stems from T1

fluctuations [122] during the acquisition of statistics in these RRB experiments. To test this

hypothesis, we develop an extensive model incorporating T1 fluctuations into the calculation

of both signal and noise Section 4.5.2. We find good agreement with experimental results

using independently measured values of T1 and ffT1
. The good agreement confirms the

non-demolition character of the measurement previously reported in [113].
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4 . 3 . 3 Gate optimization with restless tuning

Following its validation, we now employ "R in a two-step numerical optimization protocol (Fig-

ure 4.4). We choose the Nelder-Mead algorithm [123] as it is derivative-free and easy to use,

requiring only the specification of a starting point and initial step sizes. The first step using

"R(NCl = 80) ensures convergence even when starting relatively far from the optimum,

while the second step using "R(NCl = 300) fine tunes the result. We test the optimization

for four realistic starting deviations from the optimal parameters (A
opt
D ; A

opt
G ). AG is chosen

at both approximately 6% above and below A
opt
G , selected as a worst-case estimate from

a Rabi oscillation experiment. AD is chosen at both approximately half and double Aopt
D .

The initial step sizes are ∆AG ≈ −0:03A
opt
G , ∆AD ≈ −0:25A

opt
D for the first step, and

∆AG ≈ −0:01A
opt
G , ∆AD ≈ −0:08A

opt
D for the second step.

We assess the accuracy of the above optimization and compare to traditional methods.

A CRB experiment [Figure 4.4(c)] following two-parameter restless optimization indicates

FCl = 0:9991. This value matches the average achieved by both restless and conventional

tuneups for the different starting conditions. We also implement GST to independently verify

results obtained using CRB. From the process matrices we extract the average GST Clif-

ford fidelity, FGST
Cl = 0:99907 ± 0:00003 (0:99909 ± 0:00003) for restless (conventional)

tuneup Section 4.5.6, consistent with the value obtained from CRB.
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2-par. (AG, AD) 3-par. (AG, AD, f )

conv. restl. conv. restl.

FCl 0.9991 0.9991 0.9990 0.9990

ffFCl
3 · 10−5 3 · 10−5 0.0001 0.0001

fi 660 s 59 s 610 s 66 s

fffi 110 s 11 s 110 s 13 s

Nit 400 370 370 420

ffNit
70 70 70 80

F
(T1)
Cl 0.9994 0.9993

T1 21:4 —s 19:3 —s

Table 4.1: Tuning protocol performance. Mean (overlined) and standard deviations (denoted

by ff) of FCl, time to convergence fi , and number of iterations Nit for restless and conven-

tional tuneups with 2 and 3 parameters. Average T1 measured throughout these runs and

corresponding average F
(T1)
Cl are also listed.

4 . 3 . 4 Gate optimization robustness

The robustness of the optimization protocol is tested by interleaving tuneups with CRB and

T1 measurements over 11 hours (summarized in Table 4.1, and detailed in Section 4.5.7).

Both tuneups reliably converge to FCl = 0:9991, close to the T1 limit [124]:

F
(T1)
Cl ≈ 1

6

“
3 + 2e−fic=2T1 + e−fic=T1

”
= 0:9994; (4.3)

with fic = 1:875 fip. However, restless tuneup converges in one minute, while conventional

tuneup requires eleven.

It remains to test how restless tuneup behaves as additional parameters are introduced.

Many realistic scenarios also require tuning the drive frequency f . As a worst case, we take

an initial detuning of ±250 kHz. The initial step size in the first (second) step is 100 kHz

(50 kHz). The 3-parameter optimization converges to FCl = 0:9990 ± 0:0001 for both

restless and conventional tuneups. We attribute the slight decrease in FCl achieved by 3-

parameter optimization to the observed reduction in average T1.

4 . 4 Conlcusions

In summary, we have developed an accurate and robust tuneup method achieving a ten-

fold speedup over the state of the art [112]. This speedup is achieved by avoiding qubit

initialization by relaxation, and by using real-time correlation of measurement outcomes to

build the cost function for numerical optimization. We have applied the restless concept to

the tuneup of Clifford gates on a transmon qubit, reaching a T1-dominated fidelity of 0:999

in one minute, verified by conventional randomized benchmarking and gate set tomography.

We have shown experimentally that the method can detect fractional reductions in gate error
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with nearly constant signal-to-noise ratio. An interesting next direction is to develop an algo-

rithm that makes optimal use of this tunable sensitivity while maintaining the demonstrated

robustness. The enhanced speed combined with the generic nature of the optimizer would

also allow exploring other, more generic non-adiabatic gates without analytic pulse shapes,

in a fashion analogous to optimal control theory [125, 126]. Immediate next experiments will

extend the restless concept to the tuneup of two-qubit controlled-phase gates [26, 30] exploit-

ing interactions with non-computational states [127], in which leakage errors often dominate

(∼ 10−2). In this context, we anticipate that the RRB modification and the "R cost function

will prove essential to reach 0:999 fidelity. Finally, we also envision applying the restless con-

cept to the simultaneous tuneup of single-qubit gates in the many-qubit setting (e.g, a logical

qubit).

4 . 5 Methods

This section presents the hardware configuration used for the numerical tuneup, the charac-

terization and modeling of the signal and noise of restless randomized benchmarking, and

the procedure for calculating Clifford gate fidelities from GST process matrices. Finally, it

presents the data summarized in Table 1 of the main text.

4 . 5 . 1 Setup for numerical optimization

The key hardware components executing the tuneup loop of Figure 4.1 are shown in Fig-

ure 4.5. The computer is responsible for preparing the experiment and executing the numer-

ical algorithm determining the parameter values for each iteration. To do this, the computer

relies on two python packages, PycQED for cQED-specific routines [128], and QCoDeS for

the framework of instrument drivers [129]. Part of the preparation consists of generating and

uploading a sequence of control pulses and markers to the AWG. Once an experiment starts,

the AWG is responsible for all time-critical matters, including gating the readout pulses on

the microwave source and triggering the data acquisition on the FPGA controller. The control

pulses are generated using 4 AWG channels, 2 for the I and Q quadratures of the Gaussian

component and 2 for the quadratures of the derivative component. The components are up-

converted using single-sideband mixers and a constant microwave tone as a local oscillator

(LO). This allows independent control over the amplitude of both pulse components, using

either the AWG or the VSM. The frequency of the pulses can be changed by changing the

frequency of the LO. Note that all these controls can be applied without regenerating and

uploading the sequence of control pulses to the AWG.

The transmon (same as used in Chapter 3) is operated at its coherence sweetspot, with

transition frequency 6:47 GHz, −315 MHz anharmonicity, relaxation time T1 = 22 —s

and echo time T echo
2 = 39 —s. It is readout by interrogating its dispersively coupled res-

onator near its fundamental with a tone at 6:848 GHz. Readout transients are amplified at

the front end of the amplification chain by a Josephson parametric amplifier operated in the

non-degenerate mode, providing 14 dB of gain. The FPGA controller performs final demodu-
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lation, integration and discrimination of measurement transients and real-time calculation of

".

Figure 4.5: Schematic overview of the hardware components used in the numerical tuneup.

4 . 5 . 2 Signal and noise of the restless cost function

We experimentally obtained the signal and noise of RRB presented in Figure 4.3 of the main

text from 50 RRB experiments (N = 8000 measurement outcomes each) at each NCl (32

values) and FCl (5 values). Here, FCl was varied by changing AG. The procedure was re-

peated 10 times for all settings to build up statistics. In this section, we present the derivation

of the extended model used to predict these curves (Section 4.5.3), using independent mea-

surements of qubit T1 fluctuations performed one day apart (Section 4.5.4).

4 . 5 . 3 Modeling

We develop a model for the RRB experiment to capture both the signal and noise obtained

experimentally. The standard deviation differs from that simply expected from a binomial dis-

tribution. This is hypothesized to be caused by T1 fluctuations that are quasi-static during

individual RRB experiments, but dynamic on the time scale required for 50 repetitions. We

attempt to match the experimental results with a model containing T1 and its fluctuations, a

relaxation independent pulse error ppulse, and a SPAM offset p
(c)
s . Independent measure-

ments of the average and standard deviation of T1, and extractions of ppulse and p
(c)
s from

the data in Figure 4.2(a) are used to produce the model curves in Figure 4.3.

Modeling without T1 fluctuations

The time taken for a single-shot RRB experiment can be written fiRRB = fiRO +fiClNCl. The

static time fiRO = 4:25 —s is the readout-and-depletion time, whilst the Clifford-dependent
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time fiCl = 37:5 ns is the average time it takes to perform a Clifford gate. To each of these we

can associate an error rate, making the total error rate per single-shot experiment (assuming

independent error rates)

pe = ps +p NCl ×p pc:

Here, ps is the error contribution due to SPAM, and pc = 1−FCl is the error contribution per

Clifford. We must be careful with adding probabilities here, as two errors cancel. This is taken

care of by an independent probabilistic addition a+p b = a+b−2ab = a(1−b)+b(1−a),

and a probabilistic multiplication c ×p a (with c ∈ N). The multiplication can be defined

in two equivalent ways: as multiple additions: a +p a +p : : :+pa (repeated c times for c

a positive integer), or as a direct calculation of the probability of an odd number of errors

occurring over c events with an error rate of a.

The latter construction allows for a direct simplification. We write the sum over all odd

numbers n of the probability of n errors occurring, which can be counted directly via combi-

natorics:

NCl ×p pc = NClpc(1− pc)NCl−1 +

„
NCl

3

«
pc

3(1− pc)NCl−3 + : : : :

This can be recognized as the odd terms from the binomial expansion of ((1−pc)±pc)NCl ,

which can be singled out by canceling the even terms.

NCl ×p pc =
1

2

h
((1− pc) + pc)NCl − ((1− pc)− pc)NCl

i
=

1

2

h
1− (1− 2pc)NCl

i
;

resulting in a final error rate

pe = ps +
1

2
[1− (1− 2pc)NCl ](1− 2ps): (4.4)

Modeling with T1 fluctuations

If ps or pc fluctuate, the error rate pe for any given single-shot experiment is drawn from a

distribution with mean pe. This in turn can be calculated assuming that ps and pc are drawn

from a normal distribution, giving

pe =

Z
dpsdpc pe(ps; pc)

1

2ı
exp

 “
ps pc

”
Σ−1

 
ps

pc

!!
|Σ|−1=2:

Here, Σ is the covariance matrix;

Σ =

 
var(ps) covar(pc; ps)

covar(pc; ps) var(pc)

!
;

with pc (var(pc)) and ps (var(ps)) the means (variances) of pc and ps, respectively, and

covar(pc; ps) the covariance between pc and ps. The inverse of Σ can be calculated,

Σ−1 =
1

var(ps)var(pc)− covar(ps; pc)2

 
var(pc) −covar(ps; pc)

−covar(ps; pc) var(ps)

!
:
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We make the simplifying assumption that covar(pc; ps) � max(var(pc); var(ps)), leaving

us with

Σ−1 ≈
 

1
var(ps)

0

0 1
var(pc)

!
:

From here the integral in ps can be evaluated:

pe = ps +
1

2
(1− 2ps)

0BB@1−
Z
dpe (1− 2pc)NCl

exp

„
−(pc−pc)2

2 var(pc)

«
p

2ı var(pc)

1CCA :
In order to calculate the integral in pc we expand in terms of powers of pc, allowing the result

to be expressed in terms of moments of the normal distribution

Z
dpe (1− 2pc)NCl

exp

„
−(pc−pc)2

2 var(pc)

«
p

2ı var(pc)
=

NClX
n=1

„
NCl

n

«
(−2)n〈pne 〉;

with 〈pne 〉 the n-th moment of the normal distribution. This may then be expanded in terms of

the variance var(pCl) to obtain

Z
dpe (1− 2pc)NCl

exp

„
−(pc−pc)2

2 var(pc)

«
p

2ı var(pc)
=

NCl=2X
n=0

var(pc)n(1− 2pc)NCl−2n NCl!

(NCl − 2n)! 2n! !
:

Here, 2n! ! is the product of even positive numbers less than 2n. We then approximate this to

lowest order in var(pc) (observed in the experiment to be≈ 0:01pc). Note that although this

term contains prefactors of NCl, it also contains prefactors of (1− 2pc)NCl , which prevent it

from growing in the large NCl limit. This leaves

pe = ps +
1

2
[1− (1− 2pc)NCl ](1− 2ps);

and

var(pe) = (1− 2pc)2NClvar(ps) + NCl
2(1− 2ps)2(1− 2pc)2(NCl−1)var(pc)

+ 2NCl(1− 2ps)(1− 2pc)2NCl−1covar(pc; ps):

Measurements of "R use N = 8000 single-shot measurement outcomes, which we

assume are selected from a binomial distribution with mean (1−P ). P is in turn selected from

a distribution with mean pe and standard deviation ffpe . Let Ne be the number of erroneous

measurements, given as Ne = N"R. In order to calculate the mean and variance in Ne , we

have to calculate the first and second moments of the distribution, averaged over all P . We

assume a normal distribution for P . For the first moment we obtain

〈Ne〉 =

Z ∞
−∞

"
NX
k=0

k

„
N

k

«
P k(1− P )N−k

#
e
− (P−pe))2

(2ff2
pe ) 1q

2ıff2
pe

dP

= N

Z ∞
−∞

Pe
− (P−pe)2

(2ff2
pe ) 1q

2ıff2
pe

dP = Npe:
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As expected, the average number of erroneous measurements equals the total number of

measurements multiplied by the average error, and is unaffected by fluctuations. For the sec-

ond moment we calculate

〈N2
e 〉 =

Z ∞
−∞

"
NX
k=0

k2
„
N

k

«
P k(1− P )N−k

#
e
− (P−pe)2

(2ffpe )2) 1q
2ıff2

pe

dP

=

Z ∞
−∞

(NP + N(N − 1)P 2)e
− (P−pe)2

(2ff2
pe ) 1q

2ıff2
pe

dP

= Npe + N(N − 1)(pe
2 + ff2

pe):

This leads to the final result:

var("R) =
1

N
pe(1− pe) +

N − 1

N
var(pe): (4.5)

The simple model without T1 fluctuations can be recovered here by setting var(pe) = 0.

Asymmetry

Due to the asymmetry of T1, the error rate p
(j)
e depends on whether the qubit is in the excited

or ground state during fiRO. The measurement, lasting fim = 1 —s, is T1 rather than noise

limited. We can approximate it by perfect state update and measurement at fib ≈ 4fim=7 =

0:57 —s [38], followed by a rest time fia = fiRO − fib = 3:68 —s before the beginning of the

next Clifford sequence. Let the system state at the point of the measurement (i.e., fib into the

measurement time) be |j〉 with j = 0 or 1. If a single error occurs during the sequence, the

flipping sequence will revert the qubit to the same state |j〉 at the next measurement point.

This implies that the process is biased towards states with higher error rate, and so the error

rate cannot be simply averaged over that expected individually for |0〉 and |1〉. Instead, we

let the population fraction of |j〉 over the experiment be fj , and solve the steady-state rate

equation for fj :

fj = p
(j)
e fj + (1− p(1−j)

e )(1− fj ):

This leads to an error rate of

pe =
p

(0)
e (1− p(1)

e ) + p
(1)
e (1− p(0)

e )

(1− p(0)
e ) + (1− p(1)

e )
: (4.6)

The error during the RRB sequence is state independent, and so the adjustment to Equa-

tion (4.4) comes solely from the adjustment to the SPAM error:

p
(j)
e = p

(j)
s +

1

2
[1− (1− 2pc)NCl ](1− 2p

(j)
s );

with

p
(0)
s = p

(c)
s + (1− e−fib=T1); p

(1)
s = p

(c)
s + (1− e−fia=T1)e−fib=T1 :
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Here, p
(c)
s is a small error accounting for non-T1 SPAM. Substituting these into Equation (4.6)

allows for the calculation of the error pe as a function of pc,NCl, and T1. In order to calculate

the standard deviation, we must then calculate the first derivative, via

@pe

@T1
=
X
j

@pe

@p
(j)
e

 
@p

(j)
e

@p
(j)
s

@p
(j)
s

@T1
+
@p

(j)
e

@pc

@pc

@T1

!
: (4.7)

Here, the value of @pc
@T1

is obtained by assuming that pc can be split into a constant pulse

error probability ppulse plus a T1-induced error probability p
(T1)
c = 1 − F (T1)

Cl , with F
(T1)
Cl

as defined in Eq. (3).

4 . 5 . 4 Measurement of T1 fluctuations

We perform repeated measurements of T1 one day after the RRB experiments. We extract

T1 from exponential best fits to standard sliding ı-pulse experiments. These measurements

rely on qubit initialization by waiting. The benefit of this method is that one can measure T1

fluctuations independently from fluctuations in residual qubit populations, gate fidelity and

readout fidelity (unlike restless sequences). The downside is that one can only probe T1 in

∆t = 2:0 s intervals. We measure T1 in L = 234 runs l of M = 21 measurements each,

and calculate the single-sided power spectral density (PSD) as

ST1
(f ) =

2∆t

LM

LX
l=1

˛̨̨̨
˛
MX
m=1

‹T1;l [m]e−i2ıf m∆t

˛̨̨̨
˛
2

;

where ‹T1;l [m] = T1;l [m] − 1
M

PM
m′=1 T1;l [m

′]. We fit ST1
(f ) = ¸ (f =1 Hz)˛ to the

experimental PSD, finding best-fit parameters ¸ = 8:4 · 10−13 s2=Hz and ˛ = −0:81

(data and fit are shown in Figure 4.6). Extrapolating the PSD to higher frequencies, we can

estimate the expected ffT1
in the RRB experiments of Section 4.5.2, by integrating over the

frequency interval bounded above by the rate of single RRB experiments (fu = 1=0:074 s at

low NCl), and below by the acquisition time for 50 such experiments (fl = 1=3:7 s). We find

T1 = 21:6 —s and

ffT1
=

 Z fu

fl

ST1
df

!1=2

= 2:4± 0:1 —s:

We estimate the uncertainty in ffT1
by splitting the dataset into 6 subsets of equal length.

4 . 5 . 5 Relation to experiment

Using the measured T1, we fit Equation (4.6) to the data in Figure 4.2(a) to extract a common

p
(c)
s = 0:006 and curve specific ppulse. We use Equations (4.6) and (4.7) to obtain the model

curves for ∆"R and ff"R shown in Figure 4.3 of the main text, finding good agreement with

experiment.
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Figure 4.6: Power spectral density of T1 fluctuations. Main panel: measured single-sided

PSD of T1 fluctuations and best fit (see details in text). The indicated frequency range is that

relevant for estimating ffT1
in the RRB experiments of Section 4.5.2. Inset: Histogram of 4914

T1 measurements. The set has T1 = 21:6 —s.

4 . 5 . 6 Gate Set Tomography and Randomized Benchmarking Fidelities

In order to compare results from GST to those acquired using CRB, the results of GST need

to be converted to Clifford fidelities. GST performs a full self-consistent tomography of the

gates in the set {I; X90; Y 90; X180; Y 180}, consisting of the identity and positive ı=2

and ı rotations around the x and y axes. The super-operators for the gates in the gate set

are extracted from the GST data using pyGSTi [130]. These are then used to construct the

24 elements (GGST
Cln

) of the (single-qubit) Clifford group (GCl) according to the decomposition

of [119]. To account for the missing negative rotations in the gate set, we replace negative

rotations with their positive counterparts (e.g.,−X90→ X90) For each of these operations,

the depolarization probability is calculated as the geometric mean over all poles of the Bloch

sphere |i 〉〉 (using the super-operator formalism), of the overlap between the obtained state

GGST
Cl |i 〉〉 and the target state |t〉〉:

pn = 6

sY
i

〈〈t|GGST
Cl−n |i〉〉;

where the target state is the state one would get if the gates were perfect:

|t〉〉 = GIdeal
Cl−n |i〉〉:

pCl is the geometric mean of the individual depolarization probabilities for all GCln ∈ GCl

and related to FCl through FCl = 1
2 + 1

2pCl.

Table 4.2 summarizes the gate fidelities found after performing the two-parameter opti-

mization, for the four starting (AG, AD) conditions discussed in the main text.
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Conventional Restless

FI 0:99928± 0:00007 0:99921± 0:00005

FX90 0:99927± 0:00005 0:99925± 0:00004

FX180 0:99920± 0:00007 0:99910± 0:00005

FY 90 0:99908± 0:00005 0:99906± 0:00005

FY 180 0:99901± 0:00008 0:99891± 0:00005

FGST
Cl 0:99909± 0:00005 0:99907± 0:00003

FCl 0:9991 0:9991

Table 4.2: Measured gate fidelities in GST. Gate fidelities correspond to average gate fideli-

ties for the four starting conditions of the two-parameter optimization as discussed in the main

text.

4 . 5 . 7 Verification of conventional and restless tuneup

The speed, robustness and accuracy of the two- and three- parameter optimizations are

tested during an 11-hour period by interleaving conventional and restless tuneups with CRB

and T1 experiments. The data summarized in Table 1 of the main text is shown in Figure 4.7.

The two-parameter (three-parameter) optimization loops over 4 (8) different starting condi-

tions as specified in the main text. The starting condition is updated after each set of conven-

tional and restless optimizations.
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(a)2-parameter optimization (AG, AD)
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(b)3-parameter optimization (AG, AD, f)

Figure 4.7: Performance comparison of repeated restless and conventional tuneups for two

parameters (a) and three parameters (b). Each iteration consists of a conventional tuneup

followed by a CRB measurement of FCl, a restless tuneup followed by a CRB measurement

of FCl, and a T1 experiment to determine F
(T1)
Cl . For each iteration, a new starting condition

is chosen (detailed in main text) that is used for both the conventional and restless tuneup.
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O F D I S P E R S I V E Q U B I T R E A D O U T I N C I R C U I T Q E D

We present and demonstrate a general 3-step method for extracting the quantum efficiency

of dispersive qubit readout in circuit QED. We use active depletion of post-measurement pho-

tons and optimal integration weight functions on two quadratures to maximize the signal-to-

noise ratio of non- steady-state homodyne measurement. We derive analytically and demon-

strate experimentally that the method robustly extracts the quantum efficiency for arbitrary

readout conditions in the linear regime. We use the proven method to optimally bias a Josephon

traveling-wave parametric amplifier and to quantify the different noise contributions in the

readout amplification chain.

This chapter has been published in Applied Physics Letters 9, 112 (2018).

5 3
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5 . 1 Introduction

Many protocols in quantum information processing, like quantum error correction [101, 131],

require rapid interleaving of qubit gates and measurements. These measurements are ide-

ally nondemolition, fast, and high fidelity. In circuit QED [23, 41, 60], a leading platform for

quantum computing, nondemolition readout is routinely achieved by off-resonantly coupling

a qubit to a resonator. The qubit-state-dependent dispersive shift of the resonator frequency

is inferred by measuring the resonator response to an interrogating pulse using homodyne

detection. A key element setting the speed and fidelity of dispersive readout is the quantum

efficiency [132], which quantifies how the signal-to-noise ratio is degraded with respect to the

limit imposed by quantum vacuum fluctuations.

In recent years, the use of superconducting parametric amplifiers [133–137] as the front

end of the readout amplification chain has boosted the quantum efficiency towards unity, lead-

ing to readout infidelity on the order of one percent [31, 32] in individual qubits. Most recently,

the development of traveling-wave parametric amplifiers [138, 139] (TWPAs) has extended

the amplification bandwidth from tens of MHz to several GHz and with sufficient dynamic

range to readout tens of qubits. For characterization and optimization of the amplification

chain, the ability to robustly determine the quantum efficiency is an important benchmark.

A common method for quantifying the quantum efficiency ” that does not rely on cal-

ibrated noise sources compares the information obtained in a weak qubit measurement

(expressed by the signal-to-noise-ratio SNR) to the dephasing of the qubit (expressed by

the decay of the off-diagonal elements of the qubit density matrix) [140], ” = SNR2

4‚m
, with

e−‚m =
|01(T )|
|01(0)| , where T is the measurement duration.1 Previous experimental work [33,

138, 141, 142] has been restricted to fast resonators driven under specific symmetry condi-

tions such that information is contained in only one quadrature of the output field and in steady

state. To allow in-situ calibration of ” in multi-qubit devices under development [21, 143–146],

a method is desirable that does not rely on either of these conditions.

Here, we present and demonstrate a general three-step method for extracting the quan-

tum efficiency of linear dispersive readout in cQED. Our method disposes with previous

requirements in both the dynamics and the phase space trajectory of the resonator field,

while requiring two easily met conditions: the depletion of resonator photons post measure-

ment [91, 113], and the ability to perform weighted integration of both quadratures of the

output field [95, 96]. We experimentally test the method on a qubit-resonator pair with a

Josephson TWPA (JTWPA) [138] at the front end of the amplification chain. To prove the

generality of the method, we extract a consistent value of ” for different readout drive fre-

quencies and drive envelopes. Finally, we use the method to optimally bias the JTWPA and

to quantify the different noise contributions in the readout amplification chain.

1This definition of quantum effiency applies to phase-preserving amplification where the unavoidable quantum noise
from the idler mode of the amplifier is included in the quantum limit. Using this definition, ” = 1 corresponds to an
ideal phase preserving amplification.
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Figure 5.1: The three-step method for extracting the quantum efficiency with active pho-

ton depletion. (a) Calibration of the optimal weight functions for the in-phase quadrature I

and out-of-phase quadrature Q for active depletion (passive depletion is shown for refer-

ence). The measurement pulse consists of a ramp-up of duration fiup = 600 ns and two

200 ns depletion segments (fid = 400 ns). The weight functions show the dynamics of

the information gain during readout and the effect of the active photon depletion (grey area).

Dashed black curves are extracted from a linear model (see Section 5.6). (b) Study of de-

phasing under variable-strength weak measurement. Observed Ramsey fringes at from left

to right " = 0:0; 0:12; 0:25 V. The measurement pulse, globally scaled with ", is embed-

ded in a fixed-length (fiint = 1100 ns) Ramsey sequence with final strong fixed-amplitude

measurement. The azimuthal angle ’ of the final ı=2 rotation is swept from 0 to 4ı to

discern deterministic phase shifts and dephasing. The coherence |01| is extracted by fit-

ting each fringe with the form ffz = 2 |01| cos (’+ ’0). (c) Study of signal-to-noise ra-

tio of variable-strength weak measurement. Histograms of 215 shots at from left to right:

" = 0:0; 0:12; 0:25 V. The qubit is prepared in |0〉 without (blue) and in |1〉 with a ı pulse

(red). Each measurement record is integrated in real time with the weight functions of (a)

during fiint = 1100 ns to obtain Vint. Each histogram (markers) is fitted with the sum of two

Gaussian functions (solid lines), whose individual components are indicated by the dashed

lines. From the fits we get the signal, distance between the main Gaussian for |0〉 and |1〉, and

noise, their average standard deviations. (d) Quantum efficiency extraction. Coherence data

is fitted with the form |01| = be−"
2=2ff2

and signal-to-noise data with the form SNR = a".

From the best fits we extract ”e = a2ff2=2 = 0:165± 0:002.

5 . 2 Derivation of the 3-step method

We first derive the method, obtaining experimental boundary conditions. For a measurement

in the linear dispersive regime of cQED, the internal field¸(t) of the readout resonator, driven
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by a pulse with envelope "f (t) and detuned by ∆ from the resonator center frequency, is

described by [100, 140]

@¸|0〉=|1〉
@t

= −i"f (t)− i(∆± ffl)¸(t)− »

2
¸(t); (5.1)

where » is the resonator linewidth and 2ffl is the dispersive shift. The upper (lower) sign has

to be chosen for the qubit in the ground |0〉 [excited |1〉] state. We study the evolution of the

SNR and the measurement-induced dephasing as a function of the drive amplitude ", while

keeping T constant. We find that the SNR scales linearly, SNR = a", and that coherence

elements exhibit a Gaussian dependence, |01(T; ")| = |01(T; 0)| e
− "2

2ff2
m , with a and ffm

dependent on », ffl, ∆, and f (t). Furthermore, we find (Supplementary material)

” =
SNR2

4‚m
=
ff2

ma
2

2
(5.2)

provided two conditions are met. The conditions are: i) optimal integration functions [95, 96]

are used to optimally extract information from both quadratures, and ii) the intra-resonator

field vanishes at the beginning and end; i.e., photons are depleted from the resonator post-

measurement.

To meet these conditions, we introduce a three-step experimental method. First, tuneup

active photon depletion (or depletion by waiting) and calibration of the optimal integration

weights. Second, obtain the measurement-induced dephasing of variable-strength weak mea-

surement by including the pulse within a Ramsey sequence. Third, measure the SNR of

variable-strength weak measurement from single-shot readout histograms.

5 . 3 Experimental setup

We test the method on a cQED test chip containing seven transmon qubits with dedicated

readout resonators, each coupled to one of two feedlines (see Section 5.6). We present

data for one qubit-resonator pair, but have verified the method with other pairs in this and

other devices. The qubit is operated at its flux-insensitive point with a qubit frequency fq =

5:070 GHz, where the measured energy relaxation and echo dephasing times are T1 =

15 —s and T2;echo = 26 —s, respectively. The resonator has a low-power fundamental at

fr;|0〉 = 7:852400 GHz (fr;|1〉 = fr;|0〉 + ffl=ı = 7:852295 GHz) for qubit in |0〉 (|1〉), with

linewidth »=2ı = 1:4 MHz. The readout pulse generation and readout signal integration

are performed by single-sideband mixing. Pulse-envelope generation, demodulation and sig-

nal processing are performed by a Zurich Instruments UHFLI-QC with 2 AWG channels and

2 ADC channels running at 1:8 GSample=s with 14− and 12−bit resolution, respectively.

5 . 4 Experimental results
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5 . 4 . 1 Extracting the quantum efficiency at the symmetry point

In the first step, we tune up the depletion steps and calibrate the optimal integration weights.

We use a measurement ramp-up pulse of duration fiup = 600 ns, followed by a photon-

depletion counter pulse [91, 113] consisting of two steps of 200 ns duration each, for a total

depletion time fid = 400 ns. To successfully deplete without relying on symmetries that are

specific to a readout frequency at the midpoint between ground and excited state resonances

(i.e., ∆ = 0), we vary 4 parameters of the depletion steps (details provided in the supplemen-

tary material). From the averaged transients of the finally obtained measurement pulse, we

extract the optimal integration weights given by [95, 96] the difference between the averaged

transients for |0〉 and |1〉 [Figure 5.1(a)]. The success of the active depletion is evidenced

by the nulling at the end of fid. In this initial example, we connect to previous work by setting

∆ = 0, leaving all measurement information in one quadrature.

We next use the tuned readout to study its measurement-induced dephasing and SNR

to finally extract ”. We measure the dephasing by including the measurement-and-depletion

pulse in a Ramsey sequence and varying its amplitude, " [Figure 5.1(b)]. By varying the az-

imuthal angle of the second qubit pulse, we allow distinguishing dephasing from deterministic

phase shifts and extract |01| from the amplitude of the fitted Ramsey fringes. The SNR at

various " is extracted from single-shot readout experiments preparing the qubit in |0〉 and |1〉
[Figure 5.1(c)]. We use double Gaussian fits in both cases, neglecting measurement results

in the spurious Gaussians to reduce corruption by imperfect state preparation and residual

qubit excitation and relaxation. As expected, as a function of ", |01| decreases following

a Gaussian form and the SNR increases linearly [Figure 5.1(d)]. The best fits to both de-

pendencies give ”e = 0:165 ± 0:002. Note that both dephasing and SNR measurements

include ramp-up, depletion and an additional fibuffer = 100 ns, making the total measure-

ment window fiint = fiup + fid + fibuffer = 1100 ns.

5 . 4 . 2 Test the method: extracting the quantum efficiency in generalized conditions

We next demonstrate the generality of the method by extracting ” as a function of the read-

out drive frequency. We repeat the method at fifteen readout drive detunings over a range

of 2:8 MHz ∼ »=ı ∼ 14ffl=ı around ∆ = 0 [Figure 5.2(a,b)]. Furthermore, we compare

the effect of using optimal weight functions versus square weight functions, and the effect of

using active versus passive photon depletion. The square weight functions correspond to a

single point in phase space during fiint, with unit amplitude and an optimized phase maxi-

mizing SNR. We satisfy the zero-photon field condition by depleting the photons actively with

fiint = 1100 ns (as in Figure 5.1) or passively by waiting with fiint = 2100 ns. When infor-

mation is extracted from both quadratures using optimal weight functions, we measure an av-

erage ”e = 0:167 with 0:04 standard deviation. The extracted optimal integration functions

in the time domain [Figure 5.2(c,d)] show how the resonator returns to the vacuum for both

active and passive depletion. Square weight functions are not able to track the measurement

dynamics in the time domain (even at ∆ = 0), leading to a reduction in ”e. Figures 5.2(e,f)
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Figure 5.2: (a) Pulsed feedline transmission near the low-power resonator fundamentals.

The qubit is prepared in |0〉 without (blue) and in |1〉 with a ı pulse (red). The data fits

»=2ı = 1:4 MHz and fr;|0〉 = 7:852400 GHz (fr;|1〉 = 7:852295 GHz), indicated by

the dashed vertical lines. (b) Quantum efficiency extraction as a function of ∆ using the

pulse timings and three-step method of Figure 5.1. We use both the active depletion (fiint =

1100 ns) and passive depletion schemes (fiint = 2100 ns) and assess the benefit of optimal

weights to standard square integration weights. (c,d) Optimal weight functions for I and Q at

∆=2ı = −1:4 MHz, −0:8 MHz [as in Figure 5.1(a)]. (e, f) Parametric plot of the optimal

weight functions at all measured ∆ [marker colors correspond to (a)]. Dashed black curves

(b-f) are extracted from a linear model (see Section 5.6).

show the weight functions in phase space. The opening of the trajectories with detuning il-

lustrates the rotating optimal measurement axis during measurement and leads to a further

reduction of increase of ”e when square weight functions are used. The dynamics and the ”e
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Figure 5.3: JTWPA pump tuneup to maximize the quantum efficiency and amplification chain

modeling. (a) Simplified setup diagram, showing the input paths for the readout signal carry-

ing the information on the qubit state and the added pump tone biasing the JTWPA. Both

microwave tones are combined in the JTWPA amplifying the small readout signal. (b) ”e as a

function of pump power and frequency. (c) CW low-power transmission of the JTWPA showing

the dip in transmission due to the dispersion feature near 8:3 GHz and low-power insertion

loss of ∼ 4:0 dB near fr;|0〉 (dashed vertical line). The grey area indicates the frequency

range of (b). S21 is obtained by measuring and comparing the output power when selecting

the pump input or the reference input (input lines are duplicates and calibrated up to the di-

rectional couplers at room temperature). (d) Parametric plot of ”e at fpump = 8:13 GHz

and independently measured JTWPA gain. The fit (line) uses a three-stage model with

”(GJTWPA) = ”pre × ”JTWPAd(GJTWPA)× ”post(GJTWPA) [model details in the main

text]. (e) Plots of the best-fit ”pre, ”JTWPAd(GJTWPA) and ”post(GJTWPA). The stars

(b, d) and vertical dashed lines (d, e) indicate (Ppump = −71:0 dBm, fpump = 8:13 GHz,

” = 0:1670, GJTWPA = 21:6 dB) used throughout the experiment.

dependence on ∆ are excellently described by the linear model, which uses Equation (5.1),

the separately calibrated » and ffl [Figure 5.2(a)] and ” = 0:1670 (details in the supplemen-

tary material). Furthermore, the matching of the dynamics and depletion pulse parameters

(see Section 5.6) when using active photon depletion confirm the numerical optimization

techniques.

To further test the robustness of the method to arbitrary pulse envelopes, we have used

a measurement-and-depletion pulse envelope f (t) resembling a typical Dutch skyline. The

pulse envelope outlines five canal houses, of which the first three ramp up the resonator and

the latter two are used as the tunable depletion steps. Completing the three steps, we extract

(see Section 5.6) ”e = 0:167± 0:005, matching our previous value to within error.
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5 . 4 . 3 Use the method: optimize TWPA biasing

We use the proven method to optimally bias the JTWPA and to quantify the different noise

contributions in the readout chain. To this end, we map ”e as a function of pump power and

frequency, just below the dispersive feature of the JTWPA, finding the maximum ”e = 0:1670

at (Ppump = −71:0 dBm, fpump = 8:13 GHz) [Figures 5.3(a-c)]. We next compare the

obtained ”e at the optimal bias frequency to independent low-power measurements of the

JTWPA gain GJTWPA we find GJTWPA = 21:6 dB at the optimal bias point. We fit this

parametric plot with a three-stage model, with noise contributions before, in and after the

JTWPA, ”(GJTWPA) = ”pre × ”JTWPAd(GJTWPA) × ”post(GJTWPA). The parameter

”pre captures losses in the device and the microwave network between the device and the

JTWPA and is therefore independent of GJTWPA. The JTWPA has a distributed loss along

the amplifying transmission line, which is modeled as an array of interleaved sections with

quantum-limited amplification and sections with attenuation adding up to the total insertion

loss of the JTWPA (as in [138]). Finally, the post-JTWPA amplification chain is modeled with

a fixed noise temperature, whose relative noise contribution diminishes as GJTWPA is in-

creased. The best fit [Figures 5.3(d,e)] gives ”pre = 0:22, consistent with 50% photon loss

due to symmetric coupling of the resonator to the feedline input and output, an attenuation of

the microwave network between device and JTWPA of 2 dB and residual loss in the JTWPA

of 27%. We fit a distributed insertion loss of the JTWPA of 4:6 dB, closely matching the sep-

arate calibration of 4:2 dB [Figure 5.3(c)]. Finally, we fit a noise temperature of 2:6 K, close

to the HEMT amplifier’s factory specification of 2:2 K.

We identify room for improving ”e to ∼ 0:5 by implementing Purcell filters with asym-

metric coupling [33, 75] (primarily to the output line) and decreasing the insertion loss in the

microwave network, by optimizing the setup for shorter and superconducting cabling between

device and JTWPA.

5 . 5 Conclusions

In conclusion, we have presented and demonstrated a general three-step method for extract-

ing the quantum efficiency of linear dispersive qubit readout in cQED. We have derived an-

alytically and demonstrated experimentally that the method robustly extracts the quantum

efficiency for arbitrary readout conditions in the linear regime. This method will be used as a

tool for readout performance characterization and optimization.
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5 . 6 Modeling and experimental methods

This section provides additional sections and figures. In Section 5.6.1, we present details of

the linear model we use to describe the resonator and qubit dynamics during linear disper-

sive readout. In Section 5.6.2, we describe how we evaluated these expressions to obtain

the dashed lines in Figure 5.2, to which experimental results are compared. In Section 5.6.3,

we show that Equation (5.2) follows from the linear model. Section 5.6.4 provides the cost

function used for the optimization of depletion pulses. Figure 5.4 supplies the optimized de-

pletion pulse parameters as a function of ∆ and the SNR and coherence as a function of the

drive amplitude and ∆. Figure 5.5 shows the extraction of ”e for an alternative pulse shape.

Finally, Figure 6.6 provides a full wiring diagram and a photograph of the device.

5 . 6 . 1 Modeling of resonator dynamics and measurement signal

In this section, we give the expressions that model the resonator dynamics and measured

signal in the linear dispersive regime.

In general, the measured homodyne signal consists of in-phase (I) and in-quadrature (Q)

components, given by [100]

VI;|i〉(t) = V0

“p
2»”Re(¸|i〉(t)) + nI(t)

”
;

VQ;|i〉(t) = V0

“p
2»”Im(¸|i〉(t)) + nQ(t)

”
: (5.3)

Here, V0 is an irrelevant gain factor and nI, nQ are continuous, independent Gaussian white

noise terms with unit variance, 〈nj (t)nk(t ′)〉 = ‹jk‹(t − t ′), while the internal resonator

field ¸|i〉 follows Equation (5.1) for i ∈ {0; 1}. In the shunt resonator arrangement used

on the device for this work, the measured signal also includes an additional term describing

the directly transmitted part of the measurement pulse. We omitted this term here, as it is

independent of the qubit state, and thus is irrelevant for the following, as we will exclusively

encounter the signal difference Vint;|1〉 − Vint;|0〉.

For state discrimination, the homodyne signals are each multiplied with weight functions,

given by the difference of the averaged signals, then summed and integrated over the mea-

surement window of duration T :

Vint;|i〉 =

Z T

0
wIVI;|i〉 + wQVQ;|i〉dt: (5.4)

The optimal weight functions [95, 96] are given by the difference of the average signal

wI=Q = 〈VI=Q;|1〉 − VI=Q;|0〉〉: (5.5)

As an alternative to optimal weight functions, often constant weight functions are used

wI = cosffiw ; wQ = sinffiw ; (5.6)

where the demodulation phase ffiw is usually chosen as to maximize the SNR (see below).
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We define the signal S as the absolute separation between the average Vint for |1〉 and

|0〉. In turn, we define the noise N as the standard deviation of Vint;|i〉, which is independent

of |i〉. Thus,

S =
˛̨̨
〈Vint;|1〉 − Vint;|0〉〉

˛̨̨
;

N2 = 〈V 2
int〉 − 〈Vint〉2:

The signal-to-noise ratio SNR is then given as

SNR =
S

N
: (5.7)

The measurement pulse leads to measurement-induced dephasing. Experimentally, the

dephasing can be quantified by including the measurement pulse in a Ramsey sequence.

The coherence elements of the qubit density matrix are reduced due to the pulse as [100]

|01(")| = e−‚m |01(" = 0)| ;

where

‚m = 2ffl

Z T

0
Im(¸|0〉¸

∗
|1〉)dt: (5.8)

Thus, ‚m scales with "2, and the coherence elements decay as a Gaussian in ".

5 . 6 . 2 Comparison of experiment and model

We here describe how we compared the theoretical model given by the previous section and

Equation (5.1) to the experimental data as presented in Figure 5.2.

In panels (c)-(f) of Figure 5.2, we compare the measured weight functions to a numerical

evaluation of Equation (5.1). The dashed lines in those panels are obtained by numerically

integrating Equation (5.1), using the › and ∆ applied in experiment, and with the resonator

parameters » and ffl that are obtained from resonator spectroscopy [presented in panel (a)].

From the resulting ¸|i〉 we then evaluate Equations (5.3) and (5.5) to obtain wI=Q, presented

in panels (c)-(f). The scale factor V0 was chosen to best represent the experimental data.

In order to model the data presented in panel (b), we further inserted the ¸|i〉 into Equa-

tions (5.7) and (5.8), and finally into Equation (5.2) to obtain ”e. This step is performed for

both optimal weights and constant weights, Equations (5.5) and (5.6). As shown in Figure 5.2,

the result depends on pulse shape and ∆ when using square weights, but does not when

using optimal weights. The value for ” in Equation (5.3) is chosen as the average of ”e for

optimal weight functions, ”e = 0:167.

5 . 6 . 3 Derivation of Equation (5.2)

With the definitions of the previous sections, we now show that (5.2) holds for arbitrary pulses

and resonator parameters if optimal weight functions are used, so that ”e in Figure 5.2 indeed

coincides with ” in Equation (5.3).
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Using optimal weight functions, we can evaluate Equation (5.7) in terms of ¸|i〉 by insert-

ing Equations (5.5) and (5.3), obtaining for the signal S:

Sopt = 2»”V 2
0

Z T

0

˛̨̨
¸|1〉 − ¸|0〉

˛̨̨2
dt:

For the noise N, we obtain

N2
opt = V 2

0

*Z T

0

“
wInI + wQnQ

”2
dt

+

= 2»”V 4
0

Z T

0

˛̨̨
¸|1〉 − ¸|0〉

˛̨̨2
dt;

where we used the white noise property of nI;Q(t).

The SNR is then given by

SNRopt =
Sopt

Nopt
=

s
2»”

Z T

0

˛̨̨
¸|1〉 − ¸|0〉

˛̨̨2
dt: (5.9)

Note that the ¸|i〉 scale linearly with the amplitude " due to the linearity of Equation (5.1), so

that the SNR scales linearly with " as well.

We now show that the ‚m and SNR are related by Equation (5.2), independent of res-

onator and pulse parameters. For that, we need to make use of constraint (ii), namely that

the resonator fields ¸|i〉 vanish at the beginning and end of the integration window. We then

can write

0 =

»˛̨̨
¸|0〉 − ¸|1〉

˛̨̨2–T
0

=

Z T

0
@t

˛̨̨
¸|0〉 − ¸|1〉

˛̨̨2
dt

= 2

Z T

0
Re
“

(¸∗|1〉 − ¸
∗
|0〉)@t(¸|1〉 − ¸|0〉)

”
dt;

where the first equality is ensured by requirement (ii), and the second equality follows from

rewriting as the integral of a differential.

We insert the differential equation (5.2) into this expression, obtaining

Re

Z T

0

“
¸∗|1〉 − ¸

∗
|0〉

”
× “

−i∆− »

2

”“
¸|1〉 − ¸|0〉

”
− iffl

“
¸|1〉 + ¸|0〉

”!
dt = 0:
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Isolating the » term and dropping purely imaginary ∆ and ffl terms, we obtain

»

2

Z T

0

˛̨̨
¸|1〉 − ¸|0〉

˛̨̨2
dt

=− Re

 
iffl

Z T

0

“
¸|1〉 + ¸|0〉

”
(¸∗|1〉 − ¸

∗
|0〉)dt

!

=− Re

 
iffl

Z T

0

“
|¸|1〉|2−|¸|0〉|2+2iIm(¸|0〉¸

∗
|1〉)
”
dt

!

=2ffl

Z T

0
Im(¸|0〉¸

∗
|1〉)dt:

Comparing the first and last line with Equations (5.9) and (5.8), respectively, this equality

shows indeed that the SNR, when defined with optimal integration weights, and the measurement-

induced dephasing ‚m are related by Equation (5.2), independent of the resonator parame-

ters », ffl, and the functional form "f (t) of the drive.

5 . 6 . 4 Depletion tuneup

Here, we provide details on the depletion tuneup. The depletion is tuned by optimizing the

amplitude and phase of both depletion steps (Figure 5.4) using the Nelder-Mead algorithm

with a cost function that penalizes non-zero averaged transients for both |0〉 and |1〉 during

a fic = 200 ns time window after the depletion. The transients are obtained by preparing

the qubit in |0〉 (|1〉) and averaging the time-domain homodyne voltages VI;|0〉 and VQ;|0〉
(VI;|1〉 and VQ;|1〉) of the transmitted measurement pulse for 215 repetitions. The cost function

consists of four different terms. The first two null the transients in both quadratures post-

depletion. The last two additionally penalize the difference between the transients for |0〉 and

|1〉 with a tunable factor d . In the experiment, we found reliable convergence of the depletion

tuneup for d = 10.

cost =

sZ fiup+fid+fic

fiup+fid

〈VI;|0〉(t)〉2 + 〈VQ;|0〉(t)〉2dt

+

sZ fiup+fid+fic

fiup+fid

〈VI;|1〉(t)〉2 + 〈VQ;|1〉(t)〉2dt

+ d

sZ fiup+fid+fic

fiup+fid

〈VI;|1〉(t)− VI;|0〉(t)〉2dt

+ d

sZ fiup+fid+fic

fiup+fid

〈VQ;|1〉(t)− VQ;|0〉(t)〉2dt:

In Figures 5.4(b,c), we show the obtained depletion pulse parameters for different values

of ∆. As a comparison, we show the parameters that are predicted by numerically integrat-

ing Equation (5.1), with resonator parameters extracted from Figure 5.2(a), and numerically

finding the depletion pulse parameters that lead to ¸|0;1〉(T ) = 0.
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Figure 5.4: Depletion pulse parameters, coherence and SNR as a function of detuning. (a)

The measurement pulse consists of a ramp-up of duration fiup = 600 ns, fixed phase ffi = 0

and amplitude " (fixed during tuneup to " = "0 = 0:25 V) and two 200 ns depletion seg-

ments (fid = 400 ns) with each a tunable phase (’d0, ’d1) and amplitude ("d0, "d1). (b,c)

Depletion pulse parameters from the depletion optimizations used in Figure 5.2. Dashed ver-

tical lines indicate fr;|0〉 (blue) and fr;|1〉 (red). Dashed black curves are extracted from the

linear model (see Section 5.6.4). Coherence (d) and SNR (e) as a function of drive ampli-

tude and detuning. At non-zero ", SNR is maximal (coherence is minimal) at the midpoint

frequency ∆ = 0 and decreases (increases) with detuning.
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(d)

optimization

Figure 5.5: The three-step method for quantum efficiency extraction with a pulse envelope

consisting of seventeenth-century Dutch canal house façade outlines. (a) Pulse envelope

with five façades, of which the first three ramp up the resonator with duration fiup = 600 ns,

fixed phase ’ = 0 and amplitude " (fixed during tuneup to " = "0 = 0:4 V) and the last two

are 240 ns and 160 ns depletion segments (fid = 400 ns) with each a tunable phase and

amplitude. (b) Optimized depletion pulse with "d0 = 1:68", "d1 = 0:58", ’d0 = 1:005ı

rad, ’d1 = 0:007ı rad. (c) Averaged feedline transmission of the optimized depletion pulse.

The qubit is prepared in |0〉 (blue) and in |1〉 (red). (d) Optimal weight functions extracted

for the depletion pulse (purple) and as a reference, weight functions are shown for passive

depletion ("d0 = "d1 = 0 V). (d) Quantum efficiency extraction using 13 values of ". The

best-fit values give ”e = 0:167± 0:005.
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Figure 5.6: Photograph of cQED chip (identical design as the one used) and complete wiring

diagram of electronic components inside and outside the 3He/4He dilution refrigerator (Lei-

den Cryogenics CF-CS81). The test chip contains seven transmon qubits individually coupled

to dedicated microwave drive lines, flux bias lines and readout resonators. The three (four)

resonators on the left (right) side couple capacitively to the left (right) feedline traversing the

chip from top to bottom. All 18 connections are made from the back side of the chip and

reach the front through vertical coax lines [21]. Each vertical coax line consists of a central

through-silicon via (TSV) that carries the signal and seven surrounding TSVs acting as shield

connecting the front and back side ground planes. Other, individual TSVs interconnect front

side and back side ground planes to eliminate chip modes.
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Protecting quantum information from errors is essential for large-scale quantum computation.

Quantum error correction (QEC) encodes information in entangled states of many qubits, and

performs parity measurements to identify errors without destroying the encoded information.

However, traditional QEC cannot handle leakage from the qubit computational space. Leak-

age affects leading experimental platforms, based on trapped ions and superconducting cir-

cuits, which use effective qubits within many-level physical systems. We investigate how two-

transmon entangled states evolve under repeated parity measurements, and demonstrate

the use of hidden Markov models to detect leakage using only the record of parity measure-

ment outcomes required for QEC. We show the stabilization of Bell states over up to 26

parity measurements by mitigating leakage using postselection, and correcting qubit errors

using Pauli-frame transformations. Our leakage identification method is computationally effi-

cient and thus compatible with real-time leakage tracking and correction in larger quantum

processors.

This chapter has been published in Science Advances 6, 12 (2020).
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6 . P R O T E C T I N G Q U A N T U M E N TA N G L E M E N T F R O M L E A K A G E A N D Q U B I T

E R R O R S V I A R E P E T I T I V E PA R I T Y M E A S U R E M E N T S

6 . 1 Introduction

Large-scale quantum information processing hinges on overcoming errors from environmen-

tal noise and imperfect quantum operations. Fortunately, the theory of QEC predicts that

the coherence of single degrees of freedom (logical qubits) can be better preserved by

encoding them in ever-larger quantum systems (Hilbert spaces), provided the error rate of

the constituent elements lies below a fault-tolerance threshold [101]. Experimental platforms

based on trapped ions and superconducting circuits have achieved error rates in single-qubit

gates [30, 147, 148], two-qubit gates [30, 148, 149], and qubit measurements [33, 76, 113,

147] at or below the threshold for popular QEC schemes such as surface [18, 19] and color

codes [150]. They therefore seem well poised for the experimental pursuit of quantum fault

tolerance. However, a central assumption of textbook QEC, that error processes can be dis-

cretized into bit flips (X), phase flips (Z) or their combination (Y = iXZ) only, is difficult

to satisfy experimentally. This is due to the prevalent use of many-level systems as effec-

tive qubits, such as hyperfine levels in ions and weakly anharmonic transmons in supercon-

ducting circuits, making leakage from the two-dimensional computational space of effective

qubits a threatening error source. In quantum dots and trapped ions, leakage events can be

as frequent as qubit errors [151, 152]. However, even when leakage is less frequent than

qubit errors as in superconducting circuits [30, 149], if ignored, leakage can produce the

dominant damage to encoded logical information. To address this, theoretical studies pro-

pose techniques to reduce the effect of leakage by periodically moving logical information,

and removing leakage when qubits are free of logical information [153–156]. Alternatively,

more hardware-specific solutions have been proposed for trapped ions [157] and quantum

dots [158]. In superconducting circuits, recent experiments have demonstrated single- and

multi-round parity measurements to correct qubit errors with up to 9 physical qubits [34–

36, 62, 78, 145, 159–161]. Parallel approaches encoding information in the Hilbert space of

single resonators using cat [81] and binomial codes [162] used transmon-based photon-parity

checks to approach the break-even point for a quantum memory. However, no experiment has

demonstrated the ability to detect and mitigate leakage in a QEC context.

In this report, we experimentally investigate leakage detection and mitigation in a minimal

QEC system. Specifically, we protect an entangled state of two transmon data qubits (QDH

and QDL) from qubit errors and leakage during up to 26 rounds of parity measurements

via an ancilla transmon (QA). Performing these parity checks in the Z basis protects the

state from X errors, while interleaving checks in the Z and X bases protects it from general

qubit errors (X, Y and Z). Leakage manifests itself as a round-dependent degradation of

data-qubit correlations ideally stabilized by the parity checks: 〈Z⊗Z〉 in the first case and

〈X⊗X〉, 〈Y⊗Y 〉, and 〈Z⊗Z〉 in the second. We introduce hidden Markov models (HMMs)

to efficiently detect data-qubit and ancilla leakage, using only the string of parity outcomes,

demonstrating restoration of the relevant correlations. Although we use postselection here,

the low technical overhead of HMMs makes them ideal for real-time leakage correction in

larger QEC codes.
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6 . 2 Results

6 . 2 . 1 A mimimal QEC setup

Repetitive parity checks can produce and stabilize two-qubit entanglement. For example, per-

forming a Z⊗Z parity measurement (henceforth a ZZ check) on two data qubits prepared in

the unentangled state |++〉 = (|0〉+ |1〉)⊗ (|0〉+ |1〉)=2 will ideally project them to either of

the two (entangled) Bell states
˛̨
Φ+
¸

= (|00〉+ |11〉)=
√

2 or
˛̨
Ψ+
¸

= (|01〉+ |10〉)=
√

2,

as signaled by the ancilla measurement outcome MA. Further ZZ checks will ideally leave

the entangled state unchanged. However, qubit errors will alter the state in ways that may

or may not be detectable and/or correctable. For instance, a bit-flip (X) error on either data

qubit, which transforms
˛̨
Φ+
¸

into
˛̨
Ψ+
¸
, will be detected because X anti-commutes with

a ZZ check. The corruption can be corrected by applying a bit flip on either data qubit be-

cause this cancels the original error (X2 = I) or completes the operation X⊗X, of which˛̨
Φ+
¸

and
˛̨
Ψ+
¸

are both eigenstates. The correction can be applied in real time using

feedback [62, 78, 159, 163] or kept track of using Pauli frame updating (PFU) [35, 164].

We choose the latter, with PFU strategy "X on QDH". Phase-flip errors are not detectable

since Z on either data qubit commutes with a ZZ check. Such errors transform
˛̨
Φ+
¸

into˛̨
Φ−
¸

= (|00〉 − |11〉)=
√

2 and
˛̨
Ψ+
¸

into
˛̨
Ψ−
¸

= (|01〉 − |10〉)=
√

2. Finally, Y errors

produce the same signature as X errors. Our PFU strategy above converts them into Z er-

rors. Crucially, by interleaving checks of type ZZ and XX (measuring X⊗X), arbitrary qubit

errors can be detected and corrected. The ZZ check will signal either X or Y error, and the

XX check will signal Z or Y , providing a unique signature in combination.

6 . 2 . 2 Generating entanglement by measurement

Our parity check is an indirect quantum measurement involving coherent interactions of the

data qubits withQA and subsequentQA measurement [85] (Figure 6.1A). The coherent step

maps the data-qubit parity ontoQA in 120 ns using single-qubit (SQ) and two-qubit controlled-

phase (CZ) gates [149]. Gate characterizations Table 6.1 indicate state-of-the-art gate errors

eSQ = {0:08±0:02; 0:14±0:016; 0:21±0:06}% and eCZ = {1:4±0:6; 0:9±0:16}%
with leakage per CZ L1 = {0:27 ± 0:12; 0:15 ± 0:07}%. We measure QA with a 620-ns

pulse including photon depletion [91, 113], achieving an assignment error ea = 1:0± 0:1%.

We avoid data-qubit dephasing during the QA measurement by coupling each qubit to a

dedicated readout resonator and a dedicated Purcell filter [76] (Figure 6.5). The parity check

has a cycle time of 740 ns, corresponding to only 2:5 ± 0:2% and 5:0 ± 0:3% of the data-

qubit echo dephasing times Table 6.1.

The parity measurement performance can be quantified by correlating its outcome with

input and output states. We first quantify the ability to distinguish even- (|00〉 ; |11〉) from

odd-parity (|01〉 ; |10〉) data-qubit input states, finding an average parity assignment error

ea;ZZ = 5:1 ± 0:2%. Second, we assess the ability to project onto the Bell states by per-

forming a ZZ check on |++〉 and reconstructing the most-likely physical data-qubit output den-

sity matrix , conditioning on MA = ±1. When tomographic measurements are performed
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simultaneously with the QA measurement, we find Bell-state fidelities F|Φ+〉|MA=+1 =

〈Φ+|MA=+1

˛̨
Φ+
¸

= 94:7 ± 1:9% and F|Ψ+〉|MA=−1 = 94:5 ± 2:5% (Figure 6.1, C

and D). We connect
˛̨
Ψ+
¸

to
˛̨
Φ+
¸

by incorporating the PFU into the tomographic analysis,

obtaining F|Φ+〉 = 94:6 ± 0:9% without any postselection (Figure 6.1E). The nondemo-

lition character of the ZZ check is then validated by performing tomography only once the

QA measurement completes. We include an echo pulse on both data qubits during the QA

measurement to reduce intrinsic decoherence and negate residual coupling between data

qubits and QA (Figure 6.7). The degradation to F|Φ+〉 = 91:8 ± 0:5% is consistent with

intrinsic data-qubit decoherence under echo and confirms that measurement-induced errors

are minimal.
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Figure 6.1: Entanglement genesis by ZZ parity measurement and Pauli frame update.

(A) Quantum circuit for a parity measurement of the data qubits via coherent operations with

ancilla QA and QA measurement. Tomography reconstructs the data-qubit output density

matrix (). Echo pulses (orange) are applied halfway the QA measurement when perform-

ing tomography sequential to the QA measurement. (B) Bloch-sphere representation of the

even-parity subspace with a marker on
˛̨
Φ+
¸
. (C to F) Plots of  with fidelity to the Bell states

(indicated by frames) for tomography simultaneous with QA measurement (C to E) and se-

quential to QA measurement (F). (C)[(D)] Conditioning on MA = +1[−1] ideally generates˛̨
Φ+
¸

[
˛̨
Ψ+
¸
] with equal probability P . (E)[(F)] PFU applies bit-flip correction (X on QDH)

for MA = −1 and reconstructs  using all data for simultaneous [sequential] tomography.

6 . 2 . 3 Protecting entanglement from bit flips and the observation of leakage

QEC stipulates repeated parity measurements on entangled states. We therefore study the

evolution of F|Φ+〉 = (1 + 〈X⊗X〉−〈Y⊗Y 〉+ 〈Z⊗Z〉)=4 and its constituent correlations

as a function of the number M of checks (Figure 6.2A). When performing PFU using the
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first ZZ outcome only (ignoring subsequent outcomes), we observe that F|Φ+〉 witnesses

entanglement (> 0:5) during 10 rounds and approaches randomization (0:25) by M = 25

(Figure 6.2B). The constituent correlations also decay with simple exponential forms. A best

fit of the form 〈Z⊗Z〉[M] = a · e−M=flZZ + b gives a decay time flZZ = 9:0 ± 0:9

rounds; similarly, we extract flXX = 11:7±1:0 rounds (Figure 6.2, C and D). By comparison,

we observe that Bell states evolving under dynamical decoupling only (no ZZ checks, see

Figure 6.8) decay similarly (flZZ = 8:6±0:3, flXX = 12:8±0:4 rounds). These similarities

indicate that intrinsic data-qubit decoherence is also the dominant error source in this multi-

round protocol.

To demonstrate the ability to detect X and Y but not Z errors, we condition the tomog-

raphy on signaling no errors during M rounds. This boosts 〈Z⊗Z〉 to a constant, while the

undetectability of Z errors only allows slowing the decay of 〈X⊗X〉 to flXX = 33:2 ±
1:7 rounds (and of 〈Y⊗Y 〉 to flYY = 31:3± 1:9 rounds). Naturally, this conditioning comes

at the cost of the postselected fraction fpost reducing with M (Figure 6.9).

Moving from error detection to correction, we consider the protection of
˛̨
Φ+
¸

by track-

ing X errors and applying corrections in post-processing. The correction relies on the final

two MA only, concluding even parity for equal measurement outcomes and odd parity for

unequal. For this small-scale experiment, this strategy is equivalent to a decoder based on

minimum-weight perfect matching (MWPM) [19, 38], justifying its use. Because our PFU strat-

egy converts Y errors into Z errors, one expects a faster decay of 〈X⊗X〉 compared to the

no-error conditioning; indeed, we observe flXX = 11:8± 1:0 rounds. Most importantly, cor-

rection should lead to a constant 〈Z⊗Z〉. While 〈Z⊗Z〉 is clearly boosted, a weak decay to

a steady state 〈Z⊗Z〉 = 0:73± 0:03 is also evident (Figure 6.2D). As previously observed

in Ref. [163], this degradation is the hallmark of leakage [see also [35, 159]]. We additionally

compare the experimental results to simulations using a model that assumes ideal two-level

systems [38] (no leakage) based on independently calibrated parameters of Table 6.1 (Fig-

ure 6.12 A to D). At M = 1 model and experiment coincide for all correction strategies. At

larger M ‘first’ and ‘final’ correction strategies deviate significantly, consistent with a gradual

build-up of leakage, which we now turn our focus to.

6 . 2 . 4 Leakage detection using hidden Markov models

Both ancilla and data-qubit leakage in our experiment can be inferred from a string ~MA =

(MA[m = 0]; : : : ;MA[m = M]) of measurement outcomes. Leakage of QA to the sec-

ond excited transmon state |2〉 produces MA = −1 because measurement does not dis-

cern it from |1〉. This leads to the pattern ~MA = (: : : − 1;−1: : :) until QA seeps back

to |1〉 (coherently or by relaxation), as it is unaffected by subsequent ı=2 rotations (Fig-

ure 6.3C). Leakage of a data qubit (Figure 6.3B) leads to apparent repeated errors [sig-

naled by ~MA = (: : : + 1;+1;−1;−1: : :)], as the echo pulses only act on the unleaked

qubit. This is equivalent to a pattern of repeated error signals in the data-qubit syndrome

sD[m] := MA[m] ·MA[m − 2] — sD = (: : :;−1;−1;−1; : : :). (We call sD[m] = −1 an
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QDL

QA

QDH
ZZ

A

Figure 6.2: Protecting entanglement from bit flips with repeated ZZ checks. (A) The quantum

circuit of Figure 6.1A extended withM rounds of repeated ZZ checks. (B) Fidelity to
˛̨
Φ+
¸

as

a function of M. ‘No error’ postselects the runs in which no bit flip is detected. ‘Final’ applies

PFU based on the last two outcomes (equivalent to minimum-weight perfect matching). ‘First’

uses the first parity outcome only. ‘Idling DD’ are Bell states evolving under dynamical decou-

pling only (quantum circuit in Figure 6.8). (C) Corresponding 〈X⊗X〉. ‘final’ coincides with

‘first’. (D) Corresponding 〈Z⊗Z〉. The weak degradation observed for ‘final’ is the hallmark

of leakage. Curves in (B to D) are best fits of a simple exponential decay.

error signal as in the absence of noise sD[m] = +1, while the measurements MA[m] will

still depend on the ZZ parity.)

Neither of the above patterns is entirely unique to leakage; each may also be produced by

some combination of qubit errors. Therefore, we cannot unambiguously diagnose an individ-

ual experimental run of corruption by leakage. However, given a set of ancilla measurements

MA[0]; : : : ;MA[m], the likelihood Lcomp;Q( ~MA) that qubit Q is in the computational sub-

space during the final parity checks is well-defined. In this work, we infer Lcomp;Q( ~MA)

by using a hidden Markov model (HMM) [165], which treats the system as leaking out of

and seeping back to the computational subspace in a stochastic fashion between each mea-
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surement round (a leakage HMM in its simplest form is shown in Figure 6.3A, and further

described in Sections 6.5.1 to 6.5.3). This may be extended to scalable leakage detection

(for the purposes of leakage mitigation) in a larger QEC code, by using a separate HMM for

each data qubit and ancilla. To improve the validity of the HMMs, we extend their internal

states to allow the modeling of additional noise processes in the experiments (detailed in

Sections 6.5.4 and 6.5.5).

Before assessing the ability of our HMMs to improve fidelity in a leakage mitigation

scheme, we first validate and benchmark them internally. A common method to validate

the HMM’s ability to model the experiment is to compare statistics of the experimentally-

generated data to a simulated data set generated by the model itself. As we are concerned

only with the ability of the HMM to discriminate leakage, Lcomp;Q( ~MA) provides a natural

metric for comparison. In Figure 6.3, D and E, we overlay histograms of 105 experimen-

tal and simulated experiments, binned according to Lcomp;Q( ~MA), and observe excellent

agreement. To further validate our model, we calculate the Akaike information criterion [166]:

A(H) = 2np;H − 2 log

»
max
pi

L({~o}|H{pi})
–
; (6.1)

where L(~o|M) is the likelihood of making the set of observations {~o} given model H (maxi-

mized over all parameters pi in the model, as listed in Table 6.2.), and np;M is the number of

parameters pi . The number A(H) is rather meaningless by itself; we require a comparison

model H(comp) for reference. Our model is preferred over the comparison model whenever

A(H) > A(H(comp)). For comparison, we take the target HMM H, remove all parameters

describing leakage, and re-optimize. We find the differenceA(H)−A(H(comp)) = 1:1×105

for the data-qubit HMM, and 2:1× 104 for the ancilla HMM, giving significant preference for

the inclusion of leakage in both cases. [The added internal states beyond the simple two-

state HMMs clearly improves the overlap in histograms, Figure 6.14, A and B. The added

complexity is further justified by the Akaike information criterion , see Section 6.5.6].

The above validation suggests that we may assume that the ratio of actual leakage events

at a given Lcomp;Q is well approximated by Lcomp;Q itself (which is true for the simulated

data). Under this assumption, we expose the HMMs discrimination ability by plotting its re-

ceiver operating characteristic [167] (ROC). The ROC (Figure 6.3F) is a parametric plot

(sweeping a threshold Lth
comp;Q) of the true positive rate TPR (the fraction of leaked runs

correctly identified) versus the false positive rate FPR (the fraction of unleaked runs wrongly

identified). Random rejection follows the line y = x ; the better the detection the greater

upward shift. Both ROCs indicate that most of the leakage (TPR = 0:7) can be efficiently

removed with FPR ∼ 0:1. Individual mappings of TPR and FPR as a function of Lth
comp;Q

can be found in Figure 6.13, A and B. Further rejection is more costly, which we attribute to

these leakage events being shorter-lived. This is because the shorter a leakage event, the

more likely its signature is due to (a combination of) qubit errors. Fortunately, shorter leakage

events are also less damaging. For instance, a leaked data qubit that seeps back within the

same round may be indistinguishable from a relaxation event, but also has the same effect

on encoded logical information [154].
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We now verify and externally benchmark our HMMs by their ability to improve 〈Z⊗Z〉 by

rejecting data with a high probability of leakage. To do this, we set a threshold Lth
comp;Q, and

reject experimental runs whenever Lcomp;Q( ~MA) < Lth
comp;Q. For both HMMs we choose

Lth
comp;Q to achieve TPR = 0:7. With this choice, we observe a restoration of 〈Z⊗Z〉

to its first-round value across the entire curve (Figure 6.3G), mildly reducing fpost to 0:82

(averaged over M). This restoration from leakage is confirmed by the ‘final + HMM’ data

matching the no-leakage model results in Figure 6.12, A to D. As low Lcomp;Q( ~MA) is also

weakly correlated with qubit errors, the gain in 〈Z⊗Z〉 is partly due to false positives. Of the

∼ 0:13 increase atM = 25, we attribute 0:07 to actual leakage (estimated from the ROCs).

By comparison, the simple two-state HMM, leads to a lower improvement, whilst rejecting a

larger part of the data (Figure 6.14G), ultimately justifying the increased HMM complexity in

this particular experiment.

ancilla leakage

82% of the data

100% of the data

data-qubit leakage

Qubit
Unleaked

Qubit
Leaked

Leakage

Seepage

+1 -1

Hidden
Layer

MA

A

Figure 6.3: Leakage detection and mitigation during repeated ZZ checks using hidden

Markov models (HMMs). (A) Simplified HMM. In each round, a hidden state (leaked or un-

leaked) (top) is updated probabilistically (full arrows), and produces an observable MA (bot-

tom) with state-dependent probabilities (dashed arrows). After training, the HMM can be used

to assess the likelihood of states given a produced string ~MA of MA. (B) Example ~MA for

a data-qubit leakage event (yellow markers), showing the characteristic pattern of repeated

errors. (C) Example ~MA forQA leakage signalled by constantMA = −1. (D) Histograms of

105 ~MA with M = 25, obtained both experimentally, and simulated by the HMM optimized

to detect data-qubit leakage, binned according to the likelihood (Equation (6.2) and Sec-

tion 6.5.2) of the data qubits being unleaked (as assessed from the trained HMM). HMM

training suggests 5:6% total data-qubit leakage at M = 25 [calculated from Table 6.2 as

the steady-state fraction pleak=(pleak + pseep)]. (E) Corresponding histograms using the

HMM optimized for QA leakage. This HMM suggests 3:8% total QA leakage. (F) Receiver

operating characteristics for the trained HMMs. (G) 〈Z⊗Z〉 after M ZZ checks and correc-

tion based on the ‘final’ outcomes, without (same data as in Figure 6.2D) and with leakage

mitigation by postselection (TPR = 0:7).
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6 . 2 . 5 Protecting entanglement from general qubit errors and mitigation of leakage

We finally demonstrate leakage mitigation in the more interesting scenario where
˛̨
Φ+
¸

is

protected from general qubit error by interleaving ZZ and XX checks [78, 163]. ZZ may be

converted to XX by adding ı=2 y rotations on the data qubits simultaneous with those onQA.

This requires that we change the definition of the syndrome to sD[m] = MA[m] ·MA[m −
1] ·MA[m−2] ·MA[m−3], as we need to ‘undo’ the interleaving of the ZZ and XX checks

to detect errors. For an input state |+0〉 = (|0〉+ |1〉)=
√

2⊗|0〉, a first pair of checks ideally

projects the data qubits to one of the four Bell states with equal probability. Expanding the

PFU to X and/or Z on QDH we find F|Φ+〉 = 83:8 ± 0:8% (Figure 6.10). For subsequent

rounds, the ‘final’ strategy now relies on the final three MA. We observe a decay towards a

steady state F|Φ+〉 = 73:7±0:9% (Figure 6.4), consistent with previously observed leakage.

We battle this decay by adapting the HMMs (detailed in Sections 6.5.4 and 6.5.5). We find

an improved ROC for QA leakage (Figure 6.11). For data-qubit leakage however, the ROC

is degraded. This is to be expected — when one data qubit is leaked in this experiment, the

ancilla effectively performs interleaved Z and X measurements on the unleaked qubit. This

leads to a signal of random noise P (sD[m] = −1) = 0:5, which is less distinguishable from

unleaked experiments P (sD[m] = −1) ∼ 0 than the signal of a leaked data-qubit during the

〈Z⊗Z〉-only experiment P (sD[m] = −1) ∼ 1. Most importantly, thresholding to TPR =

0:7 restores 〈X⊗X〉 and 〈Z⊗Z〉, leading to an almost constant F|Φ+〉 = 82:8 ± 0:2%

with fpost = 0:81 (averaged over M), as expected from the no-leakage model results in

Figure 6.12, E to H. In this experiment, the simple two-state HMMs performs almost identically

compared to the complex HMM, achieving Bell-state fidelities within 2% whilst retaining the

same amount of data (Figure 6.14N).

6 . 3 Discussion

This HMM demonstration provides exciting prospects for leakage detection and correction.

In larger systems, independent HMMs can be dedicated to each qubit because leakage pro-

duces local error signals [155]. An HMM for an ancilla only needs its measurement outcomes

while a data-qubit HMM only needs the outcomes of the nearest-neighbor ancillas [details in

Section 6.5.7]. Therefore, the computational power grows linearly with the number of qubits,

making the HMMs a small overhead when running parallel to MWPM. HMM outputs could

be used as inputs to MWPM, allowing MWPM to dynamically adjust its weights. The outputs

could also be used to trigger leakage reduction units [153–156] or qubit resets [168].

In summary, we have performed the first experimental investigation of leakage detection

during repetitive parity checking, successfully protecting an entangled state from qubit errors

and leakage in a circuit quantum electrodynamics processor. Future work will extend this pro-

tection to logical qubits, e.g., the 17-qubit surface code [37, 38]. The low technical overhead

and scalability of HMMs is attractive for performing leakage detection and correction in real

time using the same parity outcomes as traditionally used to correct qubit errors only.
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A repeat
PFU

R!/2y tomo.
QDL
QA

QDH ZZ XX

Figure 6.4: Protecting entanglement from general qubit error and leakage. (A) Simplified

quantum circuit with preparation, repeated pairs of ZZ and XX checks, and data-qubit tomog-

raphy. (B) Fidelity to
˛̨
Φ+
¸

as a function ofM, extracted from the data-qubit tomography. ‘No

error’ postselects the runs in which no error is detected (postselected fraction in Figure 6.9).

‘Final’ applies PFU based on the last three outcomes (equivalent to mimimum-weight perfect

matching). ‘Final + HMM’ includes mitigation of leakage. ‘First’ uses only the first pair of parity

outcomes. (C and D) Corresponding 〈X⊗X〉 and 〈Z⊗Z〉. Curves in (B to D) are best fits of

a simple exponential decay.

6 . 4 Materials and methods

6 . 4 . 1 Device

Our quantum processor (Figure 6.5) follows a three-qubit-frequency extensible layout with

nearest-neighbor interactions that is designed for the surface code [21]. Our chip contains

low- and high-frequency data qubits (QDL and QDH), and an intermediate-frequency an-

cilla (QA). Single-qubit gates around axes in the equatorial plane of the Bloch sphere are
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performed via a dedicated microwave drive line for each qubit. Two-qubit interactions be-

tween nearest neighbors are mediated by a dedicated bus resonator (extensible to four per

qubit) and controlled by individual tuning of qubit transition frequencies via dedicated flux-bias

lines [25]. For measurement, each qubit is dispersively coupled to a dedicated readout res-

onator (RR) which is itself connected to a common feedline via a dedicated Purcell resonator

(PR). The RR-PR pairs allow frequency-multiplexed readout of selected qubits with negligible

backaction on untargeted qubits [76].

6 . 4 . 2 Setup

A full wiring diagram of the setup is provided in (Figure 6.6). All operations are controlled

by a fully digital device, the central controller (CC7), which takes as input a binary in an

executable quantum instruction set architecture [eQASM [169]], and outputs digital code-

word triggers based on the execution result of these instructions. These digital codeword

triggers are issued every 20 ns to arbitrary waveform generators (AWGs) for single-qubit

gates and two-qubit gates, a vector switch matrix (VSM) for single-qubit gate routing and a

readout module (AWG and acquisition) for frequency-multiplexed readout. Single-qubit gate

generation, readout pulse generation and readout signal integration are performed by single-

sideband mixing. The measurement signal is amplified with a JTWPA [138] at the front end

of the amplification chain. Following Ref. [170], we extract an overall measurement efficiency

” = 48 ± 1:0% by comparing the integrated signal-to-noise ratio of single-shot readout to

the integrated measurement-induced dephasing.

6 . 4 . 3 Cross-measurement-induced dephasing of data qubits

During ancilla measurement, data-qubit coherence is susceptible to intrinsic decoherence,

phase shifts via residual ZZ interactions and cross-measurement-induced dephasing [76, 85].

For the single-data-qubit subspace we investigate the different contributions experimentally

and assess the benefit of an echo pulse on the data qubits halfway through the ancilla mea-

surement. We study this by including the ancilla measurement (with amplitude ") in a Ramsey-

type sequence (Figure 6.7A). By varying the azimuthal phase of the second ı=2 pulse, we

obtain Ramsey fringes from which we extract the coherence |01| and phase arg (01). Sev-

eral features of these curves explain the need for the echo pulse on the data qubits. Firstly,

at " = 0, the echo pulse improves data-qubit coherence (for both ancilla states) by reducing

the effect of low-frequency noise (Figure 6.7, B and C). This is confirmed by individual Ram-

sey and echo experiments. Secondly, the echo pulse almost perfectly cancels ancilla-state

dependent phase shifts due to residual ZZ interactions (Figure 6.7, D and E). When gradu-

ally turning on the ancilla measurement towards the nominal value " = 1, we furthermore

observe that: thirdly, the echo pulse almost perfectly cancels the measurement-induced Stark

shift (Figure 6.7, D and E). When increasing the measurement amplitude beyond the opera-

tion amplitude (indicated by the vertical dashed lines), we see rapid non-Gaussian decay of

data-qubit coherence. We attribute this to measurement-induced relaxation of the ancilla: via
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the ZZ interaction, this can lead to probabilistic phase shifts on the data qubit. This effect is

stronger for QDL than for QDH due to its higher residual interaction with QA (Table 6.1).

Gate and Coherence Parameters QDL QA QDH

operating qubit frequency, !op=2ı (GHz) 5:02 5:79 6:88†

max. qubit frequency, !max=2ı (GHz) 5:02 5:79 6:91

anharmonicity, ¸=2ı (MHz) −306 −308 −331

coherence time (at !op=2ı), T echo
2 (—s) 29:6±2:7 21:7±1:4 14:7±0:9

relaxation time (at !op=2ı) T1 (—s) 25:3±1:2 17:0±0:6 25:6±1:2

Ramsey deph. time (at !op=2ı), T ∗2 (—s) 24:5±2:0 14:6±1:2 5:9±0:7

mean error / single-qubit gate††††, eSQ (%) 0:08±0:02 0:14±0:016 0:21±0:06

resonance exchange coupling, J1=2ı (MHz) 17:2 14.3

bus resonator frequency, ∼ !bus=2ı (GHz) 8:5 8:5

error per CZ†††††, eCZ (%) 1:4±0:6 0:9±0:16

leakage per CZ†††††, L1 (%) 0:27±0:12 0:15±0:07

ZZ coupling (at !op=2ı), “ZZ=2ı (MHz) 0:95 0:33

Measurement Parameters QDL QA QDH

readout pulse frequency, !ro=2ı (GHz) 7:225 7:420 7:838

readout resonator frequency, !ro=2ı (GHz) 7:275 7:385 7:867

Purcell resonator frequency, !ro=2ı (GHz) 7:260 7:405 7:872

qubit-RR coupling, g01;RR=2ı (MHz) 202 188 135

PF-RR coupling, JRR;PF=2ı (MHz) 48 30 38

dispersive shift qubit-RR, fflRR=ı (MHz) −2:5 −5:3 −2:8††

dispersive shift qubit-PF, fflPF=ı (MHz) −1:5 −4:7 −2:8††

critical photon number, ncrit 2.3 2.7 2:4

intra-resonator photon number RR, nRR 1:2

quantum efficiency, ” (%) 48±1:0

Average assignment error, ea (%) 9:0††† 1:0±0:1 16†††

Measurement integration time, fiint (ns) 600 600 600

Table 6.1: Measured parameters of the three-transmon device. † QDH is operated 30 MHz

below its maximum frequency to avoid spurious interaction with a spurious two-level system.
†† The Purcell mode and readout resonator mode of QDH have near-perfect hybridization

(with qubit at !op=2ı), making them indistinguishable. ††† Single-shot readout on the data

qubits was not optimized. †††† Single-qubit gates are characterized using Clifford randomized

benchmarking [171] ††††† Two-qubit gates are characterized using interleaved RB [30, 171]

with a leakage-extraction modification [149].
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Figure 6.5: False-colored photograph (a) and simplified circuit diagram (b) of the quantum

processor with corresponding colors.
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Figure 6.6: Complete wiring diagram of electronic components inside and outside the
3He/4He dilution refrigerator (Leiden Cryogenics CF-CS81).
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Figure 6.7: Study of data-qubit coherence and phase accrual during ancilla measurement.

(A) Quantum circuit to extract data-qubit coherence and phase with or without echo pulse

(orange) and with or without excitation in the ancilla. (B and C) Data-qubit coherence as

a function of ancilla measurement amplitude. (D and E) Data-qubit phase as a function of

ancilla measurement amplitude.

6 . 4 . 4 Uncertainty calculations

All quoted uncertainties are an estimation of standard error of the mean (SEM). SEMs for

the independent device characterizations (Section 6.2.2, Table 6.2) are either obtained from

at least three individually fitted repeated experiments (T echo
2 , T1, T ∗2 , ”, ea, ea;ZZ) or in the

case that the quantitiy is only measured once (eSQ, eCZ, L1), the SEM is estimated from

least-squares fitting by the LmFit fitting module using the covariance matrix [172].

SEMs in the first-round Bell-state fidelities (Figures 6.1 and 6.10, Sections 6.2.2 and 6.2.5)

are obtained through bootstrapping. For bootstrapping, a data-set (in total 4096 runs with

each 36 tomographic elements and 28 calibration points) is subdivided into four subsets and

tomography is performed on each of these subsets individually. As verification, subdivision

was performed with eight subsets leading to similar SEMs.

SEMs in the multi-round experiment parameters (steady-state fidelities, decay constants)

are also estimated from least-squares fitting by the LmFit fitting module using the covariance

matrix [172] (Sections 6.2.3 to 6.2.5).
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6 . 5 Models

6 . 5 . 1 Hidden Markov models

HMMs provide an efficient tool for indirect inference of the state of a system given a set of

output data [165]. A hidden Markov model describes a time-dependent system as evolving

between a set ofNh hidden states {h} and returning one ofNo outputs {o} at each timestep

m. The evolution is stochastic: the system state H[m] of the system at timestep m depends

probabilistically on the stateH[m−1] at the previous timestep, with probabilities determined

by a Nh × Nh transition matrix A

Ah;h = P (H[m] = h | H[m − 1] = h′):

The user cannot directly observe the system state, and must infer it from the outputs O[m] ∈
{o} at each timestep m. This output is also stochastic: O[m] depends on H[m] as deter-

mined by a No × Nh output matrix B

Bo;h = P (O[m] = o | H[m] = h):

If the A and B matrices are known, along with the expected distribution ~ı(prior)[0] of the

system state over the Nh possibilities,

ı
(prior)
h [1] = P (H[1] = h);

one may simulate the experiment by generating data according to the above rules. Moreover,

given a vector ~o of observations, we may calculate the distribution ~ı[m] over the possible

states at a later time m,

ı
(post)
h [m] = P (H[m] = h|O[1] = o1; : : : ; O[m] = om);

by interleaving rounds of Markovian evolution,

ı
(prior)
h [m]

:= P (H[m] = n|O[1] = o1; : : : ; O[m − 1] = om−1)

=
X
h′
Ah;h′ı

(post)
h′ [m − 1];

and Bayesian update,

ı
(post)
h [m] =

Bom;h ı
(prior)
h [m]P

h′ Bom;h′ı
(prior)
h′ [m]

:

6 . 5 . 2 Hidden Markov models for QEC experiments

To maximize the discrimination ability of HMMs in the various settings studied in this work,

we choose different quantities to use for our output vectors ~o. In all experiments in this work,

the signature of a leaked ancilla is repeated MA[m] = −1, and so we choose ~o = ~MA.
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By contrast, the signature of leaked data qubits in both experiments may be seen as an

increased error rate in their corresponding syndromes ~sD, and we choose ~o = ~sD for the

corresponding HMMs.

One may predict the computational likelihood for data-qubit (D) leakage at timestepM in

the ZZ-check experiment given ~ı(M). In particular, once we have declared which states h

correspond to leakage, we may write

Lcomp;D =
X

h unleaked

ı
(post)
h [M]: (6.2)

However, in the repeated ZZ-check experiment, the ancilla (A) needs to be within the com-

putational subspace for two rounds to perform a correct parity measurement. Therefore, the

computational likelihood is slightly more complicated to calculate,

Lcomp;A[M] =

P
h;h′ unleaked Bom;h Ah;h′ı

(post)
h′ [M − 1]P

h;h′ Bom;hAh;h′ı
(post)
h′ [M − 1]

:

In the interleaved ZZ- and XX-check experiment, the situation is more complicated as we

require data from the final two parity checks to fully characterize the quantum state. This

implies that we need unleaked data qubits for the last two rounds and unleaked ancillas for

the last three. The likelihood of the latter may be calculated by similar means to the above.

6 . 5 . 3 Simplest models for leakage discrimination

One need not capture the full dynamics of the quantum system in a HMM to infer whether a

qubit is leaked. This is of critical importance if we wish to extend this method for the purposes

of leakage mitigation in a large QEC code [as we discuss in Section 6.5.7]. The simplest

possible HMM (Figure 6.3A) has two hidden states: H[m] = 1 if the qubit(s) in question are

within the computational subspace, andH[m] = 2 ifQA (or either data qubit) is leaked. (The

labels 1 and 2 are arbitrary here, and explicitly have no correlation with the qubit states |1〉
and |2〉.) Then, the 2× 2 transition matrix simply captures the leakage and seepage rates of

the system in question:

A =

 
1 0

0 1

!
+ pleak

 
−1 0

1 0

!

+pseep

 
0 1

0 −1

!
:

The 2× 2 output matrices then capture the different probabilities of seeing output O[m] = 0

or O[m] = 1 when the qubit(s) are leaked or unleaked:

B =

 
1 0

0 1

!
+ p0;1

 
−1 0

1 0

!
(6.3)

+p1;0

 
0 1

0 −1

!
: (6.4)
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When studying data-qubit leakage, p0;1 simply captures the rate of errors within the compu-

tational subspace. Then, in the repeared ZZ-check experiment, p1;0 captures events such

as ancilla or measurement errors that cancel the error signal of a leakage event. However, in

the interleaved ZZ and XX experiment, a leaked qubit causes the syndrome to be random,

so we expect p1;0 ∼ 0:5. When studying ancilla leakage, p1;0 is simply the probability of

|2〉 state being read out as |0〉, and is also expected to be close to 0. However, p0;1 ∼ 0:5,

as we do not reset QA or the logical state between rounds of measurement, and thus any

measurement in isolation is roughly equally-likely to be 0 or 1. In all situations, we assume

that the system begins in the computational subspace — ın(0) = ‹n;0. With this fixed, we

may choose the parameters pleak, pseep, p0;1 and p1;0 to maximize the likelihood L({~o}) of

observing the recorded experimental data {o}. (Note that L({~o}) is not the computational

likelihood Lcomp;Q.)

6 . 5 . 4 Modeling additional noise

The simple model described above does not completely capture all of the details of the sta-

bilizer measurements ~MA. For example, the data-qubit HMM will overestimate the leakage

likelihood when an ancilla error occurs, as this gives a signal with a time correlation that

is unaccounted for. As the signature of a leakage event in a fully fault-tolerant code will be

large Section 6.5.7, we expect these details to not significantly hinder the simple HMM in a

large-scale QEC simulation. However, this lack of accuracy makes evaluating HMM perfor-

mance somewhat difficult, as internal metrics may not be so trustworthy. We also risk over-

estimating the HMM performance in our experiment, as our only external metrics for success

(e.g., fidelity) do just as poorly when errors occur near the end of the experiment as they do

when leakage occurs. Therefore, we extend the set of hidden states in the HMMs to account

for ancilla and measurement errors, and to allow the ancilla HMM to keep track of the sta-

bilizer state. To attach physical relevance to the states in our Markovian model, and to limit

ourselves to the noise processes that we expect to be present in the system, we generalize

Equations (6.3) and (6.4) to a linearly-parametrized model,

A = A0 +
X
err

perrD
(A)
err ; B = B0 +

X
err

perrD
(B)
err :

Here, we choose the matrices D
(A)
i and D

(B)
i such that the error rates p

(A)
i ; p

(B)
i corre-

spond to known physical processes. (We add the superscripts (A) and (B) here to the D

matrices to emphasize that each error channel only appears in one of the two above equa-

tions.)

The error generators D(A), D(B) may be identified as derivatives of A with respect to

these error rates:

D
(A)
i =

@A

@p
(A)
i

; D
(B)
i =

@B

@p
(B)
i

:

This may be extended to calculate derivatives of the likelihood L({~o}) (or more practically,

the log-likelihood) with respect to the various parameters pi . This allows us to obtain the max-

imum likelihood model within our parametrization via gradient descent methods (in particular
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the Newton-CG method), instead of resorting to more complicated optimization algorithms

such as the Baum-Welch algorithm [165]. All models were averaged over between 10 and

20 optimizations using the Newton-CG method in scipy [104], calculating likelihoods, gradi-

ents and Hessians over 10; 000-20; 000 experiments per iteration, and rejecting any failed

optimizations. As the signal of ancilla leakage is identical to the signal for even ZZ and XX

parities with ancilla in |1〉 and no errors, we find that the optimization is unable to accurately

estimate the ancilla leakage rate, and so we fix this in accordance with independent calibra-

tion to 0:0040/round using averaged homodyne detection of |2〉 (making use of a slightly

different homodyne voltage for |1〉 and |2〉).

6 . 5 . 5 Hidden Markov models used in Figures 6.2 and 6.4

Different Markov models (with independently optimized parameters) were used to optimize

ancilla and data-qubit leakage estimation for both the ZZ experiment and the experiment

interleaving ZZ and XX checks. This lead to a total of four HMMs, which we label HZZ-D,

HZZ-A, HZZ;XX-D and HZZ;XX-A. A complete list of parameter values used in each HMM

is given in Table 6.2. We now describe the features captured by each HMM. As we show in

Section 6.5.6, these additional features are not needed to increase the error mitigation per-

formance of the HMMs, but rather to ensure their closeness to the experiment and increase

trust in their internal metrics.

To go beyond the simple HMM in the ZZ-check experiment when modeling data-qubit

leakage (HZZ-D), we need to include additional states to account for the correlated signals

of ancilla and readout error. If we assume data-qubit errors (that remain within the logical

subspace) are uncorrelated in time, they are already well-captured in the simple model. This

is because any single error on a data qubit may be decomposed into a combination of Z

errors (which commute with the measurement and thus are not detected) andX errors (which

anti-commute with the measurement and thus produce a single error signal sD[m] = 1), and

is thus captured by the p0;1 parameter. When one of the data qubits is leaked, uncorrelatedX

errors on the other data qubit cancel the constant sD[m] = −1 signal for a single round, and

are thus captured by the p1;0 parameter. However, errors on the ancilla, and readout errors,

give error signals that are correlated in time (separated by 1 or 2 timesteps, respectively).

This may be accounted for by including extra ‘ancilla error states’. These may be most easily

labeled by making the h labels a tuple h = (h0; h1), where h0 keeps track of whether or

not the qubit is leaked, and h1 = 1; 2; 3 keeps track of whether or not a correlated error has

occurred. In particular, we encode the future syndrome for 2 cycles in the absence of error

on h1, allowing us to account for any correlations up to 2 rounds in the future. This extends

the model to a total of 4 × 2 = 8 states. The transition and output matrices in the absence

of error for the unleaked h0 = 0 states may then be written in a compact form (noting that

leakage errors cancel out with correlated ancilla and readout errors to give sD[m] = +1),

[A0](h0;h1==2);(h0;h1) = 1; [B0]−1h0+h1 ;(h0;h1)
= 1; (6.5)

where the double slash == refers to integer division.
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Let us briefly demonstrate how the above works for ancilla error in the system. Suppose

the system was in the state h = (0; 3) at time m. It would output MA[m] = −1, and

then evolve to h = (0; 3==2) = (0; 1) at time m + 1 (in the absence of additional error).

Then, it would output a second error signal [MA[m + 1] = −1] and finally decay back to

the h = (0; 1==2) = (0; 0) state. This gives the HMM the ability to model ancilla error as

an evolution from h = (0; 0) to h(0; 3). Formally, we assign the matrix D
(A)
ancilla to this error

process, and following this argument we have

[D
(A)
ancilla ](0;0);(0;0) = −1; [D

(A)
ancilla ](0;3);(0;0) = 1:

The corresponding error rate pancilla is then an additional free parameter to be optimized

to maximize the likelihood. To finish the characterization of this error channel, we need to

consider the effect of ancilla error in states other than h = (0; 0). Two ancilla errors in the

same timestep cancel, but two ancilla errors in subsequent timesteps will cause the signature

sD = : : : ;−1;+1;−1; : : :. This may be captured by an evolution from h = (0; 2) to

h = (0; 3) [instead of h = (0; 1)], which implies we should set

[D
(A)
ancilla ](0;1);(0;3) = −1; [D

(A)
ancilla ](0;2);(0;3) = 1:

(Note that A0 already captures a decay from h = (0; 2)→ (0; 1)→ (0; 0), which will give

the desired signal.) We note that this also matches the signature of readout error, which can

then be captured by a separate error channel D
(A)
readout which increases this correlation

[D
(A)
readout ](0;1);(0;2) = −1; [D

(A)
readout ](0;3);(0;2) = 1:

One can then check that ancilla errors in h = (0; 3) should cause the system to remain

in h = (0; 3), and that ancilla or readout errors in h = (0; 1) should evolve the system to

h = (0; 2). We note that this model cannot account for the sD = : : :− 1;+1;+1;+1;−1

signature of readout error at time m and m + 2, but adjusting the model to include this has

negligible effect.

Ancilla error in the ZZ-check experiment when the data qubits are leaked has the same

correlated behavior as when they are not, but may occur at a different rate. This requires that

we define a new matrix D
(A)
ancilla;leaked by

[D
(A)
ancilla;leaked](1;j);(1;k) = [D

(A)
ancilla](0;j);(0;k);

with a separate error rate pancilla;leaked. As we do not expect the readout of the ancilla to be

significantly affected by whether the data qubit is leaked, we do not add an extra parameter

to account for this behavior, and instead simply set

[D
(A)
readout](1;j);(1;k) = [D

(A)
readout](0;j);(0;k):

We also assume that leakage pleak and seepage pseep rates are independent of these cor-

related errors (i.e., [D
(A)
leak](0;j);(0;k); [D

(A)
seep](1;j);(1;k)] ∈ {0;−1}). We then assume that

the first measurement made following a leakage/seepage event is just as likely to have an



6 . 5 . M O D E L S

6

89

additional error (corresponding to an evolution to (h0; 1)) or not (corresponding to an evolu-

tion to (h0; 0)). We finally account for data-qubit error in the output matrices in the same way

as in the simple model, but with different error rates pdata;leaked for the leaked states (1; h1)

and pdata for the unleaked states (0; h1).

There are a few key differences between the interleaved ZZ—XX and ZZ experiments

that need to be captured in the data-qubit HMM HZZ;XX − D. Firstly, as the syndrome is

now given by sD[m] = MA[m] ·MA[m−1] ·MA[m−2] ·MA[m−3], ancilla and classical

readout error can then generate a signal stretching up to 4 steps in time. This implies that we

require 24 possibilities for h1 to keep track of all correlations. However, as a leaked data qubit

makes ancilla output random in principle, we no longer need to keep track of the ancilla output

upon leakage. This implies that we can accurately model the experiment with 16 + 1 = 17

states, which we can label by h ∈ {2; (1; h1)}. The A0 and B0 matrices in the unleaked

states (1; h1) follow Equation (6.5), and we fix [A0]2;2 = 1 (as in the absence of pseep a

leaked state stays leaked). However, we allow for some bias in the leaked state error rate -

B−1;2 = pdata;leaked is not fixed to 0:5. (For example, this accounts for a measurement bias

towards a single state, which will reduce the error rate below 0:5.) The non-zero elements in

the matrices D
(A)
ancilla and D

(A)
readout may be written:

[D
(A)
ancilla](1;h1==2);(1;h1) =− 1;

[D
(A)
ancilla](1;h1==2⊕5) =1;

[D
(A)
readout](1;h1==2);(1;h1) =− 1;

[D
(A)
readout](1;h1==2⊕15) =1:

Here, a ⊕ b refers to addition of each binary digit of a and b modulo 2. We may use this

formalism to additionally keep track of Y data-qubit errors, which show up as correlated errors

on subsequent XX and ZZ stabilizer checks, by introducing a new error channel

[D
(A)
data;Y](1;h1==2);(1;h1) = −1; [D

(A)
data;Y](1;h1==2⊕3) = 1;

with a corresponding error rate pdata;Y. As before, we assume that leakage occurs at a rate

pleak independently of h1, and that seepage takes the system either to the state with either

no error signal h = (1; 0) or one error signal h = (0; 1) with a rate pseep.

As the output used for the HZZ − A HMM is the pure measurement outcomes MA, the

dominant signal that must be accounted for is that of the stabilizer ZZ itself. This either causes

a constant signalMA[m] = MA[m−1] or a constant flipping signalMA[m] = −MA[m−1].

This cannot be accounted for in the simple HMM, as it cannot contain any history in a single

unleaked state. To deal with this, we extend the set of states in theHZZ−A HMM to include

both an estimate of the ancilla state a ∈ {0; 1; 2} at the point of measurement, and the

stabilizer state s ∈ {0; 1}, and label the states by the tuple (a; s). The ancilla state then

immediately defines the device output in the absence of any error:

[B0]1;(0;s) = [B0]−1;(1;s) = [B0]−1;(2;s) = 1;
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while the stabilizer state defines the transitions in the absence of any error or leakage:

[A0](a+s mod 2;s)(a;s) = 1 if a < 2; [A0](2;s);(2;s) = 1:

The only thing that affects the output matrices is readout error:

[D
(B)
readout]1;(0;s)

= [D
(B)
readout]−1;(1;s) = [D

(B)
readout]−1;(2;s) = −1;

[D
(B)
readout]−1;(0;s)

= [D
(B)
readout]1;(1;s) = [D

(B)
readout]1;(2;s) = 1:

Data-qubit errors flip the stabilizer with probability pdata:

[D
(A)
data](a;s);(a′;s) =− [A0](a;s);(a′;s);

[D
(A)
data](a;s);(a′;1−s) =[A0](a;s);(a′;s):

Ancilla errors flip the ancilla with probability pancilla, but these are dominated by T1 decay,

and so are highly asymmetric. To account for this, we used different error rates panc;a;a′ for

the four possible combinations of ancilla measurement at time m − 1 and expected ancilla

measurement at time m:

[D
(A)
anc;a;a′ ](a;s)(a′;s) = −[A0](a;s);(a′;s);

[D
(A)
anc;a;a′ ](a+1 mod 2;s)(a′;s) = −[A0](a;s);(a′;s):

(Note that this asymmetry could not be accounted for in the data-qubit HMM as the state of the

ancilla was not contained within the output vector.) As with the data-qubit HMMs, we assume

that ancilla leakage is HMM-state independent, as it is dominated by CZ gates during the time

that the ancilla is either in |+〉 or |−〉. We also assume that leakage (with rate pleak) and

seepage (with rate pseep) have equal chances to flip the stabilizer state, as ancilla leakage

has a good chance to cause additional error on the data qubits.

The ancilla-qubit HMMs need little adjustment between the ZZ-check experiment and the

experiment interleaving ZZ and XX checks. TheHZZ;XX-A HMM behaves almost identically

to the HZZ-A HMM, but we include in the state information on the XX stabilizer as well as

the ZZ stabilizer. This leaves the states indexed as (a; s1; s2). The HMM needs to also keep

track of which stabilizer is being measured. This may be achieved by shuffling the stabilizer

labels at each timestep: for a = 0; 1, we set

[A0](a+s1 mod 2;s2;s1)(a;s1;s2) = 1:

Other than this, the HMM follows the same equations as above (with the additional index

added as expected.)
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Error type HZZA HZZD HZZ;XXA HZZ;XXD

leakage [pleak] 0:0040∗ 0.0064 0:0040∗ 0.0064

seepage [pseep] 0.101 0.108 0.101 0.103

data-qubit error [pdata] 0.042 0.050 0.045 0.030

during leakage [pdata;leaked] - 0.155 - 0.489

Y error (additional) [pdata;Y ] - - - 0.014

readout error [preadout] 0.011 0.004 0.027 0.014

ancilla error [pancilla] 0.028 0.030 - 0.029

(MA[m − 1] = 1, MA[m] = 1) [panc;0;0] - - 0.001 -

(MA[m − 1] = 1, MA[m] = −1) [panc;0;1] - - 0.021 -

(MA[m − 1] = −1, MA[m] = 1) [panc;1;0] - - 0.044 -

(MA[m − 1] = −1, MA[m] = −1) [panc;1;1] - - 0.058 -

during leakage [pancilla;leaked] - 0.113 - -

Table 6.2: Values of error rates used in the various HMMs in this work. All values are obtained

by optimizing the likelihood of observing the given syndrome data except for the ancilla leak-

age rate (denoted ∗) which is directly obtained from the experiments (as noted in the text).

6 . 5 . 6 Performance of the simple hidden Markov model

In this section we detail the performance of the simple HMMs, as described in Figure 6.3A

and Section 6.5.3 of the main text. In Figure 6.14, A and B, we plot a histogram of the com-

putational likelihoods Lcomp;Q of 105 simulated and actual ZZ experiments as calculated

with the simple HMMs HZZ −D(simple) and HZZ − A(simple). This can be compared with

Figure 6.3, B and C, of the main text. We plot similar histograms for the interleaved ZZ—

XX experiment in Figure 6.14, H and I. We see reasonable agreement, but noticeably worse

agreement than that in the detailed model. This is underscored by the Akaike information cri-

terion (Equation (6.1) of the main text), which is significantly reduced compared to the more

detailed HMMs:

A(HZZ −D)− A(HZZ −D(simple))

= 4:5× 105

A(HZZ − A)− A(HZZ − A(simple))

= 5:9× 106

A(HZZ;XX −D)− A(HZZ;XX −D(simple))

= 1:5× 105

A(HZZ;XX − A)− A(HZZ;XX − A(simple))

= 1:6× 106:

Indeed, in all cases the Akaike information criterion for the simple HMM is lower than that

for the detailed HMM without leakage. This makes complete sense, as even though the sim-
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ple HMMs might capture leakage fairly well, the additional effects captured in the detailed

HMMs are far more dominant in the measurement signals than that of leakage. As such,

the internal metrics, such as the ROC curves (Figure 6.15) for the simplified model are sig-

nificantly less trustworthy than those of the detailed model. This exemplifies the need for

external HMM verification, as achieved in the main text by testing the HMM in a leakage miti-

gation scheme. We now repeat this verification procedure for the simple model. We see that

in the ZZ experiment the performance is significantly degraded; although the flat line in the

〈Z⊗Z〉 curve is restored after about 8 parity checks, it requires rejecting 47% of the data,

and is restored to a point ∼ 8% below the performance of the detailed HMM. By contrast,

the simple HMM performs almost identically to the complex HMM in the interleaved ZZ—XX

experiment, achieving Bell-state fidelities within 2% whilst retaining the same amount of data.

As the signal from a large-scale QEC code is more similar to the latter experiment than the

former (See Section 6.5.7), this strongly suggests that the detailed modeling used in this text

will not be needed in such experiments.

6 . 5 . 7 Hidden Markov models for large-scale QEC

The hidden Markov models used in this text provide an exciting prospect for the indirect

detection of leakage on both data qubits and ancillas in a QEC code. This is essential for

accurate decoding of stabilizer measurements made during QEC. Furthermore, this idea can

be combined with proposals for leakage reduction [153–156] to target such efforts, reducing

unnecessary overhead. As leakage does not spread in superconducting qubits (to lowest

order), and gives only local error signals [155], such a scheme would require a single HMM

per (data and ancilla) qubit. Each individual HMM needs only to process the local error syn-

drome, and as demonstrated in this work, completely independent HMMs may be used for

the detection of nearby data-qubit and ancilla leakage. This implies that the computational

overhead of leakage detection via HMMs in a larger QEC code will grow only linearly with

the system size. Previous leakage reduction units are designed to act as the identity on the

computational subspace (up to additional noise), so we do not require perfect discrimination

between leaked and computational states. However, optimizing this discrimination (and inves-

tigating threshold levels for the application of targeted leakage reduction) will boost the code

performance. Also, near-perfect discrimination could allow for the direct resetting of leaked

data qubits [168], which would completely destroy an error correcting code if not targeted.

On the other hand, for implementation on classical hardware within the sub-1 —s QEC cy-

cle time on superconducting qubits [38], one may wish to strip back some of the optimization

used in this work. The minimal HMM that could be used in QEC for detection has only two

states, leaked and unleaked (Figure 6.3A), and 2nA outputs, where nA is the number of neigh-

boring ancilla on which a signature of leakage is detected. (For the surface code, nA ≤ 4

in all situations.) Such a simple model cannot perfectly deal with correlated errors, such as

ancilla errors (which give multiple error signals separated in time). However, this should only

cause a slight reduction in the discrimination capability whenever such correlations remain
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local. If the loss in accuracy is acceptable, one may store only ı
(post)
0 , and update it following

a measurement MA[m] as

ı
(prior)
0 [m]

= (A0;0 − A0;1)ı
(post)
0 [m − 1] + A0;1;

ı
(post)
0 [m]

=
ı

(prior)
0 [m]BMA[m];0

BMA[m];1 + ı
(prior)
0 (BMA[m];0 − BMA[m];1)

;

which is trivial compared to the overhead for most QEC decoders.

A key question about the use of HMMs for leakage detection in future QEC experiments

is whether leakage in larger codes is reliably detectable. In previous theoretical work [173],

data-qubit leakage in repetition codes has been sometimes hidden, a phenomenon known

as ‘leakage paralysis’ or ‘silent stabilizer’ [174]. This effect occurs when the relative phase

’ accumulated between the |20〉 and |21〉 states during a CZ gate is a multiple of ı. In the

absence of additional error, an indirect measurement of the data qubit via an ancilla would

return a result ’ı mod 2. (By comparison, if ’ = ı=2, the ancilla would return measure-

ments of 0 or 1 at random.) This is then identical to the measurement of a data qubit in the

|’ı mod 2〉 state, and no discrimination between the two may be achieved. However, in an

N-qubit parity check S, the ancilla continues to accumulate phase from the other qubits, re-

ducing this to an N − 1-qubit effective parity check S′ (plus a well-defined, constant phase).

Such a parity check may no longer commute with other effective parity checks R′ that share

the leaked qubit, even though we would require [S;R] = 0 in stabilizer QEC. This is demon-

strated in our second experiment measuring both ZZ and XX parity checks; though these

commute when no data qubit is leaked, leakage reduces the checks to non-commuting Z

andX measurements (of the unleaked data qubit). (In the ZZ experiment, the leakage paral-

ysis was broken by the echo pulse on the data qubits, which flips the effective stabilizer of a

leaked qubit at each round.) The repeated measurement of these non-commuting operators

generates random results, similar to the case when ’ = ı=2. To the best of our knowledge,

in all fully fault-tolerant stabilizer QEC codes, the removal of a single data qubit breaks the

commutativity of at least two neighboring stabilizers. As such, data-qubit leakage will always

be detectable in QEC experiments with superconducting circuits.

Beyond the proof-of-principle argument above, one might question whether the signal

of leakage is improved or reduced when going from our prototype experiment to a larger

QEC code, and when the underlying physical-qubit error rate is reduced. Fortunately, we can

expect an improvement in the HMM discrimination capability in both situations. To see this,

consider the example of a data qubit which is either leaked at round 1 with probability pleak or

never leaks. Let us further assume that in the absence of leakage, a number of neighboring

ancillas nA incur errors (where the parity check reports a flip) at a rate p, whereas in the

presence of leakage these ancillas incur errors at a rate 0:5. (For example, in the bulk of the



6

94
6 . P R O T E C T I N G Q U A N T U M E N TA N G L E M E N T F R O M L E A K A G E A N D Q U B I T

E R R O R S V I A R E P E T I T I V E PA R I T Y M E A S U R E M E N T S

surface code, nA = 4.) The computational likelihood at round m > 0 after seeing e errors

may be calculated as

Lcomp;Q[m] =
(1− pleak)pe(1− p)mnA−e

(1− pleak)pe(1− p)mnA−e + pleak(0:5)mnA
:

If the data qubit was leaked, e ∼ mnA=2, and the computational likelihood on average is

approximately

Lcomp[m] ∼ 1− pleak

pleak

 
pnA=2(1− p)nA=2

0:5nA

!m
;

which is of the form

Lcomp[m] =Ae−–m; A =
1− pleak

pleak
;

– = log
“

2nAp−
nA
2 (1− p)−

nA
2

”
:

We see that the signal of leakage (Lcomp[m] → 0) switches on exponentially in time, with

a rate proportional to log(p−nA=2). Any decrease in p (from better qubits) or increases in

nA (from additional ancillas surrounding the leaked qubit in a QEC code) will serve to in-

crease, and not decrease this rate. The exponential decay constant is inversely proportional

to the leakage rate (as this corresponds to an initial HMM skepticism towards unlikely leak-

age events). However, as the likelihood ’switch’ is exponential, a decrease in pleak by even

an order of magnitude should only increase the time before definite detection by a single step

or so. The above analysis is complicated in a real scenario, as single physical errors give cor-

related detection signals, and as leakage may occur at any time, and as leaked qubits may

seep. Correlations in the detection signals will serve to renormalize the switching time – (but

not remove the generic feature of exponential onset). Seepage causes individual leakage

events to be finite (with some average lifetime Tseep); an individual leakage event of length

� –−1 will not be detectable by the HMM. However, when the system returns to the com-

putational subspace in such a short period of time, the leakage event may be treated as a

‘regular’ error, and does not need complicated leakage-detection hardware for fault tolerance.

For example, a leakage event followed by immediate decay to |1〉 is indistinguishable from a

direct transition to |1〉 for all practical purposes in QEC.

6 . 6 Additional Figures
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Figure 6.8: Quantum circuit for Bell-state idling experiments under dynamical decoupling.

Figure 6.9: Postselected fractions for the ’no error’ conditioning in Figures 6.2 and 6.4.
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Figure 6.10: Generating entanglement by sequential ZZ and XX parity measurements and

PFU. (A) Simplified quantum circuit for preparation, ZZ and XX measurements, sequential

data-qubit state tomography and PFU. (B to E) Manhattan-style plots of the reconstructed

data-qubit density matrix conditioned on the ancilla measurement outcomes with occurrence

and fidelity to the four expected Bell states. (F) We use the two-bit outcome of the parity

checks to apply a PFU that transforms all runs ideally to
˛̨
Φ+
¸
. Frames on the tomograms

indicate the Bell states ideally produced.

Figure 6.11: Receiver operating characteristics (ROCs) for mitigation of data-qubit and ancilla

leakage during interleaved ZZ and XX checks. Data-qubit and ancilla leakage are each

discerned via a dedicated HMM (full curves). For comparison, the ROCs for the HMMs for

repeated ZZ checks only are also shown (dotted curves, same data as in Figure 6.3F).
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Figure 6.12: Comparison of experimental data and no-leakage modeling of the repeated par-

ity check experiments of Figures 6.2 and 6.4. Simulations use the independently measured

T echo
2 , T1, ea, eSQ, eCZ) of Table 6.1. This modeling uses two-level systems (no leakage)

following Ref. [38], which uses quantumsim [175]. As expected, the modeling is outperform-

ing the experiment for ‘first’ and ‘final’ correction strategies as the modeling does not include

leakage. It however shows an excellent matching for the ‘no error’ conditioning (which rejects

both qubit errors and leakage). The ‘final + HMM’ is excellently matching the ‘final’ modeling

curve, confirming the leakage detection capability of the HMMs.
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repeated ZZ checks interleaved ZZ and XX checks

Figure 6.13: Leakage mitigation for the repeated parity check experiments as a function of

the chosen threshold. (A) [(B)] TPR, FPR as a function of the chosen computational-space

likelihood threshold for the repeated parity check experiments of Figures 6.2 and 6.3 for data-

qubit leakage [ancilla leakage] atM = 25. (C) [(D)] The improvement in repeated ZZ checks

is expressed as the increase in 〈Z⊗Z〉 for data-qubit leakage [ancilla leakage]. Horizontal

dashed lines indicate the chosen threshold TPR = 0:7 (Figure 6.3, F and G) and vertical

dashed lines indicate the accompanying computational-space likelihoods. (E-H) Similar plots

for leakage rejection for interleaved ZZ and XX checks (Figure 6.4) atM = 26. The protocol

improvement is here expressed as an increase of F|Φ+〉.
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Figure 6.14: Leakage mitigation for the simple, two-state HMMs for repeated parity check

experiments as a function of the chosen threshold. (A) [(B)] Histograms of 105 ~MA with

M = 25 for repeated ZZ checks (as in Figure 6.3D [Figure 6.3E]). HMM training suggests

3:6% [20%] total data-qubit [ancilla] leakage at M = 25. (C) [(D)] TPR, FPR as a function

of the chosen computational-space likelihood threshold for the repeated parity check experi-

ments of Figure 6.2 for data-qubit leakage [ancilla leakage] atM = 25. (E) [(F)] The improve-

ment in repeated ZZ checks is expressed as the increase in 〈Z⊗Z〉 for data-qubit leakage

[ancilla leakage]. Horizontal dashed lines indicate the chosen threshold TPR = 0:7 and

vertical dashed lines indicate the accompanying computational-space likelihoods (as in Fig-

ure 6.13). (G) 〈Z⊗Z〉 afterM ZZ checks and correction based on the ‘final’ outcomes, with-

out (same data as in Figure 6.2D) and with leakage mitigation by postselection (TPR = 0:7).

(H-M) Similar plots for simple-HMM leakage rejection for interleaved ZZ and XX checks (Fig-

ure 6.4) atM = 26. (N) F|Φ+〉 afterM interleaved checks and correction based on the ‘final’

outcomes, without (same data as in Figure 6.4) and with leakage mitigation by postselection

(TPR = 0:7). The protocol improvement (L, M and N) is here expressed as an increase of

F|Φ+〉.
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ROCs for simple, two-state HMMs

Figure 6.15: Receiver operating characteristics (ROCs) for leakage mitigation as in Fig-

ure 6.11, but using simple two-state HMMs.
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Transmon qubits are promising building blocks for fault-tolerant quantum computers. The

work presented in this thesis advances these qubits towards this goal, mostly by focusing

on the ability to read out qubits in a fast, efficient and scalable manner. Ultimately, we imple-

mented an error correction scheme that not only detects arbitrary qubit errors but also de-

tects leakage from the qubit computational space. In this chapter, we summarize the results.

Then, the implications of these results for fault-tolerant quantum computing are investigated

by simulating a 17-qubit quantum processor with the performance of the three-qubit device

in Chapter 6.

1 0 1
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7 . 1 Summary

The work in this thesis realizes several contributions to fault-tolerant quantum computing with

superconducting circuits.

Important aspects of readout have been addressed by:

• speeding up readout by actively removing measurement photons after ancilla readout

to ready the ancilla for the following quantum error correction cycle,

• speeding up readout by using the qubit for the characterization and optimization of the

readout amplification chain,

• speeding up readout by the use of dedicated Purcell filters, while avoiding spurious

dephasing of untargeted qubits during measurement,

• using repetitive protocols for gate tuning, measurement benchmarking and parity-check

benchmarking,

This has allowed us to reach important milestones towards protecting logical information

in a fully fault-tolerant quantum computer:

• performing repeated parity measurements with a high fidelity and a short cycle time to

protect a state from arbitrary qubit errors (X, Y and Z),

• proposing and demonstrating the first protocol for the mitigation of leakage to non-

computational states during repetitive quantum error correction.

The above results show that an architecture has been put together and tested with all nec-

essary components for the preservation of logical information with larger numbers of qubits.

An important next milestone is to preserve a logical qubit in a distance-three layout (count-

ing the minimum number of single-qubit gates required for a logical operation), where logical

information is protected from a single arbitrary error in the lattice. A widely pursued imple-

mentation of this goal is the Surface-17 layout, with nine data qubits and eight ancillas [37].

7 . 2 The projected performance of Surface-17 [176, 177]

Over the course of this thesis, several Surface-17 devices have been characterized. How-

ever, the performance of these devices was not yet good enough to perform quantum error

correction. This was mainly caused by reduced coherence times and inaccuracy in frequency

targeting in these larger devices. At the time of writing, fortunately, these issues have been

largely resolved, with reported coherence times (T1, T echo
2 ) in the range 50 − 100 —s for

seven-qubit devices. Performing a quantum error correction experiment on these devices

however remains an outstanding challenge.

Towards the realization of Surface-17, detailed simulations have been performed to pre-

dict its performance. As input for these simulations, experimentally obtained parameters are

used such as single-qubit gate errors, two-qubit gate errors, measurement errors and qubit
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coherence times. A high level of detail is reached by modeling the processor using full-density-

matrix simulations [38]. These simulations indicate that with currently obtained errors and

coherence times of ∼ 30 —s, the logical qubit outperforms the constituent physical qubits,

i.e. its performance is beyond the memory break-even point. However, an important omission

in these simulations is the assumption of having perfect two-level systems, i.e. no leakage

to higher levels. The investigations in Chapter 6 have shown that, even if leakage errors are

small compared to other error sources, the leakage build-up over multiple QEC rounds, has a

significant effect on the overall performance. This strongly motivates the inclusion of leakage

into the error models.

Leakage has been included in the theoretical studies of Ref. [176]. As a first step, to test

against an experiment, the 3-qubit experimental results of Chapter 6 were reproduced. Next,

we assess the performance of a Surface-17 logical qubit (Figure 7.1) given the achieved

state-of-the-art parameters and compare the decay of logical information to the physical-

qubit T1 = Tffi=2 = 21 —s. With these parameters, the best possible decoder or ’upper

bound (UB)’ decoder, would perform close to the memory break-even point. A realistic and

often-used minimum-weight-perfect-matching (MWPM) [22] decoder would however fall sig-

nificantly below this threshold. Evidently, improved qubit coherence and/or the mitigation of

leakage are required to experimentally demonstrate the memory break-even point.

MWPM

(a)

(b)

Figure 7.1: Layout and simulated logical qubit performance in Surface-17, based on achieved

experimental parameters in Chapter 6. (a) Layout of a Surface-17 device with dedicated Pur-

cell filter resonators for each qubit. Image obtained from [77, 178]. (b) Simulation of the perfor-

mance of Surface-17, assuming the error model parameters fitting the Surface-3 experiment,

when decoding with a MWPM decoder (green) and the decoder upper bound (red). The de-

vice itself performs just below the break-even point, where it would outperform the constituent

physical qubits with an average decay rate T1 = Tffi=2 = 21 —s.

7 . 3 Leakage mitigation in Surface-17 [176, 177]

To improve the simulated performance, the leakage mitigation strategy with hidden Markov

models (HMMs) (introduced in Chapter 6), was extended for this larger experiment. There still
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is one HMM per qubit, but the data-qubit HMMs now have measurement result inputs from

up to four neighboring ancillas. These additional inputs significantly improve the detectability

of data-qubit leakage, compared to the single-ancilla results.

Most importantly, we analyze how HMM leakage mitigation improves the logical qubit

performance by sweeping the leakage-likelihood threshold (Figure 7.2). Without postselec-

tion, the logical qubit for the MWPM decoder outperforms the physical qubit (with T1 =

Tffi=2 = 30 —s). When sweeping the threshold, MWPM reaches the break-even point at

a post-selection fraction of ∼ 45%. This indicates that indeed, a logical qubit can be made

with currently achieved experimental performance, even when it suffers from leakage.

Figure 7.2: Simulated logical qubit performance in Surface-17 with leakage mitigation after

20 QEC rounds. Simulation of the performance of the UB decoder (red) and the MWPM

decoder (green) as indicated by the achieved logical fidelity in the final round as a function of

postselection of data-qubit leakage over a range of thresholds both utilizing the predictions

given by the HMMs. Physical qubits were simulated with T1 = Tffi=2 = 30 —s. Other

parameters are obtained from Chapter 6.

Leakage detection presents an important advance for quantum error correction. Leakage

mitigation by postselection presents the most straightforward way of handling the degrading

effects that leakage has on the performance of the logical qubit. However, postselection is

only viable for near-term experiments as the postselected fraction reduces linearly with the

number of qubits. As such, the integration of the HMM leakage detection with MWPM and

real-time correction schemes is an important task. This is difficult as both the decoder and the

HMM have to keep up with the experimental cycle time of∼ 500 ns. Fortunately for the HMM,

it has little complexity compared to the MWPM decoder itself, making it a small overhead.
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