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Abstract
Multi-core processing platforms are one of the major steps forward in offering

high-performance computing platforms. The idea is to increase the performance

by employing more processing elements to perform a job. However, this creates

a challenge for both hardware developers who build such systems and software

designers who program those platforms.

On the hardware side, we can mention the problems on the interconnects

management, memory hierarchies complexities and cache coherency problem.

While on the software side, problems mainly arise in resource management,

resource sharing and synchronization. One more fundamental problem on the

software side is the inability to program such platforms with the conventional

programming models. This is mainly because programming such platforms

requires in-depth knowledge of hardware design.

In this dissertation, we address the software side problems by proposing a com-

prehensive runtime system which is responsible to manage the system resources

and resolve all the conflicting issues when accessing computing resources. Fur-

thermore, the runtime system offers the application developers with APIs and

system primitives that abstract away the platform dependent details, and pro-

vides a consistent programming model. These primitives decouple the process

of software development from hardware design and results in the software to be

independent of the underlying hardware platform.

The proposed runtime system consists of a scheduler, a profiler, a transformer,

a JIT compiler and a kernel library. A detailed description of each component

is presented and the performance of the whole system as well as the imposed

overhead of the component is discussed.
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1
Introduction

In this dissertation, we propose a comprehensive runtime system that is inte-

grated in heterogeneous multi-core systems to resolve all the conflicting issues

between the applications running on them. Furthermore, this runtime system

provides application developers with APIs and system primitives that abstract

away platform-dependent details to offer a consistent programming model.

It decouples the process of software development from hardware design and

results in the software to be independent of the underlying hardware platform.

The runtime system consists of a scheduler, a profiler, a transformer, a JIT

compiler and a kernel library. The detailed description of each component is

presented and the performance of the whole system as well as the imposed

overhead by each component is discussed.

1.1 Problem Overview

Employing multiple processing elements on a single chip is now becoming a

trend in a wide range of computing platforms. These processing units can be

homogeneous or heterogeneous. It has been proved [1, 2] that this approach has

several benefits such as lowering the power consumption and improving the

performance.

1



2 CHAPTER 1. INTRODUCTION

It also seems to be a viable solution to keep the Moore’s law alive for a couple

of more years. The reason lies in the fact that increasing transistor densities with

high clock rates demands more power and as a consequent generates more heat,

which limits how fast the processor clock can go. As a result, manufacturers

try to increase the performance of computing systems by increasing number of

execution units on a single chip while keeping the clock fixed or even reducing

the clock frequency.

However, hosting multiple cores on a single chip instead of one core creates

some complexities at the hardware and the software design parts. On the

hardware side, we can mention problems with the interconnects, memory

hierarchies and cache coherency. While on the software side, problems mainly

arise in resource management, resource sharing and synchronization. These

problems are even worse when incorporating multiple heterogeneous cores.

In fact, these problems are forming a new fundamental issue which can be

named as programmability wall. This is due to the fact that programming these

platforms with all the mentioned problems is really a difficult task and requires

in-depth knowledge of the underlying software and hardware.

There are two main issues on the software side. First, how to divide a program

into several parts so that each part can be executed on a separate core. Second,

how to allocate these parts to different cores.

Even after solving these two issues, other problems may arise when multiple

applications are to be executed on the same platform. In such a scenario,

many competitions may exist between the applications. Therefore, the limited

system resources have to be shared in a fair and transparent manner between

the applications. It should be noted that most of these conflicts are only known

at runtime, which means that a design time resource manager can not deal with

these problems.

In our work, we target general purpose heterogeneous multi-core systems. This

is in line with the technology movements towards employing heterogeneous

processing elements in general purpose machines. In such systems, serving

multiple applications which are running concurrently on the same machine is
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an obvious requirement. To address this requirement, a runtime environment

is needed which is responsible to fully operate the system and address all

the conflicting issues between competing applications. Furthermore, the run-

time system has to offer the programmers with APIs and system primitives

which abstract away the platform dependent details and provides a consistent

programming model.

The proposed runtime system consists of a scheduler, a profiler, a transformer,

a JIT compiler and a kernel library. The scheduler has to decide when and

where a specific task has to be executed. It has to deal with conflicting objective

such as performance, power consumption or cost. In our work, the scheduler,

does not change the order of the tasks execution within an application. It

only decides about the mapping. The runtime profiler analyses the code and

stores statistics about computational intensity and number of referrals as well

as the memory bandwidth being used of different parts of the code, the purpose

of which is to allow the runtime system to identify compute intensive parts,

which if implemented in hardware minimize the execution time of the running

applications. The transformer has to modify the binary by augmenting the calls

to the software version of the task with calls to the hardware implementation in

a specific core. Furthermore, the transformer has to safely resolve and transfer

the parameters required by the hardware implementation to a part of memory

which can be easily accessed by that core. After the results have been calculated,

the appropriate return values have to be safely sent back to the calling thread.

The JIT compiler is actually a binary to binary compiler and is responsible to

generate the binary for the target core from the available binary. Of course as

the JIT process might be costly and time consuming, we can use the help of a

library in which we keep the binaries of the tasks for different cores in order to

avoid JIT compilation.

It should be mentioned, that our system serves multiple applications. Each

application is composed of several tasks. Each task can be mapped to a certain

core, or it can be executed on the general purpose processor. A certain task

might be used in more than one application. To simplify the design and to be in

line with the MOLEN programming paradigm, we assume that a task is in the
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form of a function in the program code. Therefore, each function in the code is

a task unless it is a very small function.

1.2 Dissertation Contribution

The main task of the runtime system is to decide where, when and how an

application or its constituent parts (i.e. tasks) should be executed. Therefore,

the runtime system has to first analyse the code and extract information about

the program execution. The program execution information includes among

other things the computation intensity and frequency of each part of the code.

Then, the runtime system has to decide which part of the code has to be executed

on which core to achieve the required performance.

As the platform may host heterogeneous processing elements, each core might

have a different binary standard and, therefore, the runtime system should be

able to submit the workload for each core based on the core’s binary stan-

dard. Considering the runtime decision making on the core allocation, this

implementation binding is not known until runtime. Therefore, programmers

need to express operations without knowing the actual implementation. In

other words, the runtime system has to abstract away a task call from its actual

implementation.

Based on the aforementioned criteria, the main contributions of this thesis can

be summarized as follows:

1. We introduce a comprehensive runtime system together with a detailed

discussion of its components and performance evaluation. We provide a

detailed overview of the system layers and show how each layer interacts

with the others. The most important layer is the virtualization layer which

consists of a scheduler, a profiler, a JIT compiler, a transformer and a

kernel library.

2. We define and implement a new task abstraction mechanism which ex-

tends the MOLEN programming paradigm. Using this mechanism, the
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task implementation is separated from the task call. We extend the model

in such a way that it is suitable for multitasking scenarios.

3. We present a detailed discussion of the scheduling requirements for

heterogeneous multi-core systems and present some scheduling policies

together with their performance evaluation. We introduce a number of

new scheduling algorithms. Our scheduling decision making is based on

the distance in the future and frequency in the future as well as expected

speedup. We also introduce the configuration call graph as a viable source

of information for the scheduler.

4. We employ fuzzy logic in the decision making process of the scheduler

for the systems with real-time constraints. We model the inputs of the

scheduler such as laxity and deadline as fuzzy variables and use a Sugeno

inference engine [3] to derive the scheduling priorities.

5. We present a novel runtime profiler whose task is to analyse the running

code and produce statistics about code execution such as the computation

intensity and frequency of the execution. This profiler has to run concur-

rently with other applications on the end user’s machine. Therefore, it

needs to have a low overhead. Our runtime profiler has an overhead of

less than 1.5%.

1.3 Dissertation Organization

This dissertation is organized as follows. Chapter 2 gives an overview on the

background information and the related work. This chapter starts by giving a

few examples of the target architectures. Next, we give a short summary of

the MOLEN and the MOLEN programming paradigm as well as the MOLEN

design tool chain. Then, we briefly describe some of the similar approaches

toward runtime support for heterogeneous multi-core systems, which is followed

by a section that motivates the need for virtualization. Afterwards, we present

our comparison methodology in the thesis. At the end, we point out the open
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issues and discuss our approach towards solving those issues.

Chapter 3 presents our runtime system. In this chapter, we explain how the

whole system is structured into layers. The system is divided into four layers;

the application layer, virtualization layer, operating system layer, and hardware

platform layer. The hardware platform layer is further divided into the MOLEN

abstraction layer and the physical hardware layer. Furthermore, we explain

the forming components of the runtime system. These components are the

scheduler, the profiler, the transformer, the kernel Library, and the JIT compiler

which are briefly discussed. Then, we explain the interaction mechanisms

between different components. We also include two case study scenarios and

show how the runtime system should react in those scenarios.

Chapter 4 explains how the MOLEN programming paradigm is extended to

support multitasking and multi-application scenarios. Accomplish this, we use

the same idea of MOLEN set and execute instructions to abstract the concept of

a task. In this way, we decouple the task call from the task implementation. We

also propose a binding mechanism to bind a task implementation to each task

call. This is done by introducing the high level SET and EXECUTE APIs. At

the end, we show the overhead of the proposed APIs using some experiments.

Chapter 5 presents our scheduler as a part of the runtime system. In this chapter,

we show how we use a combination of design time and runtime scheduling

in order to optimize the system performance. In the design time, we use the

compiler to perform static task scheduling assuming single thread of execution.

Then at runtime, the runtime scheduler performs the actual task scheduling

having the scheduling decisions from the compiler as a hint. The runtime

scheduler can also use the information provided by the runtime profiler. It

can also use the information transferred from design time in the form of a

Configuration Call Graph (CCG). Then, we present a number of scheduling

policies as case studies and provide performance evaluations. We base our

scheduling decisions on three different parameters. We show that Expected

Time Improvement and Longest Distance in the Future are very good heuristics

for the scheduling.
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Chapter 6 focuses on the conditions in which we have real-time constraints. We

use fuzzy logic to model the real-time constrains and to improve the scheduling

decisions. Using deadline as a fuzzy parameter in real-time scheduling is more

promising than laxity.

Chapter 7 describes the design and implementation of our runtime profiler,

which can be used as a part of the runtime environment. The profiler is a

combination of a sampling profiler and an instrumentation profiler. We discuss

different parts of the profiler namely the extractor, injector, sampler, profiler

frame and daemon. Then, we show the overhead of our profiler from different

aspects. This is done by showing the overhead on instrumentation, sampling

and the overall overhead. Besides, we compare the accuracy of our profiler

with a popular design time profiler , gprof. All the presented results show that

our profiler has very low overhead (less than 1.5%) and is as accurate as design

time profilers.

Chapter 8 summarizes and concludes this dissertation. It gives a summary of

this thesis, its contributions and findings. It then describes the remaining open

issues and future research directions.
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2
Background and Related Work

The increasing demand for high-performance computing platforms was always

the main driving force for new advancements during the past years of develop-

ment in computing technologies. This is valid in all the areas from high-end

customized special-purpose computing in networking, telecommunications, and

avionics to low-power embedded computing in desktop computing, portable

computing, and video games.

Multi-core processing platforms are one of the major steps forward in offering

high-performance computing platforms. The idea is to increase the performance

by employing more processing elements to perform a job. However, this creates

a challenge for both hardware developers who build such systems and software

designers who program those platforms.

The basic idea of having a multi-core system is to overcome the major hardware

design challenges such as the memory wall problem or the increase in power

consumption. Secondly, to increase the performance by using more processing

elements to execute a task, which is widely believed to be more efficient. These

processing elements can be either homogeneous or heterogeneous.

In this work, we focus on heterogeneous multi-core platforms in which one

or more general-purpose processors are the main processing elements and

some special purpose processors work as coprocessors. Systems employing

9
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Figure 2.1: Extensible Processing Platforms

reconfigurable processors are our main concern. To clarify the scope and extent

of our work, we give a brief introduction of some examples of the industrial

target architectures in the following section.

2.1 Target Architectures

Our target architecture is heterogeneous multi-core platforms. Such platforms

consist of one or more general-purpose processors and some coprocessors.

There are several industrial examples of such systems. In the following sections,

we give a short introduction on the Xilinx Extensible Processing Platform,

Convey HC-1, Freescale QorIQ P2 Series, STMicroelectronics Platform 2012,

hArtes, and Novo-G platforms.

2.1.1 The Xilinx Extensible Processing Platform

The Xilinx Extensible Processing Platform [4] offers a processor-centric design

and development approach for achieving the processing power required to exe-

cute tasks involving high-performance processing and complex digital signal

processing needed to meet their application-specific requirements, including
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Figure 2.2: Convey HC-1

lower cost and power. It is an implementation of ARM’s high-performance dual-

core Cortex-A9MPCore processors and Xilinx advanced 28nm programmable

logic. Figure 2.1 shows the block diagram of the Extensible processing plat-

forms.

2.1.2 Convey HC-1

The Convey HC-1 [5] is a heterogeneous computing system based on an

industry-standard Intel processor and a proprietary coprocessor that share virtual

memory and an instruction stream, creating a hybrid-core computing system.

The coprocessor architecture supports user-defined, dynamically loadable in-

struction sets.

It combines the x86 family processors with hardware-based, application-specific

instructions to accelerate HPC applications. The result is a tightly integrated

system that gives many times the performance of a commodity server on key

applications in oil and gas, financial analytics, bioinformatics, and other markets.

Figure 2.2 depicts an overview of such a platform.
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Figure 2.3: Freescale QorIQ P2 Series

2.1.3 Freescale QorIQ P2 Series

The QorIQ P2 communications platform series [6] includes the P2020 and

P2010 communications processors. It delivers high single-threaded perfor-

mance per watt for a wide variety of applications in networking, telecom,

military and industrial markets. The P2 series delivers dual- and single-core

frequencies up to 1.2 GHz on a 45nm technology low-power platform. Figure

2.3 shows the block diagram of the P2 Series.

2.1.4 STMicroelectronics Platform 2012

The P2012 provides flexibility through massive programmable and scalable

architectures by enabling connection of a large number of decoupled STxP70

processors. The Platform 2012 computing fabric is composed of a variable

number of “tiles” that can be easily replicated to provide scalability. Each tile

includes a computing cluster with its memory hierarchy and a communication

engine. The computing fabric operation is coordinated by a fabric controller

and is connected to the SoC host subsystem through a dedicated bridge, having

DMA capabilities. The P2012 computing fabric is connected to a host processor

such as the ARM Cortex A9 via a system bridge.
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Figure 2.4: Industrial Reference Platform

2.1.5 Industrial Reference Platform

The heart of the Industrial Reference Platform, as shown in Figure 2.4, is an

Intel Atom processor and an ALTERA ARRIA FPGA, connected together PCI

Express to support customer specific interface and logic requirements. The

Industrial Reference Platform is a highly scalable and reconfigurable platform

targeted at low power, high-performance industrial automation applications.

The flexibility of the Industrial Reference Platform also makes this system

a potential platform for military, automotive, and consumer applications re-

quiring the scalable processor performance of the Intel Atom and the re-

programmability of Altera Arria series FPGAs.

2.1.6 hArtes Platform

The hArtes Platform [7], presented in Figure 2.5, provides a number of hetero-

geneous computing sub-systems, such as DSPs, general-purpose processors

and reconfigurable elements. The system is composed of a certain number

of independent blocks. Each block includes a general-purpose RISC proces-
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4.1. BCE architecture 

Fig. 2 provides a detailed overview of the BCE. There are 
two main blocks, namely the RISC/DSP processor (the 
D940HF component produced by Atmel) and the recon-
figurable processor based on a high-end FPGA (Xilinx 
Virtex4-FX100 [5]), that carries also two PowerPC 405 
processing cores. 
 The block to the left, the “DCM board”, and the block 
on the right, the “FPGA module”, are logically part of the 
same BCE; they are implemented as two separated boards, 
both placed on a common main board. This configuration 
was chosen to cut development time, since the DCM board 
was already available; no significant limitation comes from 
this solution. This choice adds flexibility to the platform 
itself, as modules may be replaced by a different subsystem 
with a different set of functions (e.g., a video processor for 
multimedia applications). 
 Each of the two elements (DCM module and FPGA 
board) has a private and independent memory bank (“Mem 
1” and “Mem 3” in the figure) boosting overall memory 
bandwidth, needed to sustain a large computational 
throughput. Also, two independent FLASH memory banks 
are present, to keep user data and programs. 
 The FPGA module has also a shareable memory bank 
(“Mem2” in the figure). This bank can be shared at several 
levels, i.e. among all the computing elements of the BCE 
itself (the D940HF component, the reconfigurable fabric of 
the FPGA and the PowerPC CPU inside the FPGA), and by 

the processors of any other BCE available on the system. 
This feature is supported by specific functional blocks con-
figured inside the FPGA. 
 Memory sharing (or any other program-controlled pat-
tern of BCE to BCE communication) is handled by the 
links connecting the BCEs. They have large bandwidth (of 
the order of 200 Mbyte/sec) and short latency (just a few 
clock cycles, the system clock is 125 MHz) making data 
transfers of short data packets very efficient. 
 Additional dedicated data links connect the BCE and all 
streaming audio interfaces. Hardware supports data 
streaming between the interfaces and designated memory 
buffers. Finally, each BCE has several standard 
input/output interfaces (Ethernet, USB, UART), located 
both on the DCM board and on the FPGA module. 
 The FPGA-based processor is reconfigurable “on-the-
fly”: the FPGA is divided in two logically separated do-
mains, using partial reconfiguration features available on 
Xilinx FPGAs. One domain includes the PowerPC cores 
and all relatively stable functional blocks needed for basic 
system support, that is all functions described above that are 
required to run the processor, to access the private and 
shared memories, to move data through the interconnecting 
links and to handle all I/O activities. The second domain is 
reserved for reconfigurable functions. It changes its logic 
structure as required by the running applications; using spe-
cific ports present on the PowerPC core it is possible, for 
instance, to reconfigure that part of the FPGA directly at 
run-time, augmenting the instruction set of PowerPC core, 
or implementing specific co-processor functions. 
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Fig. 2. Detailed block diagram of  the Basic Configurable Element (BCE). 
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Figure 2.5: The hArtes Platform

sor, a DSP processor, and an application-specific reconfigurable block. The

application-specific reconfigurable block also incorporates a RISC processor.

Each block is called Basic Configurable Element (BCE).

All the BCEs share the same structure and are able to run any selected thread of

a large application.

2.1.7 Novo-G

With the promise of the reconfigurable computing in offering capability of

one PetaOPS at 10K Watts, it is feasible to consider large scale reconfigurable

supercomputing. Novo-G [8] is such a platform, which is used in Bioinformatics

and other scientific and engineering domains. Novo-G currently features 192

Stratix-III E260 FPGAs in 48 quad-FPGA boards (plus one spare) with 1TB of

memory. Most of the memory is directly attached to the FPGAs (4.25GB per

FPGA) and is supported by 20 Gb/s InfiniBand, quad-core Xeons, GigE, PCIe,

storage, etc.
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Figure 2.6: MOLEN Hardware Organization

2.2 MOLEN Hardware Organization

In the last section, we briefly introduced some of the hardware platforms that

can be considered as target architecture for our work. One of the main issues

in using those systems is the model of coupling and interaction among all the

different processing elements as well as the memory and IO modules.

The MOLEN hardware organization is such a coupling and interaction model.

MOLEN is established based on the tightly coupled co-processor architectural

paradigm. Within the MOLEN concept, a general-purpose processor is assumed

as the main processor, which controls all the coprocessors. Traditionally,

MOLEN is designed for reconfigurable computers, however, without the loss of

generality, all the MOLEN concepts can be employed effectively and efficiently

in the domain of the heterogeneous multi-core systems.

In the context of reconfigurable systems, the general-purpose core processor

controls the execution and reconfiguration of the reconfigurable coprocessors

and tunes the latter to various application specific algorithms. Figure 2.6

represents the MOLEN machine organization for the reconfigurable systems.

In order to program MOLEN based platforms, the MOLEN programing
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paradigm was introduced. We briefly describe the MOLEN programming

paradigm in the next section.

2.3 MOLEN Programming Paradigm

The MOLEN programming paradigm presents a programming model for re-

configurable computing that allows modularity, general function like code

execution and parallelism in a sequential consistency computational model.

Furthermore, it defines a minimal ISA extension to support the programming

paradigm. Such an extension allows the mapping of an arbitrary function on

the reconfigurable hardware with no additional instruction requirements.

This is done by the introduction of new super instructions for operating the

FPGA from the software. An operation, executed by the RP, is divided into

two distinct phases: set and execute. In the set phase, the RP is configured to

perform the required task and in the execute phase the actual execution of the

task is performed. This decoupling allows the set phase to be scheduled well

ahead of the execute phase, thereby hiding the reconfiguration latency. This

phasing introduces two super instructions; set and execute.

Within the heterogeneous multi-core systems domain, the same super instruction

can be used to manage the process of assigning a task to a special core and to

control the task’s execution on that core.

To facilitate the process of program development, a design tool chain is required.

In the next section we present the design tool chain which is proposed for the

MOLEN based platforms.

2.4 Design Tool Chain

The design tool chain, as shown in Figure 2.7, addresses the difficulty in pro-

gramming heterogeneous multi-core platforms by assuming a single application

execution scenario. It provides a semi-automatic support for the hardware/soft-
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Figure 2.7: Design Tool Chain

ware co-design of such systems. The design starts with an application written

in C and the final outcome is an executable with (modified) code mapped onto

a multi-core platform consisting of a general-purpose processor, a DSP and an

FPGA.

The tool chain embeds configuration bit streams for the reconfigurable com-

ponents of the system. Thus providing a complete and operational system

supported both at the software and at the hardware levels. In this way, the tool

chain allows the developers to write applications for heterogeneous systems

without requiring them to have intimate knowledge of the underlying hardware

and its programming. The parallelism and mapping are specified in the code

by using pragmas in the C code. These annotations can either be added manu-

ally by the developers or generated by tools. To specify parallelism, standard

OpenMP pragma directives are used.

The design tool chain comprises of three toolboxes. Each of them takes a

C-code as input and outputs processed files. The processed files are then fed
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to the next toolbox. Figure 2.7 shows the interactions among those toolboxes.

The top-level toolbox namely the Algorithm Exploration Toolbox is optional.

Its purpose is just to generate C code from a Scilab code or from NU-Tech (a

graphical software development tool).

Next is the Design Exploration toolbox whose task is to perform task parti-

tioning and mapping. The task partitioning tool, known as Zebu, generates

an efficient task graph [9] with the help of static profiling to identify the most

efficient paths [10]. Afterwards, it performs transformation on the task graph

to take into account the overhead of managing the parallel tasks. Finally, it

generates a C Code annotated with pragmas for parallelization and mapping.

The mapping tool hArmonic [11] is used to get an optimized mapping solution.

The last tool in the chain is the Synthesis toolbox. It contains a compiler for

each processing element. The source for each processing element is compiled

separately and then linked together to form a single binary. It uses a modi-

fied GCC compiler for the general-purpose processor. That compiler inserts

MOLEN instructions to execute a kernel on FPGA. Moreover, Delft Workbench

Automated Reconfigurable VHDL Generator (DWARV) [12] is used to perform

C to VHDL translation for the FPGA.

2.5 Runtime Systems

The main problem with the design time tool chains is that they are not aware of

the runtime status of the system. For single application scenarios, that is not a

serious limitation. However, when moving towards multi-application scenarios

in which the load of the system varies from time to time and the load is not

known at design time, there should be a runtime system, which is responsible

for the mapping decisions. To perform the mapping, the runtime system can

use all the information provided by the design tool chain.

Due to the inherent complexity of the task assignment on the multi-core systems

and especially on heterogeneous multi-core systems, the proposed runtime
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system needs to be very comprehensive. Looking at the literature, runtime

systems commonly consist of many components which work together in order to

operate the system and manage the resources. In this part, we give an overview

on the related research on the runtime systems. It should be mentioned that all

these runtime systems can be implemented - at least theoretically - on each of

the target architectures presented in section 2.1.

2.5.1 BORPH

BORPH [13] handles FPGA resources as if they were CPU’s by introducing

the concept of hardware process which behaves just like a normal user program

except it is a hardware design running on a FPGA. The BORPH kernel provides

standard operating system services, such as file system access, to the hardware

processes. This allows hardware processes to communicate with the rest of the

system easily, and systematically [14]. BORPH is based on the Linux kernel.

BORPH introduces the concept of hardware region. A region can be physically,

the entire FPGA in a multi FPGA system, or a partially reconfigurable region

within a FPGA. Hardware processes are spawned in those regions.

A user starts a hardware process by executing a BORPH Object File (BOF).

When a BOF file is executed, the kernel examines hardware configurations

encapsulated in that file. Based on this information, the kernel chooses and

configures one or more suitable hardware regions [15].

The hardware and software components of user designs may run as communi-

cating processes within BORPH’s runtime environment. The familiar language

independent UNIX kernel interface facilitates easy design reuse and rapid appli-

cation development. A Simulink-based design flow that integrates with BORPH

is employed for developing hardware designs,
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2.5.2 Pervasive Parallelism

The goal of the Pervasive Parallelism (PPL) [16] is to make parallelism ac-

cessible to the average software developers so that it can be freely used in all

computationally demanding applications. PPL tries to extend the Java virtual

machine approach by featuring a parallel object language to be executed on a

common parallel runtime system. This way it can map Java language onto the

respective computing nodes. Figure 2.8 gives an overview of the PPL structure.

2.5.3 ReconOS

ReconOS [17] aims at the investigation and the development of a programming

and execution model for dynamically reconfigurable hardware devices. Re-

conOS extends the concept of multithreaded programming to the reconfigurable

logic [18]. Figure 2.9 shows an overview of the ReconOS architecture.

The described multithreaded design process allows accelerating critical system

components through the reconfigurable hardware without sacrificing portability,



2.5. RUNTIME SYSTEMS 21

OS
interface

hw
thread

OS
interface

hw
thread

OS
interface

hw
thread

interrupt
controller

system bus

other
peripherals

memory
controller

DRAM

bus
arbitereCos

kernel

sw
thread

CPU

sw
thread

Fig. 2. ReconOS system architecture

gether with initialization code for system startup and thread
creation, the threads are compiled and linked against the cus-
tomized eCos library, resulting in a single executable image
to be loaded into system memory.

Hardware threads are written in VHDL, using the OS
call mechanisms described in Section 3.1, and connect to the
OS interface as shown in Figure 1. This OS interface con-
tains the busy/blocking handshaking logic and implements
both master and slave interfaces to the system bus, provid-
ing a hardware thread with access to any memory region
or memory mapped peripheral in the system. Thus, hard-
ware threads that access shared memory do not generate any
CPU load. Calling an operating system function, however,
requires the execution of the eCos kernel. To this end, each
OS interface module can raise a hardware interrupt. The OS
interfaces and the interrupt controller module are instanti-
ated automatically by our build system.

At run-time, hardware threads are created similar to reg-
ular software threads. For each hardware thread, a new ded-
icated eCos thread, the delegate, is created and connected to
the corresponding OS interface. Whenever an OSIF raises
an interrupt, the corresponding delegate is scheduled for ex-
ecution. The delegate thread receives the interaction re-
quests from the OS interface, translates them into their eCos
equivalents, and executes them on behalf of the hardware
thread. In our current ReconOS implementation, all hard-
ware threads are statically configured into the FPGA and can
run in parallel. While there is no need to schedule hardware
threads, the priority of a hardware thread is set by assign-
ing a priority to the associated delegate thread and its OSIF
interrupt line.

An example sequence for a semaphore wait OS call is
shown in Figure 3. The hardware task requests the service
by executing the corresponding VHDL procedure, i.e., re-
conos sem wait(), which blocks the hardware thread’s OS
synchronization state machine. The OS interface then raises
an interrupt, which is forwarded to the CPU by the sys-
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Fig. 3. OS call sequence

tem’s interrupt controller. There, a corresponding interrupt
handler wakes up the associated software delegate thread,
which queries the OS interface across the system bus as to
which OS call was requested. If the call in question is non-
blocking, the OS interface deasserts the blocking line, allow-
ing the hardware thread to continue. Otherwise, blocking
continues until the request is served. Again, blocking affects
only the OS synchronization state machine – in principle,
parts of the user logic in the hardware thread may run contin-
uously. The OS call is then executed by the delegate thread
using the standard eCos API, e.g., cyg semaphore wait().
After that call returns, the OS interface is notified, deasserts
the blocking signal and thus allows the hardware thread to
continue execution. This execution model provides a great
deal of flexibility and basically enables a hardware task to
use any operating system primitive accessible by software,
albeit at the cost of the OS’ interrupt handling latency and
an additional context switch to the delegate thread.

4. CASE STUDY AND EXPERIMENTAL RESULTS

The efficiency of an application running on an embedded
real-time operating system hinges on the efficiency of the
OS services’ implementations, especially when running ap-
plications with significant inter-thread communication and
synchronization. We have performed intensive tests with
synthetic hardware and software threads performing system
calls. In particular, we have analyzed the average laten-
cies of synchronization operations between several combi-
nations of software and hardware threads using semaphores.
The tests have been conducted on a Xilinx XUPV2P board
equipped with an XC2VP30-7 FPGA. The embedded CPU
has been run at 300 MHz, while the system bus, memories,
peripherals and hardware threads have been run at 100 MHz.
The area overhead introduced by the operating system is
mainly given by the OS interfaces attached to the system
bus. In our implementation, an OS interface including the
system bus interfaces amounts to 1051 slices, which consti-
tutes about 7 % of the used FPGA.
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Figure 2.9: ReconOS System Architecture

flexibility, and the reusability. ReconOS enables designers to exploit both fine-

grained data parallelism as well as coarse-grained thread-level parallelism [19].

In the ReconOS execution environment, it is possible to synthesize multiple

hardware threads to the same location in the FPGAs reconfigurable fabric.

Using partial dynamic reconfiguration, the operating system is able to load

hardware threads during runtime. This allows hardware multitasking between

different hardware threads [20]

The ReconOS programming model provides the main abstractions for the

application design including the definition of hardware tasks and services

for task synchronization, communication, and scheduling [21]. Its execution

model defines the runtime system which enables multitasking in dynamically

reconfigurable hardware as well as across hardware/software boundaries [22].

2.5.4 HybridOS

HybridOS [23] supports fine-grained reconfigurable accelerators integrated

with general-purpose computing platforms. HybridOS is based on Linux imple-

mented on the Xilinx XUP Boards.

The granularity of the computation on the FPGA is based on multiple data

parallel kernels mapped into accelerators in HybridOS. These are accessed by
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multiple threads of execution in an interleaved and space-multiplexed fashion

[24].

HybridOS provides interface to the runtime system for applications using a

library call approach. In addition, it interfaces the accelerator to plug into hybrid

CPU/accelerator model using an accelerator framework.

2.5.5 ReconfigME

ReConfigME is an operating system for reconfigurable computing that handles

the loading of the IP cores on the FPGA platform [25]. In addition to runtime

resource allocation, other services provided by an operating system such as

abstraction of I/O and inter-application communication provide additional

benefits to the users of a reconfigurable computer [26, 27].

The ReConfigME implementation is structured into three tiers consisting of

user, platform, and operating system. These tiers are connected via a standard

TCP/IP network [28]. The users connect to ReConfigME through a custom-built

client interface, which enables them to load applications, transfer application

data and configuration information, and monitor the reconfigurable computing

platform status.

The application architecture in the ReConfigME consists of a data flow graph

structure, memory based I/O, EDIF application file format, and the associated

software only components.

2.5.6 Warp Processing

Warp processing [29] transforms computing intensive kernels running on a

general-purpose processor to hardware. The Warp profiler is implemented as

hardware and is used to detect kernels at runtime. Within the Warp Processors,

a Dynamic CAD tool is used to map kernels to hardware. In addition, a binary

updater is used to change the binary of the program running on the general-

purpose processors, so that it can uses the FPGA. The Warp Processors can
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generate code for the FPGA on the fly by using a Just in Time (JIT) compiler.

The Warp processors targets single application execution. All the optimizations

are within one application. However, we target multi-application execution

scenarios. Our kernels are more coarse grain that Warp. The Warp is basically

focusing on the optimization of the loops and small parts within a single

application.

2.5.7 UltraSONIC

UltraSONIC [30] reconfigurable computing platform is designed specifically

for real-time video applications. This platform incorporates a co design environ-

ment with automatic partitioning and scheduling between a host microprocessor

and a number of reconfigurable processors.

It proposes the use of a task manager to combine the runtime support for hard-

ware and software in order to improve modularity and scalability of the design.

The partitioning and scheduling are done automatically. The codes for software

tasks are run in software concurrently (using multi-threaded programming)

with the task manager program which is based on message-passing and event-

triggered protocol [31]. SONICmole [32] is a debugging environment designed

for the UltraSONIC platform.

2.5.8 hthreads

hthreads [33] is a set of cooperating layers of abstraction which form a bridge

from high level programming languages to low level reconfigurable devices.

The first of these layers is the operating system layer, which provides runtime

support to a diverse set of computations. The intermediate layer is built on top

of this layer. It provides a common format for describing computations that run

on the reconfigurable devices. The last layer is the high-level language support

layer, which builds upon the intermediate layer to support languages, which

are easy to use and familiar to most programmers. The programming model is
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similar to POSIX threads [34]

To support the abstraction of the CPU/FPGA component boundary, a Hard-

Ware Thread Interface (HWTI) component is created to free the designer from

specifying and embedding platform specific instructions to form customized

hardware/software interactions [35]. The hardware thread interface supports

the generalized pthreads API semantics, and allows passing of abstract data

types between hardware and software threads.

2.5.9 Other Runtime Systems

An approach to the runtime management of reconfigurable hardware tasks

executing under supervision of a Linux OS is presented in [36]. The proposed

system offers transparent integration of the reconfigurable resources within

the software design and execution flow. In the presented system, the reconfig-

urable resources can be dynamically divided between the executing applications

according to a policy implemented by the application.

Access to the hardware modules is encapsulated into the ghost processes in [37].

This provides a transparent interface for interactions from the kernel and other

processes. The hardware and software processes use FIFOs mapped to the

Linux file system as well as dual-ported memory accessible from both software

and hardware processes for communication purposes. Process networks com-

municating via FIFO queues are a powerful model for real time digital system

design, especially for data streaming applications such as multimedia devices.

FIFOs also form a central part of UNIX and Linux Interprocess Communication

(IPC) architectures, where they are more commonly known as pipes. It is shown

that the combination of embedded Linux, reconfigurable system on chip, and

FIFO communication models provide a compelling platform for efficient de-

sign and runtime implementation of the complex, high performance embedded

systems [38].
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2.6 Virtualization

As mentioned earlier, the computing platform has to take an active role in the

resource management and resource sharing among different applications. This

is done by abstracting the hardware platform details using an extra virtualization

layer, which offers high level programming primitives to the application [39].

These primitives can be software or hardware implemented. The goal of such a

virtualization is to virtualize all the components of a heterogeneous multi-core

system including the GPP, reconfigurable processors, DSPs, etc [40].

The infrastructure presented in [41] targets the full exploitation of the underlying

hardware of heterogeneous, reconfigurable parallel systems without burdening

the programmer with details of the underlying hardware. Core of this framework

is a lightweight runtime system performing function resolution according to the

current system configuration and adhering to application requirements. This

process is guided by an augmented application description, enabling declaration

of implementation alternatives of individual functions and providing according

meta-data such as required or provided performance data.

A virtualization layer for multi-core environments, especially FPGAs, is pre-

sented in [42] which separates applications to be run from the underlying

hardware. This work is based on the Scalable Dataflow-driven Virtual Machine

(SDVM). The SDVM is evolved to a virtualization layer for multi-core systems

based on FPGAs. This virtualization layer allows for a transparent run time

reconfiguration of the underlying hardware reducing the complexity of the

systems temporal heterogeneity as seen by the application.

The goal of the IBM Lime [43] is to create a single unified programming

language and environment that allows all portions of a system to move fluidly

between hardware and software, dynamically and adaptively. Lime targets

Java applications to be dynamically translated for co-execution on the general-

purpose processors and reconfigurable logic. Another similar work is PPL [16]

which tries to extend the java virtual machine approach by featuring a parallel

object language to be executed on a common parallel runtime system, mapping
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this language onto the respective computing nodes.

A new programming approach leveraging processor virtualization and compo-

nent based software engineering paradigms is shown in [44]. This approach is

intended for increasing the programmability of the multi-core platforms and for

integrating heterogeneous processors efficiently.

2.7 Comparison Methodology

We presented a number of runtime systems in the Section 2.5. Each runtime

system is based on some innovative thoughts and targets heterogeneous recon-

figurable systems. One important open issue here is how one can compare all

these systems. Traditionally in the area of the operating systems, there is always

the question of which operating system has the best performance. However,

there is not always a single best answer to that question.

In our case because most of the related works are research based products,

this question is even more difficult to answer because most of the time there

is no access to a consistent single version of those systems that can fit all

the hardware platforms. One possible approach for comparison is to take the

reported numbers from their publications and make the comparison based on

them. However, some major problems with this approach make the comparison

incorrect.

The most important problem is that in many cases the experiments are performed

using synthetic test cases. Therefore, the results generated from one set of data

are not always comparable with the results generated with another set of data.

Furthermore, the hardware platforms being used for each system are different

from the others. For example, some might use Xilinx platforms; the other used

Altera, etc. In addition, the processors might be PPC, ARM, etc.

Besides, the base operating system used in different approaches is different. For

example, some approaches only used a prototype operating system while some

others are based on Linux (different versions) or eCos. Different operating
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systems offer different scheduling algorithms, different binary standards and

different C libraries. The file system being used there also has an important

effect on the gained performance.

Moreover, each research might have used a different set of metrics for the

experimental parts. For example, the experimental results presented for the

ReconOS show the OS primitives and APIs overhead in number of bus cycles.

However, as the presented primitives are unique to the ReconOS, they are not

comparable for example with the primitives of BORPH.

As another example, we can mention BORPH. For the BORPH case, the

experiments are mostly focused on the overhead of File I/O from hardware

processes due to the special design of this system. While for example in

HybridOS, the authors presented the overhead of accessing to the accelerators

from the applications. They have presented four different methods for which

they showed the overhead in number of cycles. Anyhow, their results show that

the most effective access method depends on data transfer size and the number

of times the application will use an accelerator.

Based on the above discussion and based on the trends so far in the similar

researches, we will not compare the runtime system as a whole with the similar

projects. However, for each component inside the runtime system we will try to

compare it with the other similar works.

The metrics we will use in the coming chapters will be overhead of different

components, percentage of the overhead to the total execution time, speedup,

number of tasks executed on cooperating processors, percentage of the tasks

executed on cooperating processors, total execution time, accuracy, response

time, utilization.

We believe that these metrics can give a clear view of the system and it char-

acteristics. Nevertheless, one of the open issues in this area is the lack of a

consistent and uniform comparison methodology to compare similar works as a

whole system. In future research, we will study this problem and provide a set

of qualitative and quantitative metrics for comparisons purposes. Besides, we
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will provide a set of standard real world application workloads that can be used

as the input for the comparisons.

2.8 Open Issues

The main responsibility of the runtime system is to fill the gap between the

application programmers and the hardware architectures. Application program-

mers are usually lacking in-depth knowledge of the hardware design. As a

result, the runtime system has to provide them with the high-level primitives and

services, which abstract away the hardware details. One of the main open issues

in the area of the heterogeneous multi-core systems is the lack of well-defined

programming model and primitives, which give the programmers a transparent

view of the whole system regardless of the underlying hardware.

One major question in this regard is the coupling and interaction model of

the cores in a heterogeneous environment. This has a direct effect on the

programming model and system performance. It also influences the granularity

of the computation, to be addressed by the system. The programming model

should also provide modularity in coding.

Another issue is the binary compatibilities between the cores. The runtime

system has to be able to work with different binaries for different cores. It

needs to know the different binary standards, their loading requirements, code

structure, etc. There is no clear approach to address binary compatibility in

heterogeneous multi-core systems from the surveyed literature.

Furthermore, different vendors provide their own implementations for each

computation on the special cores. This is mainly because they know the com-

putation characteristics of the core form one side and the computation from

another side and consequently, they can provide efficient implementations for

the computation. The runtime system should provide easy and clear interfaces

for incorporating the implementations provided by the third parties. This means

the system should be adaptive in using different implementations based on the



2.9. SUMMARY 29

implementation characteristics.

Another major issue is the resource management. The resource management

techniques and algorithms are still open and need serious attention from the

research community.

In the same line, the other problem is the lack of tools for analysing the programs

binaries at runtime and produce statistics to be used by the scheduling and

resource management algorithms.

The main contribution of this work is presenting an integrated runtime system,

which performs the resource management activities and offers all the required

programming primitives and APIs, which are needed by the programming

model. We present a task abstraction mechanism through which the task

implementation is separated from the task call. This way, we allow modularity,

adaptively and we can easily incorporate third party implementations for each

task.

We also provide a detailed discussion of the scheduling requirements of hetero-

geneous multi-core systems and present some scheduling policies together with

their performance evaluations. To provide the scheduler with information and

to ease the decision making process, we have a novel runtime profiler. The task

of the profiler is to analyse the running code and produce statistics about code

execution such as the computation intensity and frequency of execution.

As mentioned in section 2.7, one of the open issues in this area is the lack of a

consistent and uniform comparison methodology to compare similar works as a

whole system. We do not address this issue in this thesis and it is one of our

future works.

2.9 Summary

In this chapter, we provided an overview on the background knowledge and the

related work. We started with the target architectures. Our work focuses on the

heterogeneous multi-core systems with a special attention to the reconfigurable
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cores. We showed some of the available examples of such platforms.

We briefly discussed the MOLEN hardware organization and the MOLEN

programming paradigm. We continued with a short overview of the current

MOLEN design tool chain, which supports the automatic design, follows for

polymorphic multi core systems.

By motivation why the design tool chain is not enough and there is a need

for employing a runtime system, we gave a summary of the current research

projects with the focus on the runtime systems. Next, we discussed the open

issues in this research area and the motivations behind this work.



3
Runtime System

In the previous chapter, we reviewed the background information and related

work. We showed some of the target hardware platforms as well as some similar

runtime systems. Moreover, we presented the motivation of using a runtime

management and virtualization.

In this chapter, we present an overview of our proposed runtime system. The

runtime system is responsible to manage the system resources and address

all the conflicting issues between applications. It incorporates a number of

components namely the scheduler, the profiler, the transformer, the JIT compiler

and the kernel library. We briefly describe the task of each component, however,

a more detailed discussion on them will be given in the following chapters.

We also show how the system is structured. The whole system is composed of

four layers; the application layer, the virtualization layer, the operating system

layer and the hardware platform layer. Furthermore, we discuss the interaction

and interfacing mechanisms between these components. The most important

interface is the interface between the scheduler and the profiler. Moreover, we

present two case studies which show two different scenarios of cooperation and

interaction of the components.

31
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3.1 Introduction

In a heterogeneous multi-core system, to assign the computations to different

cores, a comprehensive runtime system is required. The runtime system detects

the computation intensity of each task and has a general view over the system

load (e.g. number of applications running) and therefore can decide about the

hardware allocation based on all these information. Furthermore, the process of

mapping and allocation has to be transparent for the program developers. The

runtime system provides a powerful interface to exploit multiple cores available

in the system [45–47].

Within the MOLEN Programming paradigm, the execution can take place either

on the General-Purpose Processor (GPP) or on the cooperating processors

based on the runtime dynamic conditions. In this model, the GPP is the master

processor and all the applications executions start on this processor. Later on,

the runtime system might decide to execute some part of each application on the

other cores. This decision is very dependent on the system and the metrics that

need to be optimized. It can be performance, power consumption or a smaller

memory footprint.

To be able to run on the heterogeneous hardware platform, the virtualization

layer needs to inspect, analyse, and do binary modification on the applications.

The layer monitors the programs binary to find the compute intensive tasks.

Furthermore, it determines whether these tasks can run on faster core or not

and then it transforms the binary in such way that the binary can be executed

on that core.

It should be mentioned, that our system serves multiple applications. Each

application is composed of several tasks. Each task can be mapped to a certain

core, or it can be executed on the general purpose processor. A certain task

might be used in more than one application. To simplify the design and to be in

line with the MOLEN programming paradigm, we assume that a task is in the

form of a function in the program code. Therefore, each function in the code is

a task unless it is a very small function.
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The extracted tasks have to be complied for that specific core after mapping

those replacements. This can be done either automatically with the help of a

JIT compiler which converts the binary to the bit stream or using an available

implementation from a library.

A JIT Compiler generates a considerable overhead and yet, there is no fast

and reliable JIT compiler to translate the software binary to the reconfigurable

hardware implementation. Therefore, having a library of the common kernels

implemented for each hardware platform is a very good alternative. If a software

uses kernels which are not included in the library, it can add those new kernels

during the software installation process.

One of the problems with the library is the matching between the selected

part in the application and the equivalent kernels in the library offering the

same functionality. There is no good solution for functionality matching so

far. This is proven to be a NP problem. We propose an alternative solution by

assigning each kernel a unique identifier. The matching between the kernel in

the application and the library can be based on this identifier.

The annotation of the source code with the identifiers may impose an extra work

on the programmers. To simplify this, we can also have a software class library

equivalent to the hardware kernel library. Each kernel in the hardware library

has a software implementation in the class library and the programmers can use

this class library during the software development.

Before going any further, we will first give a few examples of real world appli-

cations for such systems. All the following applications need huge computing

power and they are very dynamic at the same time. The computation density

may change according to users input. This means that during the runtime the

platform has to adapt itself to the users’ performance requirements.
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3.2 Sample Real World Applications

In this section, we briefly introduce a few applications to motivate the need for

such hardware platforms and runtime systems. Some parts of these applications

are very compute intensive and also power hungry. They also have a very

dynamic nature meaning that their computation intensity might change based

on the user’s input. Therefore, the hardware platform should be able to offer the

required computation power and the runtime system should be able to manage

the dynamicity and flexibility in these applications.

Interactive Multimedia Internet based Testing is similar to the TOEFL iBT

exam. In such a test, several test takers (applicants) are connected to the exam

server. There is a separate process on the server for each test taker. This process

sends the questions containing multimedia features such as voice, video, and

pictures to the corresponding test taker. Each test taker might use his own

machine to connect to the server, therefore, these different machines connected

with the server can have different computing power. Consequently, the server

must send the question in a format, which can be easily decoded by the clients.

Furthermore, the questions have to be encrypted for ensuring the security.

In the listening tests, the server should send image and voice files for each

question to the client. Therefore, the server encodes image and voice files.

Afterwards, the test question is sent to the client. Whenever a user answers the

test, the test answer is sent back to the server. The client encrypts the test answer

file and sends it to the server for ensuring a secure exam. In the speaking tests,

similar to the listening tests, image and voice files inside the test question are

sent to the client. Again, they are encoded and encrypted by the server before

being sent to the client. In the reading tests, the server sends the simple test

to the client and receives the test answer files that are encrypted by the client.

For these different tests, and given that many simultaneous users will perform

similar operations, the encoding and encrypting of the files can be accelerated

by mapping them on the reconfigurable fabric.

Automotive Cognitive Safety System is an on-board digital system for keep-
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ing the passengers safe. This system analyses, anticipates, and acts in response

to the ever-changing conditions on board. It uses a number of sensors for

actuating the assisted scenarios such as forward collision warning, automatic

emergency braking, lane change assist, etc. The sensors generate a lot of infor-

mation that needs to be processed in order to take an appropriate action. Some

of the actions might have real-time constrains. The whole scenario needs a lot

of multimedia processing such as image and video coding. These parts together

with the real-time constrains make these systems a suitable candidate to be

implemented on our target architectures and runtime system.

Mobile Devices are now being used for playing HD videos, streaming video

and audio, multitasking, browsing the web, 3D gaming, etc. Mobile devices

need to employ heterogeneous multi-core platforms for further increase the

performance and for extending the battery life.

Multi-View Video refers to a set of N temporal synchronized video streams

coming from cameras that capture the same scene from different viewpoints.

Transmitting of the multi-view video requires much more bandwidth than tradi-

tional video due to the large data volume. Consequently, efficiently compressing

multi-view video becomes more important than any other data. Then, the server

has to synchronize multiple video into one stream and send it to the client [48].

3.3 The Proposed Runtime System

In this work, we propose a four layer architecture; the application layer, the

virtualization layer, the operating system layer, and the hardware platform layer.

Figure 3.1 shows an overview of the runtime system. The top most layer is

the application layer. There might be several applications running at the same

time. Needless to say, these applications are competing for the system resources.

Moreover, they might not have a clear view of which hardware resources are

available. The system has to manage the resource allocation transparently. The

next level is the runtime virtualization layer. This layer is responsible to monitor

the computation intensity of different applications and map the system resources
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Figure 3.1: The Runtime Environment

based on the needs of the application and other runtime constrains. After the

virtualization layer, there is the operating system layer on top of the hardware

platform layer. We use the Linux mainstream kernel as our operating system. It

is just the kernel of the Linux and we do not use any special distribution of the

Linux (i.e. RTLinux [49] (real-time Linux)).

The virtualization layer is consisted of the scheduler, the profiler, the JIT

compiler, the transformer, and the kernel library. A detailed description of

each component is given later in this section. The runtime system is designed

as a framework meaning that each component has a generic definition and

can be replaced by a new component provided that the new one offers the

same functionality. In order to achieve this, we have introduced well defined

interfaces for each component to interact with the other components of the

runtime system. For example, the interface between the scheduler and the

profiler is the profiler Frame. If a new profiler is able to store the profiling

information in the profiler Frame, it can easily replace our profiler. This way,

the system components can be plugged in/out based on the user’s preferences.

To show how the operating system and the hardware platform interact, a more

detailed view of the runtime system is depicted in Figure 3.2. As it was
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Figure 3.2: Runtime System Layers

mentioned before, our work is based on the MOLEN hardware platform. This

Figure gives more detail on the hardware platform layer which is located at the

bottom of Figure 3.1. As illustrated in the Figure 3.2, the hardware platform

layer is consisted of the MOLEN Abstraction Layer (MAL) and the physical

hardware layer.

MAL is actually managing the low-level hardware mapping. This means that the

virtualization layer is responsible for high-level mapping decisions but it never

communicates directly with the physical hardware. In fact, the virtualization

layer uses the primitives provided by MAL, to do the actual communication
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with the hardware.

In MAL, five instructions are required for controlling the hardware. The set

instruction initiates the configurations of the core. The execute instruction

controls the execution of the operations implemented on the core. The break

instruction is utilized as a synchronization mechanism to complete the parallel

execution and the move instructions are used to move the parameters to the ex-

change registers (XREG). The XREGs are used for transferring the parameters.

These are accessible from both GPP and the cooperating cores. The shared

memory is used to keep the data required by the computations. Furthermore,

the second shared memory is used to keep the bit streams.

In the following, we describe the components of the virtualization layer.

3.3.1 Scheduler

The scheduler is responsible for deciding the mapping of the tasks to the cores.

The objective is to identify certain tasks that can be accelerated on the faster

cores and the remaining parts of the application will be executed on a regular

general-purpose processor. We should clarify that in this thesis, a task can be a

whole function or procedure but it can also be any cluster of instructions that is

scattered throughout the application. These tasks can be either identified by the

design tool chain at the compile time or by the runtime profiler at the runtime.

In our work, the scheduler, does not change the order of the tasks execution

within an application. It only decides about the mapping.

The scheduler monitors the applications binary and intercepts the kernels dur-

ing the program execution. It also estimates the potential speedup that can

be achieved when the kernels are executed on the reconfigurable hardware

and estimates the initial cost of a hardware mapping. The scheduler decides

hardware allocation after making the estimates. The hardware allocation is

done according to the scheduling policy and other applications requirements.

Any scheduling policy such as the Most Frequently Used, the Best Speedup

and the Multi Constraint Knapsack presented in [50] can be used.
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Within the MOLEN programming paradigm [51], the set and execute instruc-

tions can be effectively used as a mean for instrumentation. However, these

instructions do not configure or execute anything on the hardware although

they are meant to do so. The set just informs the scheduler of a possible future

call to hardware and the execute instruction is a signal to the system to execute

the hardware if that is possible. Both set and execute instructions include the

corresponding kernel identifier. The system invokes the scheduler to decide

about the actual execution after encountering set or an execute instructions.

The scheduler can also utilize more scheduling policies, which are more com-

plex. Those policies can be based on the information from the design time,

information collected at runtime or even some heuristics. A good source of

information from design time is the Configuration call graph (CCG) which

shows the future of the system and can help in finding a near optimal schedule.

The CCG is a directed graph presenting the kernels identified by the profiler.

Each node in this graph contains the kernel identifier, which uniquely identifies

the kernel. The edges of the graph represent the dependencies between the

configurations within the application.

3.3.2 Profiler

The profiler continually tracks the application behaviour and records statistics

such as the number of references to one kernel. These statistics along with the

scheduling policy, are used to determine where, when and how to execute the

tasks. The profiler can also be used to find the kernels. The profiler must log the

collected data in very fast and efficient data structures. Because, the overhead

of retrieving information form the data structures can affect the performance of

the profiler.

3.3.3 Transformer

The transformer replaces the software implementation of the kernel with a

call to the hardware. It uses a binary rewriting mechanism and can again
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impose a considerable overhead. This mechanism has to assure the correct

input/output parameters transfer. However, we propose a mechanism within

MOLEN programming paradigm that does not require binary rewriting. This

will be explained in more details in Chapter 4.

3.3.4 Kernel Library

The kernel library is a pre-compiled and pre-synthesized set of kernels imple-

mented for the underlying reconfigurable hardware. For each kernel, there

might be a couple of different versions of implementations (with the same

identifier) in the library. Each version differs with the others in one or more

metrics for example logic size or/and power consumption. It is completely

transparent from the application developers and does not impose any trouble to

them.

Corresponding to each version, the library includes some metadata describing

the kernel’s characteristics such as the configuration latency, execution time,

memory bandwidth requirement, power consumption, and the logic size. These

metadata are mainly used by the scheduler based on the scheduling policy.

Furthermore, it contains the physical mapping location of the kernel on the

FPGA.

This library can be synthesized for each reconfigurable hardware platform

resulting in the applications, independent of the underlying platform. There is a

software wrapper for each operations implementation. The software wrapper is

kept in the form of a Dynamic Shared Object (DSO). The application developer

can also provide his own DSO along with the required metadata.

3.3.5 JIT Compiler

This is a just-in-time compiler that can be used to compile the kernels for which

there is no implementation in the library. The compiler complies the binary

from one architecture to the other architectures. Any just in time compiler can
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be used here nevertheless, there is no efficient one yet available.

3.4 Interfacing Components

The profiler has to communicate with the scheduler at runtime and, therefore, it

needs to use data structures that allow for fast writing and reading of the profiled

statistics. As the interaction between the scheduler and profiler is in real time,

we propose the use of a shared memory and a double buffering mechanism

to store and read the profiled data. The shared memory is shared between the

profiler and the scheduler.

As shown in Figure 3.3, the profiler stores the collected information in the

shared memory and the scheduler reads them. This shared memory is called

Profiler Frame. This data is vital to the scheduler for the decision-making. As

soon as the scheduler decides about mapping a task to a core, it invokes the

transformer asking to transform the binary so that it can execute on that core.

The transformer either performs a just in time compilation or uses an already

existing implementation from the library.

To give a better overview of the sequence of activities happening during the
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task scheduling, we present two case studies.

In the first case study, there are three applications and two cores besides GPP.

We present this case study to show the interaction between the application,

the scheduler and the kernel library. In this case study, applications App1 and

App2 require operation Op1 on the core Core1 and application App3 requires

operation Op3 on the core Core3. This case study clearly shows how the

applications are being executed in what order their requests are served. This

case study also clearly shows that the execution on the cooperating cores is non

preemptive.

The sequence diagram of this case study is presented in Figure 3.4. The OS starts

App1 at the beginning. After sometimes, App1 sends a request for operation

Op1 to be executed on core Core1. This request goes to the scheduler and the

scheduler queries the library to check if there is an implementation for this

operation in the library, which suits core1 . The library’s answer to this query

is positive and, therefore, the Core1 is configured with the Op1 and it starts

executing it. Looking at the execution of Op1 on Core1, it is clear that the

execution continues to the end of Op1 and it is not preemptive.

At a later stage, the OS sends a suspend signal to the App1 as its time slice is

finished. Then, the OS starts App2, which needs the Op1. As this operation is

now in busy mode on core one, the App2’s request is rejected. After finishing

App2’s time slice, the App3 starts execution. App3 needs operation Op2 on the

core2. The scheduler therefore, queries the library, which returns a negative re-

sult. As a result, the scheduler asks JIT compiler to produce an implementation

for operation Op2 for core2. Then, the Op2 is configured on core2 and it starts

execution.

The second case study shows the profiler role in the whole execution process. In

this case study, there are two application and two cores. This case study shows

how the profiler recognizes a kernel and interacts with the rest of the system.

Figure 3.5 presents the sequence diagram of the second case study. As it is

shown in the figure, at the beginning, the applications are executing one after
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the other for sometimes. During this period, the profiler is monitoring the

behaviour of these applications. After a while, it can detect that one of a task

in the application App1 is a kernel and can be accelerated on a faster core.

As a result, the profiler sends a signal to the scheduler informing it about

the new kernel. The scheduler then checks the library to see if there is an

implementation available for that operation which is the case in this example.

After that, the scheduler sends a request to the transformer to transform the

App1 binary to be able to use this operation on core1. The transformer has to

suspend the App1 and start modifying its code. After finishing this process,

App1 can use the operation Op1 in its later execution process.

3.5 Conclusion

In this chapter, we presented an overview over our runtime system. The runtime

system is responsible to operate the system and address all the conflicting

issues between the tasks. It incorporates a number of components namely

the scheduler, the profiler, the transformer, the JIT compiler and the kernel

library. We briefly described the task of each component, however, a more

detail discussion on them will be given in the following chapters.

We also discussed the interaction and interfacing mechanisms between these

components. The most important interface is the interface between the scheduler

and the profiler. This interface has to be very fast and efficient to be able to

address the real-time constraint of interaction between the profiler and the

scheduler.

Furthermore, we presented two case studies which show two different scenarios

of cooperation and interaction of the components. Other scenarios can also be

envisioned.





4
Task Abstraction

In the previous chapters, we provided a summary of the MOLEN programming

paradigm. The MOLEN programming paradigm is proposed to offer a general

function like execution of the compute intensive parts of the programs on the

reconfigurable processors. Within the MOLEN programming paradigm, the

MOLEN set and execute primitives are employed to map an arbitrary function

on the reconfigurable hardware. However, these instructions in their current

status are only intended for single application execution scenario.

In this chapter, we extend the semantic of the MOLEN set and execute to have

a more generalized approach and support multi-application and multitasking

scenarios. This way, we propose the runtime SET and EXECUTES as APIs

provided by the runtime system. We show how we use these APIs to abstract

away a task call from its actual implementation.

4.1 Introduction

Within a heterogeneous multi-core system, different operations might be

mapped to different cores. In case of a multi-application scenario, where

the exact configuration of the system load is not known at design time, the task

mapping has to be performed at runtime.

47
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In our system, each application is composed of several tasks. Each task can be

mapped to a certain core, or it can be executed on the general purpose processor.

A certain task might be used in more than one application. To simplify the

design and to be in line with the MOLEN programming paradigm, we assume

that a task is in the form of a function in the program code. Therefore, each

function in the code is a task unless it is a very small function. Some of these

functions (tasks) are recognized by the compiler as compute intensive tasks.

For calling these tasks, the compiler uses the runtime system’s APIs. However,

there might be other compute intensive tasks which are not recognized as such

by the compiler. These tasks may be identified at runtime by the profiler and

therefore, the runtime system has to change the call to these tasks in such a way

that they use the runtime APIs.

For each task in the system, there might be a variety of different implementa-

tions. There are several reasons for that. First, each core might have different

hardware architecture and therefore, dissimilar binary standards. This means

that a task when mapped on core number one, should use a different binary than

when mapped on core number two. Second, based on the desirable level of per-

formance, each task might have different implementations even for a particular

core, especially when that core is a kind of accelerator such as a FPGA. For

example one implementation is optimized for better power consumption, the

other is faster, etc.

It is obvious that managing all these varieties in implementations needs compli-

cated mechanisms. It is very difficult for the program developers to concentrate

on high-level algorithmic issues and at the same time deal with such complex

matters. To overcome the complexity of handling all these issues, a task ab-

straction mechanism is needed in which the task in its conceptual view should

be abstracted from its actual implementation. In this way, the programmers

can only express the computation in its logical and conceptual view and then at

runtime the actual binding to a certain implementation happens.

The compute intensive operations are usually implemented on the faster cores

for increasing the system performance. Different vendors provide their own
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implementation for each specific operation. The main challenge is to integrate

these implementations - whenever possible - in new or existing applications.

Such integration is only possible when application developers as well as hard-

ware providers adopt a common programming paradigm.

The MOLEN programming paradigm [51] is a sequential consistency paradigm

for programming multi-core, polymorphic machines. This paradigm allows

parallel and concurrent hardware execution and is currently intended for sin-

gle program execution. However, the movement towards many applications,

multitasking scenarios adds new design factors to the system such as dealing

with the core as shared resources. These factors prevent using the MOLEN

primitives in their existing form. They should be extended in such a way that

besides offering the old functionalities, they have to resolves the conflicting

issues between different applications at the time of primitive usage. In this

chapter, we present how the MOLEN programming paradigm primitives are

extended and adapted into the proposed runtime system.

The MOLEN hardware organization is established based on the tightly cou-

pled co-processor architectural paradigm. Within the MOLEN concept, a

general-purpose core processor controls the execution and reconfiguration of

reconfigurable coprocessors. A more detailed view on MOLEN is given in

chapter 3. In the next section, we describe the MOLEN programing paradigm.

4.1.1 MOLEN Programming Paradigm

The MOLEN programming paradigm presents a programming model for re-

configurable computing that allows modularity, general function like code

execution and parallelism in a sequential consistency computational model.

Furthermore, it defines a minimal ISA extension to support the programming

paradigm. Such an extension allows the mapping of an arbitrary function on

the reconfigurable hardware with no additional instruction requirements.

The MOLEN programming paradigm introduces new super instructions to

operate the FPGA from the software. An operation executed by the RP is
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divided into two distinct phases: set and execute. In the set phase, the RP is

configured to perform the required task and in the execute phase the actual

execution of the task is performed. This decoupling allows the set phase to be

scheduled well ahead of the execute phase, thereby hiding the reconfiguration

latency. This phasing introduces two super instructions; set and execute.

The set instruction requires as a single parameter the beginning address of the

configuration microcode. When a set instruction is detected, the Arbiter reads

every sequential memory address until the termination condition is met and

then the Arbiter configures it on the FPGA. After completion of the set phase,

the hardware is ready to be used for the targeted functionality. The execution

of the functionality is done using the execute instruction. This instruction

utilizes as a single parameter the address of the execution microcode. The

execution microcode performs the real operation. This consists of reading the

input parameters, performing the targeted computation, and writing the results

to the output registers.

As it is obvious, these two instructions are based on the assumption of a single

thread of execution. There is no need for changes in the operating system as

long as there is only one application dealing with the FPGA. That is because

there is no competition for the resources and the application has full control

over the FPGA. In case of serving several concurrent applications on the same

system, set and execute cannot be used in the same way as they are used in

the single application paradigm. Each application might issue its own set and

executes which most probably have conflicts with the others set and executes.

The operating system has to resolve all the conflicts in such a scenario.

In this chapter, we extend the semantic of MOLEN set and execute to have a

more generalized approach and support multi-application, multitasking scenar-

ios. This way, we propose the runtime SET and EXECUTES as APIs provided

by the runtime system. In the next section, we review the runtime execution

environment in which the MOLEN primitives are used to operate the FPGA.

After that, we present the runtime primitives in Section 4.2.
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4.1.2 The Runtime Environment

In chapter 3, we presented the proposed runtime environment. The runtime

environment is a virtualized interface that decides how to allocate the hardware

at runtime based on the dynamically changing conditions of the system. More-

over, this layer hides all platform dependent details and provides a transparent

application development process.

The runtime environment components include a scheduler, a profiler, and a

transformer. It might also incorporate a JIT compiler for on the fly code

generation for the target cores, e.g. FPGA bit streams.

The runtime system also includes a kernel library of a set of precompiled im-

plementation for each known operations. This means, we might have multiple

implementations per operation. Each implementation has different character-

istics, which are saved as metadata and can contain the configuration latency,

execution time, memory bandwidth requirements, power consumption, and

physical location on the reconfigurable fabric.

This library can be synthesized for each reconfigurable hardware platform

resulting in the applications, independent of the underlying platform. There is a

software wrapper for each operations implementation. The software wrapper is

kept in the form of a Dynamic Shared Object (DSO). The application developer

can also provide his own DSO along with the required metadata.

In the next section, we present the runtime primitives. The SET and EXE-

CUTE APIs here are an extension of the MOLEN set and execute instructions

respectively.

4.2 MOLEN Runtime Primitives

To keep the changes in the compiler and design tool chain [52] as limited as

possible and to provide legacy compatibility, we propose the MOLEN runtime

primitives as follows.
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We proposed two APIs in the runtime system; the SET and EXECUTE. The

functionality of these APIs is almost identical to the original MOLEN set and

execute. Besides the normal MOLEN activities, these APIs also take care of the

sharing of the FPGA among all the competing applications. This means, the

runtime system is responsible to check the availability of the FPGA or targeted

core at the time of the call. Furthermore, it can impose some sort of allocation

policies such as priorities and performance issues.

Figure 4.1 shows the sequence diagram of the operation execution in the pro-

posed runtime system. When an application encounters a call to the SET for

a specific operation, it sends its request to the runtime system (VM). The VM

then checks the library to look for all the appropriate implementations. If no

such implementation is found, it sends a FAIL message back to the application.

The FAIL message means the SET operation cannot be performed. Otherwise,

based on the scheduling policy it selects one of the implementations (IM) and

configures it on the FPGA. The OS driver is the low-level interface between

the operating system and the physical FPGA fabric. Finally, the VM sends the

address of the IM to the application.

Comparing Figure 4.1 with Figure 3.4 and 3.5 in Chapter 3, we should mention

that the VM in this figure is equal to the Scheduler in those figures. The

Scheduler in this figure is actually representing the scheduling policy which

will be explained in the next chapter. Figure 4.1 is actually a more detailed view

of the Exec arrows of the Figure 3.4 and 3.5 in Chapter 3.

Later on, when the application encounters the EXECUTE instruction, the

system checks if the IM is still configured and ready. The execution can start

right away when the IM is configured and ready. The system has to follow the

SET routine again and start the execution when the IM is not configured and is

not ready. If any problem occurs during this process, a FAIL message will be

sent back to the application. A FAIL message received by the application means

the software execution of the operation has to be started. In the following two

sections, we describe the SET and EXECUTE APIs in more detail.
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Figure 4.1: The Operation Execution Process
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4.2.1 SET

The SET API receives the operation name as an input. We assume all the

supported operations have a unique name. This assumption is based on the idea

of having a library of a number of different implementations per operation in

the runtime environment. Listing 4.1 shows the pseudo code corresponding to

the SET API.

In Listing 4.1, line 2 creates a list of all the existing implementation for the op-

eration. If the physical location corresponding to any of those implementations

is busy, e.g. another application is using that resource, that implementation is

removed from the list in line 4-1 and the loop continues to the next element in

the list. Some of the implementations might already be configured on the FPGA.

This means there is no need for configuring them again. Those implementations

are added to another list in line 4-2 and the best candidate (here the fastest one

and can be a different one based on the scheduling policy) is return to the main

program in line 5. If such an implementation does not exist, the algorithm goes

further to choose one of the other implementations and starts configuring it

in line 6. This selection is very dependent on the scheduling (line 6-1). The

configuration process is discussed in Section 4.2.3.

Listing 4.1: The SET API

SET (input: Operation op): return Implementation IM

1- SET begins

2- Assume im_list the list of all the implementations

corresponding to the op in the library;

3- Assume co_list as an empty list;

4- foreach IM in im_list

4-1- If the corresponding physical location of IM is

busy

Remove IM from im_list;

Continue;

End if

4-2- If IM is already configured on the FPGA

Add IM to the co_list;
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End if

End for

5- If co_list is not empty, return the IM with the minimum

execution time from co_list;

6- If im_list is not empty

6-1- Choose IM from the im_list based on the scheduling

policy; //Calls the Scheduling Algorithm e.g. IM =

LDiF(im_list);

6-2- If IM is NULL, Return FAIL;

6-3- Configure IM on FPGA;

6-4- Return IM;

End if

7- Return FAIL;

8- SET ends

By looking more carefully to the SET procedure, it is obvious that the hardware

execution part is non-preemptive. We check the busy status of the physical

locations in step 4-1 before making any replacement decision. In preemptive

hardware scheduling scenario, the system has to offer the ability to save and

restore hardware status among other services.

Preemptive scheduling is outside the scope of this thesis. However, more detail

on the preemptive scheduling can be found in [53] and [54]. Moreover, we do

not have task migration from CPU to FPGA. As soon as a task starts on the

CPU, it cannot be executed on the FPGA. However, at a later stage in another

run of that task, it might be executed on another core. This means that we

support weak code mobility but not strong code mobility. Strong code mobility

involves moving the code and the execution state from one core to another.

4.2.2 EXECUTE

The EXECUTE is also an API offered by the runtime system. It has two input

arguments; the operation name and the address of the configured implementa-

tion in the SET phase. Listing 4.2 shows the pseudo code corresponding to the

EXECUTE.
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Listing 4.2: The EXECUTE API

EXECUTE (input: Operation op; input: Implementation IM)

1- EXECUTE begins

2- If IM is not NULL and IM is not busy

Execute IM;

Return SUCCESS;

End if

3- IM = SET (op);

4- If IM is not NULL and IM is not busy

Execute IM;

Return SUCCESS;

End if

5- Return FAIL;

6- EXECUTE ends

The operations might be shared between different applications (This task sharing

is one of the motivations behind the idea of using dynamic shared object

(discussed in section 4.2.3). On the other hand, there might be a gap between

the occurrence of the SET and EXECUTE (e.g. because of the compiler

optimizations to hide the reconfiguration delay). Therefore, the control might

go from current application (aap1) to another application (app2). The second

application (app2), therefor, might use the implementation which is set by the

first application (aap1). That is why the busy status of the IM (in line 2 of

Listing 4.2) has to be checked. If it is not busy, it can start execution.

As the EXECUTE performs a SET in any case, it is possible to directly call

the EXECUTE without any prior SET or any successful prior SET. In such

a case, ECECUTE is called with IM being null. In case of having a busy

implementation or a null, the SET has to be performed again. This is done

in line 3 of Listing 4.2. Finally, the algorithm executes the implementation in

line 4 of Listing 4.2. If any problem occurs during the EXECUTE, it return a

FAIL which means the operation has to be executed in software. The execution

process is discussed in section 4.2.3.
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4.2.3 Dynamic Binding Implementation

The actual binding of the function calls to the implementation happens at

runtime. To do that we use the ELF binary format delayed symbol resolution

facility and the position independent code.

For each operation implementation in the library, there is a software wrapper

with two functions. One function performs the low level configuration of the

operation (the original set) and the other performs the low level execution of the

operation (the original execute). In the runtime SET, when the reconfiguration

takes place (line 6-2 in Listing 4.1), the low level SET from this software

wrapper is called. Similarly, in the runtime EXECUTE (lines 2 and 4 in

Listing 4.2) the low level execute is called. The reason that we can use the

traditional set and execute at this point is that the sharing controls has already

been performed by the runtime system and it is safe to call the original set and

execute instruction.

As it is mentioned in Section 4.1.2, this software wrapper is kept in the form

of a Dynamic Shared Object (DSO). Given the name of a DSO by the SET

(line 6-2 in Listing 4.1), the system dynamically loads the object file into the

address space of the program and returns a handle to it for future operations.

The name of the DSO is actually the name of the chosen implementation. We

do this process by using the Linux dlopen function. The dlopen is called in

LAZY mode. The LAZY mode says to perform resolutions only when they are

needed. This is done internally by redirecting all the requests that are yet to be

resolved through the dynamic linker. In this way, the dynamic linker knows at

request time when a new reference is occurring, and resolution occurs normally.

Subsequent calls do not require a repeat of the resolution. To find the address

of each function in the DSO, we use Linux dlsym facility. The dlsym takes the

name of the function and returns a pointer containing the resolved address of

the function.

At the time of original set call (line 6-3 in Listing 4.1), all the required parame-

ters needed by the FPGA have to be transferred to MOLEN XREGS. Then, it
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starts configuring the FPGA. At the time of the original execute (lines 2 and

4 in Listing 4.2) call, the address of the second function is resolved using the

dlsym. By this function pointer, we can invoke the required operation.

Furthermore, a support tool is proposed for simplifying the creation of DSO

files to be added to the runtime library (especially for third-party modules)

. The idea is simple: It shows a template of the wrapper and the program

developer has to add a few lines of code to it. Besides, the program developer

has to write explicitly the parameters transfers instruction in the pre-defined

template (moving the parameters to XREGs). At the end, the tool compiles the

code for Position Independent Code (PIC) and converts it to a DSO. The tool

provides a very simple interface to gather the metadata required by the runtime

scheduler such as the configuration latency, execution time, memory bandwidth

requirements, power consumption, and physical location on the reconfigurable

fabric and stores them in an appropriate format.

4.3 Evaluation

The overall performance improvement through acceleration and the invoked

overhead are the two important parameters for the evaluation of the proposed

mechanism. In this section, we first discuss the overhead involved in the pro-

posed mechanism and then we present the experimental results. The execution

time overhead imposed by loading of a DSO occurs at two places; at run and

load-time.

At runtime, each reference to an externally defined symbol must be indirected

through the Global Object Table (GOT). The GOT is a table that contains

the absolute addresses of all the static data referenced in the program. The

compiler/assemble make all data references through this table. During runtime

linking this table is initialized by the runtime linker. In most cases, the only

runtime overhead is the need to access imported symbols through the GOT.

Each access requires only one additional instruction.



4.3. EVALUATION 59

At load-time, the running program must copy the loaded code from an object

file into the memory and then link it to the program. The load-time overhead is

the time spent to load the object file. For a null function call in our system, the

load time is about 0.75 milliseconds. For a typical wrapper function, the load

time increases to about 2 milliseconds. We should mention that the increase in

the input parameters’ size might increase the size of the wrapper function since

each parameter needs a separate instruction to be transferred to the MOLEN

XREGs.

In the next section, we present the time it takes to load some of the well-known

kernels using the proposed mechanism by hardware emulation.

4.3.1 Overhead in a Single Call

To show the overhead of loading DSOs, we performed some experiments. We

take some well-known kernels and try to show the overhead when calling them

using the proposed mechanism. We developed a very simple program which

call each kernel once using the SET and EXECUTE APIs. All the kernels are

implemented in the form of a DSO.

The experiment workload is obtained from an interactive multimedia Internet

based testing application [55]. The workload’s kernels and the results are listed

in Table 4.1. The timing is based on the software or hardware execution of the

tasks on the Xilinx Virtex-5 FPGA Family. The software execution time is on

a hard PPC. The configuration time is the time for partial reconfiguration of

each task. The numbers in the first three columns are generated using the REC-

BENCH tool [55]. These numbers are used as the input to our emulator. The last

two columns are obtained from employing the proposed mechanism. It should

be mentioned that the hardware execution is emulated in these experiments.

The last column in Table 4.1, shows the operation total execution time when it

is executed only once. This means the execution time is the sum of the software

wrapper load delay plus the reconfiguration delay plus the HW execution time.

The first column is the software only execution time (no FPGA) which is
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Table 4.1: Workload Kernels

Kernels SW execution
time (ms)

HW Execution
time (ms)

Configuration
Delay (ms)

SW wrapper
Delay (ms)

HW total
execution time

(ms)

Epic-Decoder 19.87 8.56 5.82 2.11 16.49

Epic-Encoder 11.87 5.22 2.49 1.17 8.88

Mpeg2-Decoder 77.35 2.43 3.64 1.47 7.54

Mpeg2-Encoder 10.39 1.94 4.87 1.81 8.62

G721 42.42 4.64 5.82 2.57 13.03

Jpeg-Decoder 68.39 8.63 8.72 3.41 20.76

Jpeg-Encoder 169.33 35.23 10.98 4.51 50.72

Pegwit 166.06 36.34 5.88 2.59 44.81

mentioned just as a point of reference.

As shown in Table 4.1, the software wrapper delay over the total execution time

varies between 5 to 20 percent for different kernels.

However in general, when a kernel is loaded (incurring one wrapper and re-

configuration delay), it executes more than once which means the overhead

decreases as the number of executions increases. To show such a reduction in

execution time, we evaluate the overall execution time in the following section.

4.3.2 Overall Overhead

To show overall system performance, we used 5 different workloads from

interactive multimedia Internet based test; the workload varies based on the

number of tests taken and the number of kernels, which are used in each test. We

have workloads for 12 applicants (821 kernels), 24 applicants (1534 kernels),

36 applicants (2586 kernels), 48 applicants (3032 kernels), and 60 applicants

(4164 kernels). It should be mentioned that each test taker has its own process

in the system and therefore the number of applications are equal to the number

of test takers. In such a scenario, each test taker corresponding application is

competing against the others to obtain the FPGA resources.

Furthermore, we have implemented a very simple scheduling algorithm. This
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Table 4.2: Overall Execution Time

No application 12 24 36 48 60

No kernels 821 1534 2586 3032 4164

SW only (ms) 135654.08 260508.60 381329.44 501860.74 641478.23

SW/HW (ms) 59580.79 121977.13 186415.10 256929.84 335276.90

Wrapper overhead
(ms) 2983.03 5884.87 7654.71 10814.62 11463.15

Wrapper overhead
percentage 5 5 4 4 3

Speedup 2.28 2.14 2.05 1.95 1.91

algorithm picks the fastest implementation and executes it. If the fastest imple-

mentation is not available, the scheduler picks the next one.

We compared the software only execution with the hardware/software execution.

As shown in Table 4.2, the overall system speedup varies between 2.28 to 1.91.

The wrapper overhead to the overall execution time is between 3 to 5 percent.

As the number of test takers increases, the chance of executing an already

configured kernel increases and as a result, the wrapper overhead reduces.

On the other hand, since the system loads increases, the overall speedup also

decreases. That is because the FPGA resources are limited and fixed. Therefore,

when the system load increases the HW/SW execution time gets closer to the

SW only solution and as a result, the speedup reduces.

One might argue that the obtained speedup of around 2 is not as impressive

as it should be. There are some reasons behind this number. First of all as we

used the processor coprocessor paradigm with only one GPP, the GPP load

is a bottleneck in our system. Most parts of the code which are not compute

intensive are executed on the GPP and we can not exploit any parallelism in

those parts. Furthermore, we use the library to load the kernels binary from

which increases the overhead of the system. Operating system overhead (for

example the system calls overhead) is also another source of system overhead.

However, we believe that the imposed overhead is actually the price we pay to

achieve a more flexible system.
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4.4 Conclusion

In this chapter, we extended the MOLEN programming paradigms primitives

to use them in presence of an operating system and in multi-application, multi-

tasking scenarios. The MOLEN primitives in their current status are just

for single application execution. We discussed the details of the SET and

EXECUTE APIs and presented the dynamic binding mechanism, which is

used by these APIs to bind a task call to a proper task implementation. Our

experiments show that the proposed approach has a negligible overhead over

the overall applications execution.



5
Scheduling

One of the major challenges in heterogeneous multi-core systems is the schedul-

ing and allocation of the tasks into different cores. In this chapter, we present a

two level scheduling mechanism. To overcome the complexity of identifying

kernels at runtime, we use the compiler support. The compiler provides the

runtime system with a configuration call graph which is used as a viable source

of information for the scheduling algorithm. We combine the configuration call

graphs from all running applications and extract our scheduling parameters for

each task from this graph. We also present a number of scheduling policies in

this chapter.

5.1 Introduction

Current reconfigurable multi-core systems can serve several applications as

they have huge computing power and huge system resources. Therefore, the

system should be able to share its computing resources among the tasks within

a single application or even among different applications.

The tasks in a static single application environment can be scheduled efficiently

by partitioning and design time scheduling of the tasks [56–61]. However, such

predictable application schedules form only a small subset of all the applications.

63
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Hence, the reconfigurable resources need to be managed at runtime for the

multitasking environments by a runtime scheduler [62–71].

The main problem is to assign the limited system resources based on the needs

of the applications at the execution time. The objective is to identify certain

tasks that can be accelerated on the faster cores and the remaining parts of the

application will be executed on a regular general-purpose processor. We should

clarify that in this thesis, a task can be a whole function or procedure but it can

also be any cluster of instructions that is scattered throughout the application.

Task scheduling can have different conflicting objectives, like improving per-

formance, power consumption, or the memory footprint. As a result, many

different scheduling algorithms can be used for task scheduling. For example

during the program execution, a scheduler can estimate the potential speedup

that will be achieved when running a task on a reconfigurable hardware and the

initial cost of a hardware mapping. The scheduler decides how to allocate the

hardware based on the scheduling policy and considering the other applications

requirements

In the proposed system, task scheduling takes place in two phases. Firstly, at

compile-time, the compiler performs static scheduling of the reconfiguration

requests assuming a single application execution. The main goal in this stage

is to hide the reconfiguration delay by configuring them well in advance the

execution point. Then at runtime, the runtime system performs the actual task

scheduling. In this stage, the SET and EXECUTE instructions are just a hint to

the runtime system. The runtime system decides based on the runtime status

of the system and it is possible to run a kernel in software even though the

compiler already scheduled the configuration. In the following, we explain each

phase in more details.

We should mention that in our system, each application is composed of several

tasks. Each task can be mapped to a certain core, or it can be executed on

the general-purpose processor. A certain task might be used in more than

one application. To simplify the design and to be in line with the MOLEN

programming paradigm, we assume that a task is in the form of a function in
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the program code. Therefore, each function in the code is a task unless it is

a very small function. Some of these functions (tasks) are recognized by the

compiler as compute intensive tasks. For calling these tasks, the compiler uses

the runtime system’s APIs. However, there might be other compute intensive

tasks which are not recognized as such by the compiler. These tasks may be

identified at runtime by the profiler and therefore, the runtime system has to

change the call to these tasks in such a way that they use the runtime APIs.

Besides the help of the compiler and the runtime system, the program developer

can also directly use the runtime system’s APIs in the program code.

5.2 Compile Time Scheduling

One of the tasks of the runtime system is to intercept the kernels. Then, it can

map them to the faster cores. Intercepting the kernels at runtime is not trivial.

It requires complex profiling tools to provide the required information to the

scheduler. Besides using the runtime profiling information, we can also use the

compiler and design time tools hints for identifying compute intensive tasks.

Within the MOLEN programming paradigm, the set and execute concept can be

effectively employed as an abstraction primitive which can separate the notion

of task call from the real task implementation as described in Chapter 4. The

runtime scheduler then employs a binding mechanism to attach each task to a

proper implementation at runtime.

The compiler performs static scheduling of the reconfiguration requests assum-

ing single application execution. The goal of this scheduler is to minimize the

impact of the reconfiguration latency over the application performance. The

reconfiguration latency is a major drawback when using reconfigurable accel-

erators. However, by configuring the tasks well in advance, the compiler can

reduce the effect of reconfiguration on the overall application performance [72].

Here, we show a motivational example presented in [73].

In Figure 5.1, op1, op2, and op3 are the kernels, which can be placed on an
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Figure 5.1: Compiler Instruction Scheduling

FPGA. op2 has physical conflicts with both op1 and op3 and therefore can not

be place with any of them concurrently. However, op1 and op3 can be placed at

the same time. The numbers associated with each edge of the graph represent

the execution frequency of the edge. As it is obvious in the figure, operation

op1 is configured 100 times in B5 and 10 times in B13. By moving SET op1

instruction on the (B1, B2)-edge, we can reduce the number of configuration

calls for op1 to 20. The hardware configuration for op2 at B10 cannot be moved

earlier than node B7, as it will change the hardware configuration for op3 that

must be performed at B7. Moving forward the SET of the other operations such



5.3. RUNTIME SCHEDULING 67

as B15 hides the configuration latency to some extent.

Therefore, we make use of the compiler optimization in order to optimize

a single application execution. As shown in the motivational example, the

compiler changes program by moving the SETs to an earlier place in the code

to hide the configuration latency.

However during runtime, all these optimized applications run together. This

concurrent execution causes some conflicts when using the computing resources.

Therefore, the runtime system might not be able to perform all the optimizations

done by the compiler. In the next section, we describe how the runtime scheduler

works and how it resolves the conflicts.

5.3 Runtime Scheduling

One of the basic limitations of multitasking reconfigurable computers is the

size of the reconfigurable fabric. The size of the required logic for all the

applications usually exceeds the size of the fabric. Therefore, the most important

design factor for a runtime scheduling mechanism is the replacement policy.

This replacement algorithm determines which part of the logic area should be

replaced whenever some space is needed.

The scheduler should calculate which tasks are likely to be needed soon and if

they are already configured, not to replace them with other tasks. This is often in

combination with pre-cleaning, which guesses which configured tasks currently

on the FPGA are not likely to be needed soon. However, this cannot be managed

by the runtime systems because, it is impossible to compute reliably how long it

takes before a task will be used again, except when all the applications running

on a system are known beforehand.

One way to predict the future behaviour of the system is to look at the past

behaviour of it. However, it has been proven in [74] that the past behaviour is

not a good heuristic to be used for replacement in the reconfigurable computers.

We really need to know the future behaviour to be able to make good decisions.
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One solution is to provide information from the design time using CCG. With

the help of CCG, the scheduler can look at future of the application behaviour

and extract useful information about the tasks execution. For example, the

scheduler can calculate parameters such as the distance to the next call and the

frequency of the calls in future, which can be used as the replacement decision

parameters.

In the followings, we give more details on the replacement policy and the

parameters we use for the replacement decisions.

5.3.1 The Replacement Policy

Many decision parameters can be used to decide for the replacement such as

the frequency of use in the past, the distance from last call, or even a random

selection.

All of these parameters are heuristics to keep the best kernel configured. Having

information about the future is indeed a real success factor in this decision. In

this section, we introduce a few decision parameters such as the distance to the

next call, the frequency of the calls in future, the frequency of calls in the past

and time improvement.

At each scheduling point, we define the distance to the next call for the task T as

follows. Let di be the distance to the next call for application i. This represents

the number of task calls between the current execution point and the next call to

the task T, in the breadth first traverse of the CCG. We use the minimum value

of di as the distance to the next call for task T.

Similarly, for a specific task T, we define the frequency of the calls in future for

an application as the total number of calls to the task T in all the successors of

the current execution point. Afterwards, the frequency of the calls for the task

T in the whole system is the sum of the frequencies of all applications.

Deciding based on the distance to the next call means we want to remove the

task that is used furthest in future. Similarly, considering the frequency of calls
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in future as the decision parameter, means the replacement candidate is the task

that is used less frequent in the future.

The time improvement heuristic is defined by two parameters: the first is the

reduction in task execution time, which is obtained by comparing the hardware

execution time of a task on FPGA and the software execution time on the

general-purpose processor. The second parameter is called distance to the next

call which is defined above.

These parameters except the frequency in the past can be calculated from the

CCG. CCG is a directed graph that is generated by the compiler and gives

information about the execution behaviour of an application. In the next section,

we provide a detailed explanation of the CCG.

5.3.2 Configuration Call Graph

A Configuration Call Graph is a directed graph, which provides the runtime sys-

tem with information about the execution of the application. CCG is generated

by the compiler. The runtime scheduler can predict the future behaviour of the

system from a CCG. Each CCG node represents a task. The edges of the graph

represent the dependencies between the configurations within the application.

The nodes of a CCG are of three types: operation information nodes, parallel

execution nodes (AND nodes), alternative execution nodes (OR nodes).

The parallel execution nodes specify that all of their successor nodes have to be

executed in parallel. The alternative execution nodes specify that only one of

their successors have to be executed. However, the selection of the successor

depends on a condition that is specified in the program. The output edges of the

alternative execution nodes are weighted with the probabilities of execution of

the corresponding successors. The compiler derives those probabilities from

the edge execution frequencies. The weights of the other edges are set to one.

Figure 5.2 shows a sample CCG.

Each node in a CCG is weighted. The weight of a node is defined by a vector of

n values; Wnode = {V1, V2, .., Vn}. Each Vi can be another vector or a single
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Figure 5.2: A Sample CCG

value which shows a specific characteristic of the implementations of a task.

The distance to next call to the same operation and the frequency of the call of

the same operation are among the parameters that the scheduler uses to perform

the task mapping. The weights of the CCG can be calculated off line thereby

reducing the runtime overhead.

The probabilities of the OR nodes and some of the values in the weight vector of

the node might be dependent on the compile time profiling input dataset. This

means that the CCG is not accurate at runtime because another input dataset

might be used at runtime. However, we use the CCG as a heuristic and it does

not need to be one hundred percent accurate, though a more accurate heuristic

results in better performance.

The algorithm to calculate the distance to the next call for each node (task)

is listed in the Listing 5.1. This is in fact a Breadth-first search algorithm.

However, it is extended to keep the level for each node. The level represents the

number of edges from the root of the tree to the node in the execution order. A

Breadth-first algorithm traverses the graph level by level. The parameter level

is used to limit the traverse depth. This is discussed later in this section.



5.3. RUNTIME SCHEDULING 71

Listing 5.1: Distance to the Next Call in a Single CCG

DistanceToNextCall (input: Node node, CCG ccg, Integer level) :

return Integer distance

1- Begin

2- node.level=0;

3- Enqueue node;

4- While the queue is not empty do

4-1- Dequeue a node n;

4-2- Mark n;

4-3- If (n.level > level), Return level+1;

4-4- if (n.operationName = node.operationName, Return n

.level;

4-5- For all unmarked children of the node

4-5-1- child.level=n.level+1;

4-5-2- enqueue the child node;

End for

End while

6- End

The algorithm presented in the Listing 5.2 is similar to the algorithm in Listing

5.1. This algorithm counts the frequency of the calls for each operation from

each node. It should be noted that CCG is a directed graph. This algorithm also

used the parameter level to limit the traverse depth as will be explained later.

For avoiding ambiguity, we only traverse the node with the highest probability

in the alternative execution nodes (OR nodes) in the CCG traversal algorithms

listed in Listings 5.1 and 5.2. Furthermore, we traverse the loop body only two

times when encountering a loop. This is not shown in the algorithms listed in

5.1 and 5.2 in order to make them more readable. To do this, in the loop in line

4-5 in Listing 5.1, we check the type of the node. If it is an OR node, we only

enqueue the child connected via an existing edge with the highest weight in

line 4-5-2. In case of loops, marking mechanism should be changed and it is a

little bit more complicated. In fact, a loop begins (or ends) with an OR node.

When passing an OR node, we reduce the probability of the taken branch in

such a way that allows only one more pass through that branch.
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Listing 5.2: Frequency of Calls from Current Node in a Single CCG

FrequencyInFuture (input: Node node, CCG ccg, Integer level) :

return Integer Frequency

1- Begin

2- node.level=0; count=0;

3- Enqueue node;

4- While the queue is not empty do

4-1- Dequeue a node n;

4-2- Mark n;

4-3- If (n.level > level), Return count;

4-4- if (n.operationName = node.operationName, count++;

4-5- For all unmarked children of the node

4-5-1- child.level=n.level+1;

4-5-2- enqueue the child node;

End for

End while

6- End

One of the main issues in calculating the distance and frequency is a concept we

call it the nearness degree. Looking at the distance is good in general. However,

we are not interested to look very far as that might have a negative influence

on the scheduling decisions. For example, an operation might be called several

times but that is not in the near future. If we look very far, it means that this

operation should have a very high priority and it should be kept configured.

However, in the near future, this particular operation is not used and it is wise

to remove it and make space for the other operations.

To calculate the nearness degree, a maximum traverse depth is specified to

restrict the level of movement in the CCG in the traversal algorithms listed in

the Listings 5.1 and 5.2. This limitation also has a positive impact on the time

overhead of the algorithm. We performed experiments to identify the maximum

traverse depth. Figure 5.3 shows the total execution time of the applications by

increasing the traverse depth for the different workloads. More details about our

experimental setup can be found in Section 5.8. As it is shown in Figure 5.3, by

increasing the traverse depth, the execution time is approaching to a fixed value.
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At the beginning of each diagram, the execution time varies a lot. After around

traverse depth of 10, the execution time is getting more flat. Therefore, we set

the nearness degree to 10. This means that in all of our traversal algorithms we

traverse at most 10 levels of CCG from the current execution point.

As we said before, the nearness degree can influence the time complexity of the

traversal algorithms. In the worst case, when the GCC is full (i.e. all the nodes

have two children), we have to traverse 1024 nodes with the nearness degree

of 10. However most of the times, the CCG is not full and most nodes have

only one child. In that case, we traverse much fewer nodes than 1024. However,

this number is very dependent on the workload. This means that if we want to

use a different workload in our system, we have to change the nearness degree

accordingly. This is a design parameter and should be identified at the system

design time. If the designer can not provide this number, the algorithms traverse

the tree to the end and because this is an off line stage, it does not influence the

applications’ execution time at runtime.

It may seem that this replacement algorithm is similar to the page replacement

algorithms for virtual memory managements. For example, recency and fre-

quency of use are the most dominant decision factors for virtual memory page

replacement algorithms. However, there are some major differences here; firstly,

the virtual memory replacement algorithms replace at least one page by a new

page when the memory is full. Nevertheless, here, evicting no kernel is also an

option. Secondly, the cost of the replacement in virtual memory is fixed and has

no effect on the decision, yet here every kernel has its own configuration latency.

Thirdly, most of the algorithms for virtual memory are based on the temporal

and spatial locality in the reference pattern of the main memory. However,

in our case, the spatial and temporal locality of references is not yet proven

or accepted as a general principle and needs more investigation. Lastly, a vir-

tual memory page is relocatable and can be placed anywhere in the memory,

nonetheless, this is not true for the hardware kernels. In our algorithms, we use

the CCG to look at the future in contrast to the page replacement algorithms

which mostly look at the pas behaviour. Furthermore, we combine the execution

behaviour with another metrics from the kernel characteristics (i.e. the amount
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Figure 5.3: Execution Time Reduces when Travel Depth Increases

of time improvement).

The runtime scheduling procedure is a two level mechanism. The first phase

is a normal scheduling policy which is performed by the operating system

(e.g. a normal round robin). At the first level of scheduling, the tasks are

being scheduled to run on the general-purpose processor. Apart from that,

there are some points that the system needs to decide to use the reconfigurable

coprocessor for compute intensive tasks. These points are either the SET or

EXECUTE APIs or the internal events from the runtime profiler.

There are a few possibilities at each scheduling points. The first choice is to

do nothing and continue the execution on the general-purpose processor. The

other option is to choose one of the hardware implementations of the kernel

from the library, configure it on the FPGA, and start hardware execution. It
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should be noted that there might be other conflicting tasks already configured

on the FPGA and some of them might be in the execution status (busy). In the

following, we explain a few algorithms by which we address these conflicts.

Each of the algorithms presented here used a different parameter to make the

scheduling decisions.

5.4 Longest Distance in the Future

The Longest Distance in the Future (LDiF) algorithm replaces the tasks which

will be used furthest in future based on the provided CCG. That is because such

a task has the least chance of being accessed soon and can be safely replace by

a more important task.

In LDiF algorithm, at each scheduling point, we define the distance to the next

call for task T as follows. For application i, let di be the distance to the next

call. This represents the number of task calls between the current execution

point and the next call to the task T, in the breadth first traverse of the CCG. We

use the minimum value of di in all CCGs as the distance to the next call for the

task T.

Let us assume we are at a certain scheduling point. The scheduler is going

to decide about the task T. There are n different hardware implementations

(I1, I2, ..., In ) matching the task Tin the library. First, the scheduler must

ensure that in the physical location of each Ii on the FPGA, there is no other

busy task configured. Afterwards, it has to check if any of Ii is already config-

ured and is in ready status. This means there is no need for the reconfiguration

and the hardware execution can start right away. Subsequently, the scheduler

must choose either to replace one or more of the currently configured tasks on

the FPGA with one of the Ii or to continue the T’s execution in software. This

can be done using the replacement policy. There is a chance that no replacement

takes place because it might be more efficient to keep the currently configured

tasks. In this case, T runs in software.
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Listing 5.3 presents LDiF algorithm. This algorithm assumes that the imple-

mentation list is sorted based on the configuration latency plus the execution

time (total execution time). This assumption is because we are optimizing

the execution time. As we mentioned before, other optimization can be also

applied such as selecting the smaller task in size or the task with less energy

consumption and so on. The replacement decision is being taken in step 6-1. In

the listing 5.3, we used the distance to the next call as our decision parameter.

Listing 5.3: LDiF Scheduling Algorithm

LDiF (input: Implementation [] im_list) : return Implementation

IM

//assumes im_list is sorted based on the configuration_latency

+ execution_time

//DTNC(Operation op) returns the distance to the next call of

operation (It uses the DistanceToNextCall() function

explained in the previous section for each CCG and returns

the minimum values of them)

1- Scheduling begins

2- If im_list is empty return FAIL;

3- Remove the first IM from im_list;

4- Assume ToBeEvicted_list is an empty list;

5- Add all the operations, which are already configured and

have overlaps with IM physical location to the

ToBeEvicted_list;

6- foreach I’ in the ToBeEvicted_list

6-1- if DTNC(I’.op) < DTNC(IM.op) goto 2;

End for

7- Return IM;

8- Scheduling ends

We should consider the CCGs of all the running applications for calculating the

distance to the next call. The algorithm listed in Listing 5.1 in Section 5.3.2,

only gives the distance to the next call for each node in a single CCG. However,

this is not enough due to the following reasons. First, the operations might

be shared between applications and, therefore, applications can influence each
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other. As a result, other CCGs should also be considered. Second, the distance

should be calculated from the current execution point in each CCG. Whereas,

Listing 5.1 provides the distance from the last call to the next call of the same

task and not from the current execution point to the next call.

To handle the first issue, we consider the minimum value of distances to the

next call in all CCGs as the distance to the next call. To handle the second issue,

we define a current execution level variable for each CCG that holds the level

of the current execution point. We update this value when the control transfers

to the next level (e.g. a new task call happens). On the other hand, we also keep

the level of the next call and the node name of the next call besides keeping the

distance to the next call for each node. This way, to calculate the distance to

the next call from the current execution point for each task, we only need to

subtract the current execution point level from the next call’s level. We should

mention that, we keep a list of all the operations inside a CCG and the distance

to the next call and frequency of calls in the future for member of that list. We

update these values during the program execution.

The overhead of the algorithm in Listing 5.3 is dependent on the number of

implementations for each task because a number of constraints have to be

checked for each of them. The distance to the next call in future is calculated

offline for each application and at runtime; we only need to find the minimum

value of the distances for all the applications. Therefore, this will not impose a

big overhead.

5.5 Least Frequency in the Future

Least Frequency in the Future (LFiF) replaces the task that will be accessed

less frequent than the others in future. Replacing such a task might lead to less

number of reconfiguration and therefore, to reduce the overhead involved in

each reconfiguration.

Considering LFiF algorithm, for a specific task T, we define the frequency of
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the calls in future for an application as the total number of calls to the task T in

all the successors of the current execution point. Afterwards, the frequency of

the calls for the task T in the whole system is the sum of the frequencies of all

applications.

Listing 5.4 shows the LFiF scheduling. This algorithm works similar to the

algorithm in Listing 5.1. However, in the line 6-1, it checks for the frequency

of calls.

Listing 5.4: LFiF Scheduling Algorithm

LFiF (input: Implementation [] im_list) : return Implementation

IM

//assumes im_list is sorted based on the configuration_latency

+ execution_time

//FqiF(Operation op) returns the expected number of calls in

the future for operation (It uses the FrequencyInFuture()

algorithm for each CCG and returns the sum of them)

1- Scheduling begins

2- If im_list is empty return FAIL;

3- Remove the first IM from im_list;

4- Assume ToBeEvicted_list is an empty list;

5- Add all the operations, which are already configured and

have overlaps with IM physical location to the

ToBeEvicted_list;

6- foreach I’ in the ToBeEvicted_list

6-1- if FqiF(I’.op) > FqiF(IM.op) goto 2;

End for

7- Return IM;

8- Scheduling ends

5.6 Least Frequency in the Past

Listing 5.5 presents the algorithm for the Least Frequency in the Past (LFiP).

In this algorithm, we use the information from the past to predict the future.
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This information is provided by the runtime profiler, which is discussed in

the Chapter 7. We also have something similar to the nearness degree for the

past information. This means that we only look at the recent behaviour of the

applications. In contrast to the future that the nearness degree is based on the

number of calls, we look only a certain time back in the past. For example, we

count the number of call to a particular task only in the past 20 seconds.

Listing 5.5: LFiP Scheduling Algorithm

LFiP (input: Implementation [] im_list) : return Implementation

IM

//assumes im_list is sorted based on the configuration_latency

+ execution_time

//FqiP(Operation op) returns the number of calls in the Past

for the operation (It reads this information from the

profiler frame which will be discussed in the chapter 7)

1- Scheduling begins

2- If im_list is empty return FAIL;

3- Remove the first IM from im_list;

4- Assume ToBeEvicted_list is an empty list;

5- Add all the operations, which are already configured and

have overlaps with IM physical location to the

ToBeEvicted_list;

6- foreach I’ in the ToBeEvicted_list

6-1- if FqiP(I’.op) > FqiP(IM.op) goto 2;

End for

7- Return IM;

8- Scheduling ends

5.7 Expected Time Improvement

The Expected Time Improvement (ExTI) algorithm tries to estimate the possi-

bility of the acceleration by a task in the future. Considering ExTI algorithm,

a time-improvement heuristic is defined by two parameters: the first is the
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reduction in task execution time, which is obtained by comparing the hardware

execution time of a task on FPGA and the software execution time on the

general-purpose processor and considering the task configuration time. The

second parameter is the distance to the next call that is the number of task

calls between the current execution point and the next call to the same task.

This parameter is discussed in Section 5.4. We actually combined these two

parameters to come up a better heuristic.

Listing 5.6 shows this algorithm. This algorithm is very similar to the LDiF.

It only adds one further improvement to that algorithm and that is checking

how good one implementation compare to the others is. The LDiF always takes

the fastest implementation if possible. However, the ExTI takes the fastest

implementation considering the implementation’s configuration time as well.

For example, a task might have two implementation with the execution times

of 10 and 12 milliseconds and configuration time of 8 and 5 milliseconds

respectively. In this example, LDiF takes the first implementation as that one

is the fastest. However, the ExTI takes the second one. Because, the second

one is a better option considering the configuration latency and execution time

together. Nevertheless, if an operation is being executed several times after

configuration, the LDiF shows a better performance.

Listing 5.6: ExTI Scheduling Algorithm

ExTI (input: Implementation [] im_list) : return Implementation

IM

//assumes im_list is sorted based on the configuration_latency

+ execution_time

//TImpr(implementation IM) returns the time improvement for IM

1- Scheduling begins

2- If im_list is empty return FAIL;

3- Remove the first IM from im_list;

4- Assume ToBeEvicted_list is an empty list;

5- Add all the operations, which are already configured and

have overlaps with IM physical location to the
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ToBeEvicted_list;

6- foreach I’ in the ToBeEvicted_list

6-1- if TImpr(I’) > TImpr(IM) goto 2;

End for

7- Return IM;

8- Scheduling ends

5.8 Evaluation

In this section, we present the evaluation results of the proposed algorithms.

We first describe the workload we used for the evaluation and the application

scenario. Then, we present the results of the experiments.

5.8.1 Workload for Evaluation

The workload for evaluation is obtained from an interactive multimedia Internet

based testing application. This application can serve a large number of appli-

cants simultaneously. We have identified eight multimedia applications that

consume most of the server computation time through profiling the exam server.

The identified kernels are described in the following paragraphs.

Jpeg-Encoder and Jpeg-Decoder: Jpeg is a standardized compression method

for the images. Jpeg is a lossy compression method, meaning that the output

image is not exactly identical to the input image. Two kernels are derived

from the Jpeg; Jpeg-Encoder does image compression and Jpeg-Decoder does

decompression.

Epic-Encoder and Epic-Decoder: These compression algorithms are based on a

bi-orthogonal critically sampled dyadic wavelet decomposition and a combined

run-length/Huffman entropy coder. Extremely fast decoding of epic makes it

suitable to be employed for portable embedded systems.

Mpeg2-Encoder and Mpeg2-Decoder: Mpeg2 is the standard for digital video

transmission.
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Table 5.1: Kernel Specifications (ms)
 

Implementation 
one 

Implementation 
two 

Implementation 
three 

Benchmarks 
Software 
execution 

time Conf. 
time 

Exec. 
time 

Conf. 
time 

Exec. 
time 

Conf. 
time 

Exec. 
time 

Epic-Decoder 19.87 11.04 5.98 6.39 8.53 5.82 8.56 
Epic-Coder 11.87 4.87 3.99 2.66 4.93 2.49 5.22 
Mpeg2-Decoder 77.35 5.83 2.01 4.11 2.34 3.64 2.43 
Mpeg2-Ecoder 10.39 7.51 1.19 5.68 1.82 4.87 1.94 
G721 42.42 10.6 3.99 6.39 4.23 5.82 4.64 
Jpeg-Decoder 68.39 11.72 7.56 9.13 8.11 8.72 8.63 
Jpeg-Encoder 169.33 13.78 29.25 11.49 31.98 10.98 35.23 
Pegwit 166.06 12.35 34.56 6.47 32.35 5.88 36.34 
 

G.721: is a standard for speech codec that uses the Adaptive Differential Pulse

Code Modulation (ADPCM) method and provides toll quality audio at 32 Kbps.

Pegwit: is a program for public key encryption and authentication. It uses an

elliptic curve over GF(2255), SHA1 for hashing, and the symmetric square

block cipher.

In order to implement the profiled applications, we use the C code of the

programs in the mediabench [75]. For each kernel, we have three different im-

plementations. After obtaining the bit stream of the hardware implementations,

their configuration times are calculated as follows [76].

configurationtime = sizeofbitstream/FPGAclockfrequency (5.1)

The experiment workload is obtained from an interactive multimedia Inter-

net based testing application [55]. The timing is based on the software or

hardware execution of the tasks on the Xilinx Virtex-5 FPGA Family. The

software execution time is on a hard PPC. The configuration time is the time

for partial reconfiguration of each task. The numbers are generated using the

REC-BENCH tool [55]. These numbers are used as the input to our simulator.

All the numbers are in milliseconds.

Table 5.1 lists the information about these kernels and their implementations.
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Table 5.2: Workload Set-ups

Scheduling 
algorithms 

 Set-up 1 Set-up 2 Set-up 3 Set-up 4 Set-up 5 

Execution 
Time (ms) 135654.08 260508.60 381329.44 501860.74 641478.23 

Software 
only Number of 

tasks executed 
on the RPs 

0 0 0 0 0 

Execution 
Time (ms) 126883.12 226219.53 248866.52 334082.77 618196.87 

LFiP Number of 
tasks executed 

on the RPs 
194 656 1092 1388 622 

Execution 
Time (ms) 91230.78 176467.80 267377.39 360294.81 455492.04 

LFiF Number of 
tasks executed 

on the RPs 
546 978 1380 1718 2276 

Execution 
Time (ms) 71727.74 143546.82 216114.94 290748.26 363356.18 

LDiF Number of 
tasks executed 

on the RPs 
704 1332 1836 2135 3212 

Execution 
Time (ms) 68648.15 137524.57 202793.31 241565.90 342166.00 

ExTI Number of 
tasks executed 

on the RPs 
742 1352 1970 2564 3412 

 
 
 

 Number of applications Number of tasks 
Set-up 1 12 858 
Set-up 2 24 1660 
Set-up 3 36 2419 
Set-up 4 48 3206 
Set-up 5 60 4097 

 

The software execution time of the kernels is computed when running on the

GPP. We can compute the proportion of the acceleration of hardware execution

to the software execution from this information.

In general, each application in the workload is a type of multimedia test such as

reading, listening, speaking, or writing. Each application includes a number of

tasks. Therefore, the application-mix depends on the ordering of the multimedia

tests and the number of tasks in the application. The system simulates multiple

executions of the applications in the multimedia tests. For example, an appli-

cation workload can have five reading tests, six listening tests, five speaking

tests and two writing tests. The start times of the applications are different. The

operation reuse in the application depends on the workload and the similarity

between the tasks in the application workload.

We obtained the workload by running the examination server in five different

set-ups (12 applicants (858 tasks), 24 applicants (1660 tasks), 36 applicants

(2419 tasks), 48 applicants (3206 tasks), and 60 applicants (4097tasks)). The

server’s operations have been logged and the workload is extracted from these

logs.

The log includes the name of the task, the execution time of the task (software-

only), and the arrival time for each task. The workload is generated per applicant

per set-up. Therefore, for each set-up, we exactly know how many applicants

there are (number running process in the server), how and when the kernels

have been called. The information about the workload set-ups is shown in Table

5.2.
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Table 5.3: The Tasks Execution Time and Number of Executed Tasks on RPs in each
Set-up

Scheduling 
algorithms 

 Set-up 1 Set-up 2 Set-up 3 Set-up 4 Set-up 5 

Execution 
Time (ms) 135654.08 260508.60 381329.44 501860.74 641478.23 

Software 
only Number of 

tasks executed 
on the RPs 

0 0 0 0 0 

Execution 
Time (ms) 126883.12 226219.53 248866.52 334082.77 618196.87 

LFiP Number of 
tasks executed 

on the RPs 
194 656 1092 1388 622 

Execution 
Time (ms) 91230.78 176467.80 267377.39 360294.81 455492.04 

LFiF Number of 
tasks executed 

on the RPs 
546 978 1380 1718 2276 

Execution 
Time (ms) 71727.74 143546.82 216114.94 290748.26 363356.18 

LDiF Number of 
tasks executed 

on the RPs 
704 1332 1836 2135 3212 

Execution 
Time (ms) 68648.15 137524.57 202793.31 241565.90 342166.00 

ExTI Number of 
tasks executed 

on the RPs 
742 1352 1970 2564 3412 

 
 

5.8.2 Evaluation Results

The simulations for a number of test takers are performed in order to evaluate the

performance of the proposed scheduling algorithm. We extended the CPUSS

CPU scheduling framework [77] for evaluation. We performed simulation

mainly because we did not have access to the hardware platform which supports

partial reconfiguration in the way that we need. We really wanted a platform in

which we can partially reconfigure the FPGA for as many tasks as the scheduler

decides. To get an impression of the FPGA size, in the worst case, the FPGA can

accommodate only one large size task based on our measures and in the average

case it can accommodate 4 tasks. We assume that the tasks are rectangular

shaped.
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We compared the four algorithm (LDiF, LFiF, LFiP and ExTI) presented in

the previous sections. We have different set-ups in our validation experiments

where the number of participants and thus the number of tasks vary. Each cell

of Table 5.3 contains the total execution time of the application and the number

of executed tasks on RPs in each scheduling algorithm. As illustrated in the

table, all algorithms have shorter execution times than software-only execution

of the tasks which is an obvious result of using reconfigurable accelerators.

The numbers in Table 5.3 certify that the LDiF and ExTI are performing better

than the other algorithms. The reason that ExTI outperforms the LDiF is that

ExTI, besides looking into the future, considers the reconfiguration latency for

decision-making. However, as it is mentioned before, the LDiF outperforms

ExTI in the scenarios in which a task will be executed several times with short

intervals.

Additionally, the results show that the frequency of calls does not perform as

good as the distance to the next call. The reason is that although a kernel might

be used several times in the future, it does not mean that those uses are in the

near future. For example, a task might be accessed 10 times during 10 seconds

from which one access is in the first one second and the rest are in the last

2 seconds. Using highest frequency algorithm suggests keeping this task on

the FPGA, however seven seconds between the calls might be enough time to

remove this task from the FPGA and bring it back later.

The reason for better performance of future frequency over the past frequency

is also obvious. Looking at the past frequency is a kind of heuristic to predict

the future and it is not always accurate. Using the CCG in the future frequency

algorithm, we have a better heuristic with more accuracy.

Figure 5.4 presents the percentage of the tasks, which have been executed on the

RPs. This Figure shows that the algorithms with better performance were able

to execute more tasks on the RPs. Therefore, they showed a better acceleration.

Figure 5.5 shows the obtained speed up. ExTI showed a speed up of two that is

the best comparing to the other algorithms. As shown in Figure 5.5, the speedup
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in all the setups almost behaves the same for all the applications.

One might argue that the obtained speedup of around 2 is not as impressive

as it should be. There are some reasons behind this number. First of all as we

used the processor coprocessor paradigm with only one GPP, the GPP load

is a bottleneck in our system. Most parts of the code which are not compute

intensive are executed on the GPP and we can not exploit any parallelism in

those parts. Furthermore, we use the library to load the kernels binary from

which increases the overhead of the system. Operating system overhead (for

example the system calls overhead) is also another source of system overhead.

However, we believe that the imposed overhead is actually the price we pay

to achieve a more flexible system. As a future work, we plane to experiment

the processor coprocessor paradigm with more than one GPP. Employing more

GPPs can help to exploit the parallelism in none compute intensive parts of the

code.

5.9 Conclusion

In this chapter, we presented the scheduler as a part of the proposed runtime

system. We showed how we use a combination of design time and runtime

scheduling in order to optimize the system performance. At the design time,

we use the compiler to perform static task scheduling assuming single thread

of execution. Then at the runtime, the runtime scheduler performs the actual

task scheduling. The runtime scheduler can use the information provided by the

runtime profiler. It can also use the information transferred from design time in

the form of a CCG.

We also presented a number of scheduling policies performance of which is

shown by experiments. Based on the obtained results, looking into the future

using CCG can improve the system performance quite considerably. We used

three different parameters to base our scheduling decisions on them. We showed

that Expected Time Improvement and Longest Distance in the Future are very

good heuristics for the scheduling. In fact, combining the future behaviour
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with the amount of time we can save by a faster kernel is shown to be the best

heuristic.
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6
Fuzzy Real-time Scheduling

One of the main uses of heterogeneous multi-core systems is the time-critical

applications. In such systems, applications need real-time guarantees for execu-

tion times. We provide scheduling mechanisms for soft real-time multi-core

systems in this chapter. In the presented approaches, the decision parameters

are modelled as fuzzy variables and using a Fuzzy Inference System (FIS) the

scheduling priorities are determined.

It should be mentioned that in contrast to the scheduling algorithms presented

in the previous chapter, the scheduling algorithms that are presented in this

chapter are targeting periodic real-time workloads. The tasks in such workloads

have to be executed in a predefined amount of time that is their deadlines. We

assume our system as a soft real-time system. If a task misses its deadline,

the scheduling algorithm will not execute that task anymore and such a task

is considered as a failed execution task. In a hard real-time system, if a task

misses its deadline, the whole system fails.

The scheduling algorithms presented in the previous chapter execute all the

tasks since they do not have any deadlines. Therefore, the obtained results of

the experiments from the algorithms here are not comparable to the results of

the algorithms of the previous chapter. For example, the overall execution time

of the workloads with real-time constraints is smaller than the same workloads

without real-time constrains since some of the tasks never execute in the real-

91
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time case.

Although in this chapter we considered the cores to be identical, the main

concept can be employed for the heterogeneous cores as well. For example in

the algorithms based on the laxity, the laxity is the same for all the cores as they

are identical. However, when the cores are not identical, the laxity of each task

should be calculated for each core separately. This is because each core has a

different computing power and as a result the task execution time on that core

is different from the others. This means that a task might be considered to miss

its deadline on one core and at the same time to be still feasible for execution

on another core (probably a faster core).

6.1 Introduction

Real-time systems are vital to industrialized infrastructure such as command

and control, process control, flight control, space shuttle avionics, air traffic

control systems and also mission critical computations [78]. In all the cases,

time has an essential role and having the right answer too late is as bad as not

having it at all.

In the literature, these systems have been defined as “systems in which the

correctness of the system depends not only on the logical results of computation,

but also on the time at which the results are produced” [79]. Such a system must

react to the requests within a fixed amount of time which is called deadline.

In general, real-time systems can be categorized into two important groups:

hard real-time systems and soft real-time systems. In hard real-time systems,

meeting all deadlines is obligatory. While in soft real-time systems, missing

some deadlines is tolerable.

In both cases, when a new task arrives, the scheduler is to schedule it in such a

way that guaranties the deadline. Scheduling involves allocation of resources

and time to tasks in such a way that certain performance requirements are met.

These tasks can be classified as periodic or aperiodic. A periodic task is a kind of
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task that occurs at regular intervals, and an aperiodic task occurs unpredictably.

The length of the time interval between the arrivals of two consecutive requests

in a periodic task is called period.

Another aspect of scheduling theory is to decide whether the currently executing

task should be allowed to continue or it has had enough CPU time for the

moment and it should be suspended. A preemptive scheduler can suspend the

execution of current executing request in favour of a higher priority request.

However, a nonpreemptive scheduler executes the currently running task to

completion before selecting another request to be executed. A major problem

that arises in preemptive systems is the context-switching overhead [80].

We need to use a deadline aware scheduling algorithm in a multi-core system in

order to meet all the deadlines. Such a scheduling algorithm decides to execute

each task on which core based on the performance requirements and timing

constrains.

Multi-core scheduling techniques in real-time systems fall into two general

categories: partitioning and global scheduling [81]. Under partitioning, each

core schedules tasks independently from a local ready queue. Each task is

assigned to a particular core and is only scheduled on that core. In contrast, all

the ready tasks are stored in a single queue under global scheduling. A single

system-wide priority space is assumed: the highest priority task is selected

to execute whenever the scheduler is invoked. Partitioning is the favoured

approach because it has been proved efficient and reasonably effective when

popular single processor scheduling algorithms such as Earliest Deadline First

(EDF) and Rate Monotonic (RM) are used [82]. However, finding an optimal

partitioned schedule is an NP-hard problem.

In the global scheduling scheme, processors repeatedly execute the highest

priority tasks available for execution. It has been shown that using this approach

with common priority assignment schemes such as Rate Monotonic (RM) and

Earliest Deadline First (EDF) can give rise to an arbitrarily low processor

utilization [82]. In this approach, a task can migrate from one processor to

another during execution.
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Although, these algorithms focus on timing constraints but there are other

implicit constraints in the environment, such as uncertainty and lack of complete

knowledge about the environment, dynamicity in the world, bounded validity

time of information and other resource constraints. In real world situations,

it would often be more realistic to find viable compromises between these

parameters. For many problems, it makes sense to partially satisfy the objectives.

The satisfaction degree can then be used as a parameter for making a decision.

One good method to achieve this is the modelling of these parameters through

fuzzy logic. The same approach is also applied on single processor real-time

scheduling in [83–85].

6.2 Fuzzy Inference System

Fuzzy logic is an extension of Boolean logic dealing with the concept of partial

truth, which denotes the extent to which a proposition is true. Whereas, classical

logic holds that everything can be expressed in binary terms (0 or 1, black or

white, yes or no), fuzzy logic replaces Boolean truth-values with a degree of

truth. The degree of truth is often employed to capture the imprecise modes of

reasoning that play an essential role in the human ability to make decisions in

an environment of uncertainty and imprecision.

Fuzzy Inference Systems (FIS) are conceptually very simple. They consist of

an input, a processing, and an output stage. The input stage maps the inputs (e.g.

frequency of reference and recency of reference) to the appropriate membership

functions and truth-values. The processing stage invokes each appropriate rule

and generates a corresponding result. It then combines the results. Finally, the

output stage converts the combined result back into a specific output value [86].

The membership function of a fuzzy set corresponds to the indicator function of

the classical sets. A curve defines how each point in the input space is mapped

to a membership value or a degree of truth between zero and one. The most

common shape of a membership function is triangular, although trapezoidal

and bell curves are also used. The input space is sometimes referred to as the
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universe of discourse.

As discussed earlier in this section, the processing stage, which is called infer-

ence engine, is based on a collection of logic rules in the form of IF-THEN

statements. Typical fuzzy inference systems have dozens of rules. These rules

are stored in a knowledge base. An example of a fuzzy IF-THEN rule is IF lax-

ity is critical then priority is very high, which laxity and priority are linguistics

variables and critical and very high are linguistics terms. Each linguistic term

corresponds to membership function.

An inference engine tries to process the given inputs and produce an output by

consulting an existing knowledge base. The five steps toward a fuzzy inference

are fuzzifying inputs, applying fuzzy operators, applying implication methods,

aggregating all outputs, defuzzifying outputs.

Fuzzifying the inputs is the act of determining the degree to which they belong

to each of the appropriate fuzzy sets via membership functions. Once the inputs

have been fuzzified, the degree to which each part of the antecedent has been

satisfied for each rule is known. When the antecedent of a given rule has more

than one part, the fuzzy operator is applied to obtain one value that represents

the result of the antecedent for that rule. The implication function then modifies

that output fuzzy set to the degree specified by the antecedent. Since decisions

are based on the testing of all of the rules in an FIS, the results from each rule

must be combined in order to make a decision. Aggregation is the process by

which the fuzzy sets that represent the outputs of each rule are combined into

a single fuzzy set. The input for the defuzzification process is the aggregated

output fuzzy set and the output is a single value. This can be summarized as

follows: mapping input characteristics to input membership functions, input

membership function to rules, rules to a set of output characteristics, output

characteristics to output membership functions, and the output membership

function to a single-valued output.

There are two common inference processes. The first is called Mamdani’s fuzzy

inference method proposed in 1975 by Ebrahim Mamdani [87] and the other is

TakagiSugeno-Kang, or simply Sugeno, method of fuzzy inference introduced
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There are two common inference processes [6]. First is 
called Mamdani's fuzzy inference method proposed in 
1975 by Ebrahim Mamdani [8] and the other is Takagi-
Sugeno-Kang, or simply Sugeno, method of fuzzy 
inference Introduced in 1985 [9]. These two methods are 
the same in many respects, such as the procedure of 
fuzzifying the inputs and fuzzy operators.  
The main difference between Mamdani and Sugeno is that 
the Sugeno output membership functions are either linear 
or constant but Mamdani’s inference expects the output 
membership functions to be fuzzy sets. 
Sugeno’s method has three advantages. First it is 
computationally efficient, which is an essential benefit to 
real-time systems. Second, it works well with optimization 
and adaptive techniques. These adaptive techniques 
provide a method for the fuzzy modeling procedure to 
extract proper knowledge about a data set, in order to 
compute the membership function parameters that best 
allow the associated fuzzy inference system to track the 
given input/output data. However, in this paper we will not 
consider these techniques. The third, advantage of Sugeno 
type inference is that it is well-suited to mathematical 
analysis. 

3. The Proposed Model 

The block diagram of our inference system is presented in 
Figure 1.  
 

  
 
 
 
 
 
 
 
 
 

Fig.1. Inference system block diagram. 
 

In the proposed model, the input stage consists of two 
linguistic variables. The first one is an external priority 
which is the priority assigned to the task from the outside 
world. This priority is static. One possible value can be the 
tasks interval, as rate monotonic algorithm does. For 
Figure 1, the other input variable is the Deadline. This 
input can easily be replaced by laxity, wait time, or so on, 
for other scheduling algorithms. Each parameter may 
cause the system to react in a different way. The only thing 
that should be considered is that by changing the input 

variables the corresponding membership functions may be 
changed accordingly.  
For the simulation purposes, as it is discussed later, four 
situations are recognized: First, by using laxity as a 
secondary parameter and, second, by replacing the laxity 
parameter with deadline and both of them are considered 
in partitioned and also global scheme. In fact, four 
algorithms are suggested: FGEDF1, FGMLF2, FPEDF3, 
and FPMLF4. 
The output if the system is priority that determines which 
is used as a parameter for making a decision. 
The input variables mapped into the fuzzy sets as 
illustrated in Figures 2, 3 and 4. 
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Fig.3. Fuzzy sets corresponding to deadline 

                                                           
1 Fuzzy Global EDF 
2 Fuzzy Global MLF 
3 Fuzzy Partitioned EDF 
4 Fuzzy Partitioned MLF 

Figure 6.1: Inference System Block Diagram

in 1985 [3]. These two methods are the same in many respects, such as the

procedure of fuzzifying the inputs and the fuzzy operators.

The main difference between Mamdani and Sugeno is that the Sugeno output

membership functions are either linear or constant but Mamdani’s inference

expects the output membership functions to be fuzzy sets.

Sugeno’s method has three advantages. First, it is computationally efficient,

which is an essential benefit to the real-time systems. Second, it works well

with optimization and adaptive techniques. These adaptive techniques provide a

method for the fuzzy modelling procedure to extract proper knowledge about a

data set for computing the membership function parameters that best allow the

associated fuzzy inference system to track the given input/output data. However,

in this chapter we do not consider these techniques. The third, advantage of

Sugeno type inference is that it is well-suited to the mathematical analysis.

6.3 The Proposed Fuzzy Model

The proposed model is shown in Figure 6.1. In this model, the input stage

consists of two linguistic variables. The first one is an external priority which
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Figure 6.2: Fuzzy Sets Corresponding to the External Priority

is the priority assigned to the task from the outside world. This priority is

static. One possible value can be the tasks interval, as rate monotonic algorithm

does [88]. For Figure 6.1, the other input variable is the Deadline. This input

can easily be replaced by laxity, wait time, or so on, for other scheduling

algorithms. Each parameter may cause the system to react in a different way.

The only thing that should be considered is that by changing the input variables

the corresponding membership functions may be changed accordingly.

For the simulation purposes, as it is discussed later, four situations are recog-

nized: First, by using laxity as a secondary parameter and, second, by replacing

the laxity parameter with deadline and both of them are considered in parti-

tioned and also global scheme. In fact, four algorithms are suggested: Fuzzy

Global EDF (FGEDF), Fuzzy Global MLF (FGMLF), Fuzzy Partitioned EDF

(FPEDF), and Fuzzy Partitioned MLF (FPMLF).

The output of the system is execution priority that determines which task has to

be executed first. The input variables mapped into the fuzzy sets as illustrated

in Figures 6.2 and 6.3. An expert determines the shape of the membership

function for each linguistic term. These shapes can be tuned to optimize the

obtained results. Each diagram in Figures 6.2 and 6.3 represents a membership

function. The y-axis of Figures 6.2 and 6.3 is the degree of membership which
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There are two common inference processes [6]. First is 
called Mamdani's fuzzy inference method proposed in 
1975 by Ebrahim Mamdani [8] and the other is Takagi-
Sugeno-Kang, or simply Sugeno, method of fuzzy 
inference Introduced in 1985 [9]. These two methods are 
the same in many respects, such as the procedure of 
fuzzifying the inputs and fuzzy operators.  
The main difference between Mamdani and Sugeno is that 
the Sugeno output membership functions are either linear 
or constant but Mamdani’s inference expects the output 
membership functions to be fuzzy sets. 
Sugeno’s method has three advantages. First it is 
computationally efficient, which is an essential benefit to 
real-time systems. Second, it works well with optimization 
and adaptive techniques. These adaptive techniques 
provide a method for the fuzzy modeling procedure to 
extract proper knowledge about a data set, in order to 
compute the membership function parameters that best 
allow the associated fuzzy inference system to track the 
given input/output data. However, in this paper we will not 
consider these techniques. The third, advantage of Sugeno 
type inference is that it is well-suited to mathematical 
analysis. 

3. The Proposed Model 

The block diagram of our inference system is presented in 
Figure 1.  
 

  
 
 
 
 
 
 
 
 
 

Fig.1. Inference system block diagram. 
 

In the proposed model, the input stage consists of two 
linguistic variables. The first one is an external priority 
which is the priority assigned to the task from the outside 
world. This priority is static. One possible value can be the 
tasks interval, as rate monotonic algorithm does. For 
Figure 1, the other input variable is the Deadline. This 
input can easily be replaced by laxity, wait time, or so on, 
for other scheduling algorithms. Each parameter may 
cause the system to react in a different way. The only thing 
that should be considered is that by changing the input 

variables the corresponding membership functions may be 
changed accordingly.  
For the simulation purposes, as it is discussed later, four 
situations are recognized: First, by using laxity as a 
secondary parameter and, second, by replacing the laxity 
parameter with deadline and both of them are considered 
in partitioned and also global scheme. In fact, four 
algorithms are suggested: FGEDF1, FGMLF2, FPEDF3, 
and FPMLF4. 
The output if the system is priority that determines which 
is used as a parameter for making a decision. 
The input variables mapped into the fuzzy sets as 
illustrated in Figures 2, 3 and 4. 
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Figure 6.3: Fuzzy Sets Corresponding to Deadline

shows the degree that each values in the x-axis belongs to each membership

function. The x-axis in the Figure 6.2 represents the external priorities values.

The external priority is a discrete variable. However traditionally, membership

functions are shown as non-discrete variables. The x-axis in the Figure 6.3

represents the normalized values (between 0 and 1) of the deadlines. As an

example, deadline 0.5 belongs to the membership function 3 with the degree of

1 and belongs to the membership function 2 with the degree of 0.2.

Fuzzy rules try to combine these parameters as they are connected in the real

world. Some of these rules are mentioned in the following. To make the rules

more readable, we used English worlds for the membership functions. For

example, the word critical for the deadline represents the membership function

5. Similarly, the word sufficient represents the membership function 3.

1. If (EPriority is high) and (deadline is critical) then (Priority is very high)

2. If (EPriority is normal) and (deadline is critical) then (Priority is high)

3. If (EPriority is very low) and (deadline is critical) then (Priority is normal)

4. If (EPriority is high) and (deadline is sufficient) then (Priority is normal)

5. If (EPriority is very low) and (deadline is sufficient) then (Priority is very

low)



6.4. THE PROPOSED ALGORITHMS 99

In fuzzy inference systems, the number of rules has a direct effect on its time

complexity. So, having fewer rules may result in a better system performance.

A fuzzy inference system implements a nonlinear mapping from the input space

to output space. The output is determined as a weighted mean value over all the

rules. A detailed discussion of the mapping can be found in [3].

6.4 The Proposed Algorithms

The FGEDF algorithm is shown in Listing 6.1. FGMLF is much the same with

FGEDF just by replacing the word deadline by laxity.

Listing 6.1: FGEDF Algorithm

Loop // System is running for ever

For each core in the system do the followings:

1- for each ready task T //a task that is not running

1-1- If (T has enough time to meet its deadline)

1-1-1- Feed its external priority and deadline into the

inference engine.

1-2-2- Consider the output of inference module as

priority of task T.

End if

End for

2- Execute the task with highest priority until a scheduling

event occurs (a running task finishes, a new task arrives)

3- Update the system states (deadlines, etc)

End for

End loop

The FPEDF algorithm is shown in Listing 6.2. The difference between Listings

6.1 and 6.2 is that in the latter, we have an extra condition in line 1-1. With

that condition, the algorithm checks that the task T has not been executing on

another core. Therefore, it only considers the tasks that have been executing

on the same core or the newly arrived tasks. FPMLF is much the same with

FPEDF just by replacing the word deadline by laxity.
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Listing 6.2: FPEDF Algorithm

Loop // System is running for ever

For each core in the system do the followings:

1- For each ready task T //a task that is not running

1-1- If (T in its current execution has not been executed

on another core) and (T has enough time to meet its

deadline)

1-1-1- Feed its external priority and deadline into the

inference engine.

1-1-2- Consider the output of inference module as

priority of task T.

End if

End for

2- Execute the task with highest priority until a scheduling

event occurs (a running task finishes, a new task arrives)

3- Update the system states (deadlines, etc)

End for

End loop

6.5 Performance Evaluation

To evaluate the proposed algorithm, 1024 test cases with different load factors

were generated. The load factor of 100 means that the system load is at the

maximum. The load factors greater than 100 mean that the system is overloaded.

In each test case, the number of tasks and the corresponding execution time

and request interval were randomly generated. In addition, each task has been

assigned a priority according to the rate monotonic principle (tasks with shorter

request interval are given higher priorities). The behaviour of all the four

algorithms (FGEDF, FGMLF, FPEDF and FPMLF) is compared with each

other. The following performance metrics are used to compare the algorithms.

Number of missed deadlines is an influential metric in scheduling algorithms

for soft real-time systems. When task preemption is allowed, another prominent

metric comes into existence and that is the number of preemptions. Each of the

preemptions requires the system to perform a context switch which is a time
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Figure 6.4: Number of Misses
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Figure 6.5: Number of Preemptions
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consuming action. We performed our simulation for systems with different

number of identical cores and we judge the algorithms against each other in

these conditions.

As Figures 6.4 and 6.5 show, among the four algorithms FGEDF and FGMLF

nearly achieve the same performance in all situations and all metrics. FPMLF

performs poorly in number of misses, but its performance on the number of

preemption is much better than the others especially when the number of CPUs

increases.

About number of misses, as Figure 6.4 shows, the FPMLF algorithm has the

most number of misses. The FPEDF algorithm has the minimum numbers of

misses among the other algorithms. This figure shows that deadline is a better

scheduling parameter considering the number of tasks missing their deadlines.

Comparing number of preemptions, as Figure 6.5 demonstrate, the FPMLF

algorithm outperforms the others. The FPEDF algorithm reaches to a higher

number of preemptions as the load factor increases. Numbers of preemptions

in FGMLF are a little more than FGEDF. In this case, deadline is the better

parameter.

6.6 Conclusion

This chapter has described the use of fuzzy logic in multi-core real-time schedul-

ing. We modelled the scheduling parameters in the form of fuzzy variables and

used a fuzzy inference engine to derive the scheduling priorities. We presented

four different algorithms for real-time scheduling. These algorithms are based

on the deadline and laxity as input parameters. Furthermore, we considered

both global scheduling approach as well as the partitioning approach. As it

was shown, algorithms which are based on the deadline as a fuzzy parameter

outperformed the algorithms which are based on the laxity. We presented the

number of misses and the number of preemption for each algorithm.





7
Runtime Profiling

In this chapter, we present the design and implementation of a runtime profiler

which is responsible to produce statistics about the code running on the system.

The profiler facilitates the runtime mapping process of the tasks into the recon-

figurable processors. We have performed a set of experiments in order to show

the overhead of our proposed profiler. The evaluation results show that the

overhead imposed by the profiler is less than one percent of the total execution

time and the information generated by the profiler is almost as accurate as a

design time profiler such as gprof.

7.1 Introduction

One of the main limitations of using the heterogeneous multi-core systems

is the difficulty in programming them. Usually, separate tools are used for

writing software and designing hardware. Therefore, the overall design and

implementation cycle is difficult and needs knowledge from both the hardware

and the software. Furthermore, when moving towards multi applications, multi-

tasking scenarios, it is even more difficult for the designers to deal with such

systems, as the exact configuration of the system is not known at design time.

These requirements necessitate the existence of a runtime system, which is

responsible for operating the system and performs the resource management

105
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[89]. The resource management of a heterogeneous multi-core system by itself

is a very complicated task and is dependent on the available information for

decision making [70].

One important tool required that can help with the decision making is a runtime

profiler. The runtime profiler gives vital statistics about the code running on

the heterogeneous multi-core system. Those statistics can then be used by the

runtime system to decide which parts of the code need to be translated into

hardware.

In this chapter, we present a runtime profiler, which is intended to run concur-

rently with the applications in the actual application execution time. Therefore,

one key difference between such a profiler and traditional design time profilers

such as gprof [90] is that it has to be very low overhead.

Design time profilers such as gprof are quite good and produce very useful

information. However, as they might impose a considerable overhead to the

application execution time, they cannot be used at runtime. Furthermore, they

need expert users to operate them. On the other hand, general-purpose runtime

profilers [91–93] are not as useful as they should be for employing in the

proposed runtime system. This is because, the profiler has to communicate

in real-time with the scheduler and other runtime system’s components. As a

result, the interface between them has to be very efficient.

Furthermore, there is very little related work. Among them, we can refer to

the Warp processor [29] which detects kernels at runtime using a frequent loop

detection profiler. The main limitations to this work are that it only profiles

loops. Secondly, it deals with the addresses at physical level, while we need

to deal with virtual addresses, as we want to profile all programs running in

the user space. Furthermore, it only keeps counts of 16 loops at a time, while

we want to keep much of all calls to the kernels in the profiled applications.

DAProf [94] is also another similar work focusing only on loop profiling.

The proposed profiler profiles all the functions in the application and produces

the number of calls per function and the approximate time spent in a function. It



7.2. DESIGN CHOICES 107

is completely software based and runs under the Linux operating system. This

makes the proposed profiler quite portable and easy to be incorporated in any

runtime system.

7.2 Design Choices

The proposed runtime system is intended to completely virtualize the under-

lying hardware and thus relieves the program developers from the difficulties

of hardware design issues. Within the proposed runtime system, the profiler

communicates with the scheduler at runtime. Therefore, it needs to use data

structures that allow fast writing and reading of the profiled statistics. Further-

more, it should be capable of continuously profiling the application behaviour.

This is because, kernels may be swapped several times because of the limited

available hardware. This is a fundamental difference between the proposed pro-

filer and profilers used in virtual machines like Java. In such virtual machines,

once a function is optimized, it no longer needs to be profiled.

Different techniques used in the literature for profiling are summarized in

Table 7.1. In this table, we discuss different methods used in each type of

profilers as well as the advantages and disadvantages for them. We also included

some example for each type.

We have to work with executable binaries and therefore, we cannot perform

compile or link time code injection like what GProf [90] or ATOM [95] do.

We need to either modify the executable binary, so that it can contain and use

an instrumentation code or use a hardware approach as used by the frequency

loop detection profiler and DAProf. Although the hardware approach has a very

low overhead, it has some disadvantages. One obvious disadvantage is that

it is not very portable. A hardware design made for one system might not fit

into another one. The second disadvantage is that we need to take care of the

virtual addresses in the system. At the hardware level, we only see the physical

addresses. In cases such as frequency loop detection profiler which only deals

with small loops, they do not require knowing the virtual addresses. The reason
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Table 7.1: Comparison of Different Types of Profilers

Profiling Techni-
que

Method used Advantages Disadvantages Examples

Instrumentation

Instrumentation
Code Insertion at
Compile and Link
time

Platform Indepen-
dent

Cannot work with executable
binaries

GProf [90]

Instrumentation
Code Insertion dur-
ing linking of object
files

Easy to port cannot work with executable
binaries

ATOM [95]

Interpretation of Na-
tive Binary Code and
JIT Compilation

Instrumentation
Code can be inserted
anywhere in the code

Has relatively large overhead.
Very complicated and time
consuming to create such a
tool.

Pin [96], Dy-
namo [91]

Modification of
function prologues
to jump to an Instru-
mentation Code

Has relatively low
overhead. Easy to
implement and port.

Instrumentation Code cannot
be called from anywhere in
the code. A function prologue
must be of a certain minimum
size, so that it can be replaced
with a jump to the Instrumenta-
tion Code.

Detours [97]
and IgProf [98]

Sampling
Using Timer Inter-
rupts

Has low overhead
and is non-intrusive

Can only give statistical ap-
proximation about time spent
by different parts of the code

GProf and [99]

Using Timer Inter-
rupts and Hardware
Performance Coun-
ters

Has low overhead
and is non-intrusive.
Gives additional
information like the
parts of code causing
more cache misses,
pipeline stalls etc.

Same as above OProfile [93]

Software Based Easy to port Extra code has to be injected Arnold and
Ryder [92]
and Profiler
for IBM Tes-
taRossa [100]

Hardware Based Using custom-
designed hardware

Has very low
overhead and is
non-intrusive

It is difficult to port a design to
another system. Consideration
has to be given to handle vir-
tual addresses.

Frequency Loop
Detection Pro-
filer [101] and
DAProf [94]

is that the small loops can be seen from the instruction bus. On the other hand,

in our case, in which we deal with software implementations, we require to

know the virtual addresses of the instructions in the programs.

To implement the instrumentation part of the profiler in software, one possible

approach is to do native binary code interpretation and JIT compiling, like Pin

and Dynamo. Although this approach is very useful to create versatile profiling

tools like Pin, it has some disadvantages. The first of which is that it is slow.

Another disadvantage of this approach is that it is very complicated and time

consuming to write a native binary code interpreter and JIT compiler for any

processor.
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In the proposed profiler, we choose to replace the function prologue with an

unconditional jump to the instrumentation code. The instrumentation code

contains the removed prologue as well as an unconditional jump back to the

remaining part of the instrumented function. This has some advantages. First,

low overhead profiling can be achieved by using an efficient instrumentation

code. Second, this technique is much less complicated than the native binary

code interpretation approach. Third, this technique is very portable, because we

only have to deal with function prologues and not the rest of the code inside the

functions.

One important issue in the instrumentation code is the way it saves the collected

information. As the interaction between the scheduler and profiler has to be

as fast as possible, using normal files is not an option and the data has to be

kept in the memory. For this purpose, different techniques can be used. For

example, one can use a /proc file to save the information. In the proposed

profiler, we propose the use of a shared memory called Profiler Frame and a

double buffering mechanism to store and read profiled data. The Profiler Frame

is shared between the profiler and the scheduler. Using this technique, we have

been able to lower the overhead of the profiler to as low as less than one percent

for typical applications.

Another contribution of the proposed profiler is in how we use a daemon that

runs continuously and injects instrumentation code to the applications without

any input from the user. The OS kernel is modified so that it sends a signal to

the daemon whenever a new program is loaded for execution. On receiving that

signal, the daemon injects instrumentation code into the application. The dae-

mon uses the Injector utility for injecting code. After the instrumentation code

is injected into the application, the application can perform self-instrumentation.

The instrumented application automatically updates function call counts in

shared memory on entering functions. Another feature of the proposed profiler

is an off line program, known as the Extractor to optimize the code injection

time. The emphExtractor extracts vital information from a program. For each

program, the Extractor also creates a file which contains function ranges, so

that the daemon can know which function was executing when a sample at a
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timer interrupt was taken. This is done by using program counter value at time

of the interrupt and process ID of the interrupted process. Approximate time

spent by functions can be calculated in this way.

7.3 Design And Implementation

As explained in Chapter 3, the proposed runtime system is intended to make a

completely virtualized and transparent hardware layer available to the program

developers. In such a system, the programs are developed to be executed on

the general-purpose processor and, therefore, the program developers are not

bothered with complex hardware design issues. It is thus the runtime system’s

responsibility to find compute intensive tasks and map them into the faster cores.

The profiler has to be able to profile the applications on the GPP in the first

place. When a task is mapped into a different core, it has to be able to continue

the profiling of the task on that core. As a result, our profiling mechanism has

two aspects; the profiling on the GPP, and the profiling on the reconfigurable

fabric.

As on the reconfigurable side, we use the MOLEN hardware organization

and the MOLEN programming paradigm. We employ the MOLEN runtime

primitives (discussed in Chapter 4) to perform the profiling. This will be

discussed in more detail later in this section.

On the GPP side, the proposed profiler runs on the Linux operating system.

Its task is to keep statistics of the running kernels on a general-purpose pro-

cessor and present that information to the scheduler. The proposed profiler

performs both instrumentation and sampling profiling. The instrumentation

profiler records the number of times different functions have been called while,

the sampling profiler calculate the approximate time spent per function. To

instrument programs, we need some mechanism to inject code into programs.

To achieve this, our code injector replaces the prologue of each function that

has to be profiled with an unconditional jump to the instrumentation code. The

instrumentation code contains a jump back to the rest of the profiled function
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Figure 7.1: Interaction of Different Parts of the Proposed Profiler with the Profiled
Application and the Scheduler

besides the prologue of the profiled function. The current implementation

has been done and tested successfully on machines with x86 processors, both

single-core and multi-core.

The proposed profiler consists of several different parts. The interaction between

those parts is shown in Figure 7.1. The Extractor utility is used to create

instrumentation code file besides others, from an executable elf file. The

Injector utility is used to inject instrumentation code and map Profiler Frame

into the address space of the profiled program. The Injector utility uses the

Ptrace API in Linux to inject and modify code at runtime. The local APIC

Timer interrupts update the Samples Buffer. Note that in case of processors
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Figure 7.2: Contents of the Profiler Frame

other than x86, we can use their own local timer interrupts to update the Samples

Buffer. Finally, the Daemon combines information from different places in

a form that can be quickly and easily read by the scheduler. The purpose of

the Profiler Frame is to keep the function call counts of profiled functions as

well as information to be read by the scheduler. The reason we have used

shared memory for the Profiler Frame is that it is the fastest possible method to

communicate data.

One very important part of the profiler is the Profiler Frame’s structure and

the access mechanism to it. The Profiler Frame layout is shown in Figure 7.2

and consists of five blocks. The first block is the number of functions to be

profiled. The next portion of the Profiler Frame is used to present data to the

runtime system. The data in that portion is updated by the daemon. This middle

part of the Profiler Frame employs a double buffering mechanism to prevent

inconsistencies when there is a read and write conflict. To achieve that, the
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daemon writes data to one buffer and the next time it writes to the other. When

it completes writing data to one buffer, it changes the index to point to that

buffer, so that the runtime system can read it from there.

Finally, the lower portion of the Profiler Frame contains a hash table. The keys

to that hash table are profiled functions’ names or IDs and values are indexes of

those functions.

The Profiler Frame is the only part that needs to be known by the runtime

system, which needs to integrate the proposed profiler. The rest of the profiler

can be seen as a black box. All the generated data by the profiler is accessible

from the Profiler Frame. The Profiler Frame is in fact a shared memory between

the profiler and the runtime system. Therefore, each component in the runtime

system that needs profiling information has to map this shared memory into its

own address space.

When a kernel is mapped to the hardware, its profiling has to be continued

in order to have a valid (updated) status of the systems at each point in time.

Within the MOLEN programming paradigm, the mappings of the kernels to the

reconfigurable fabric is being done by the SET and EXECUTE APIs [102]. This

way, the profiling can be delegated to these APIs when the hardware execution

is happening. Each kernel to be executed on the hardware should be invoked

by the EXECUTE API from the runtime system. Therefore, in the execute

phase we exactly know which kernel is executing and as a result the EXECUTE

can update the corresponding values in the shared memory. This mechanism

guarantees that function call counts updates in case of hardware execution. To

update the values in the shared memory, we use the same code as we use in the

injected codes in the instrumentation profiling.

7.4 Performance Evaluation

To test the performance of the proposed profiler, we used benchmarks from

different areas. One of these is PC version of tcf, which is a Stationary Noise
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Filter used in hArtes [103] demonstration. We used a sound file of size 19

MB as the input. Then we have minisat2 [104], which is an industrial scale

SAT solver. Note that we removed the randomness part in minisat2, so that our

results do not vary from run to run. The input file for the minisat benchmark

contained 630 variables and 2280 clauses. Then we have H264/AVC encoder,

from MediaBench II benchmarks [75], which is an H264 encoder application.

For the H264 encoder application, we used an input file of size 5.2 MB and

bit rate of 45020 bps. Next, we have coremark [105], which is a free synthetic

benchmark from EEMBC [106]. Finally, we have a benchmark that we created

ourselves, known as multiply. That program calls a multiply function which just

returns the multiplication of two fixed numbers, one billion times. Normally,

such tiny functions are inlined by the compiler and, therefore, profiling would

not be required for them. However, testing the profiler with such tiny functions

gives us an idea of the worst-case performance of the instrumentation profiling.

To avoid inlining of the multiply function, the multiply application is compiled

with optimizations turned off.

We performed different experiments, which are discussed in the following

section.

7.4.1 Instrumentation Overhead

The instrumentation overhead of the proposed profiler is shown in Table 7.2.

From the table we can see that the overhead of the proposed profiler, except

for the multiply application, is always less than 1.5 %. The low overhead for

applications other than multiply was expected because the proposed profiler

only adds three instructions to original functions for profiling. The overhead

for the multiply application here is relatively large because it repeatedly calls a

very tiny function that just returns product of two numbers.
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Table 7.2: Instrumentation Overhead (secs)

Normal Profiling Overhead
multiply 9.681 10.092 4.25%
coremark 12.496 12.654 1.26%
tcf 7.083 7.089 < 1%
h264enc 40.774 40.865 < 1%
minisat2 29.004 29.155 < 1%

Table 7.3: Sampling and Daemon Overhead

Normal OProfile The Proposed Pro-
filer

multiply
Time (secs) 9.681 9.677 9.688
Overhead - < 1% < 1%

coremark
Time (secs) 12.496 12.510 12.495
Overhead - < 1% < 1%

tcf
Time (secs) 7.083 7.121 7.126
Overhead (%) - < 1% < 1%

h264enc
Time (secs) 40.774 40.838 41.034
Overhead - < 1% < 1%

minisat2
Time (secs) 29.004 29.037 29.058
Overhead - < 1% < 1%

7.4.2 Sampling and Daemon Overhead

We show the results achieved without performing instrumentation in Table 7.3.

The purpose of not performing instrumentation in this case is to quantify the

overhead imposed by sampling and the Daemon. The results are compared with

those achieved from OProfile. We can see that the overhead for both OProfile

and the proposed profiler is negligible. It should be noted here that we only

used the timer interrupt event for OProfile, to make it functionally equal to the

proposed profiler.
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Table 7.4: Sampling Accuracy of the Proposed Profiler

Function gprof (%) The Proposed Pro-
filer (%)

coremark
crcu8 31.77 31.13
core state transition 30.05 31.20
core bench list 13.85 15.14
matrix mul matrix bitextract 5.48 5.55

minisat2
propagate 74.87 75.05
analyze 13.56 13.53
litRedundant 4.45 4.43
cancelUntil 2.85 2.92

h264enc
SetupFastFullPelSearch 33.59 32.63
dct luma 11.17 10.60
biari encode symbol 7.33 7.30
SetupLargerBlocks 3.83 3.42

7.4.3 Sampling Accuracy

In this part, we checked the accuracy of the sampling part of the proposed

profiler by comparing it with gprof [90]. We executed each program five times,

both with the proposed profiler and with gprof, so that we could get the mean

values . The results are given in Table 7.4. In this table, percentages of total

time spent for the functions that took the most time according to gprof are

given. From the Table 7.4, it can be seen that the mean values for both the

proposed profiler and gprof are almost the same. This was expected as we

are using the same technique as gprof. The only difference is that we take our

samples through the local APIC timer interrupts, so that we can take samples

for multi-cores, while gprof uses the kernel timer interrupt and therefore cannot

perform sampling for multi-cores. Since the default Linux kernel timer interrupt

occurs at the rate of 100 per second, we also set the frequency of the local APIC

timers interrupt to 100 per second for fair comparison.
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Table 7.5: Overall Overhead of the Proposed Profiler (secs)

Normal The Proposed Pro-
filer

Overhead

Single Application Execution
multiply 9.681 10.112 4.45%
coremark 12.496 12.655 1.27%
tcf 7.083 7.088 < 1%
h264enc 40.774 41.158 < 1%
minisat2 29.099 29.040 < 1%

Multiple Applications Execution
five benchmarks 92.32 93.04 < 1%

7.4.4 Overall Overhead

In the first part of this experiment, we tested our benchmark applications with

all parts of the profiler working. The results are shown in Table 7.5. The results

are as expected, that is all applications other than the multiply application have

overhead of less than 1.5%. Moreover, overall overhead for all application is

almost the same as that for instrumentation overhead, thus reinforcing the fact

that sampling and the daemon have very low overheads.

In the second part of the experiment, we executed all the benchmark applica-

tions simultaneously with all parts of the profiler working. We repeated the

experiment five times and took the mean values, which are shown in bottom of

table 7.5. The results show that the profiling overhead is less than 1%.

Our results shows that our profiling system performs the same as Dynamo,

which has overhead of less than 1.5% and better than the profiler presented

in [92] which has average overhead of 3%. Those parts of the code that are

optimized by Dynamo are never profiled again, while the proposed profiler has

to continuously profile all the functions.

7.4.5 Percentage of Profilable Functions

The proposed profiler replaces prologues of to be profiled functions with a

jump instruction. For that purpose, a function’s prologue must be at least 5

bytes because the jump instruction in an x86 consumes 5 bytes. Most of the
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Table 7.6: Percentage of Profilable Functions

Program Opt Level Total Func-
tions

Profilable Func-
tions

tcf -O0 59 59 (100%)
h264enc -O2 591 560 (94.8%)
minisat2 -O3 56 52 (92.9%)
coremark -O2 40 29 (72.5%)

functions have at least 5 bytes of prologue. However, some very small functions

do not. By prologue instructions, we mean instructions that prepare the stack

and registers for use within a function. We showed the number of functions

that are profilable for different applications in Table 7.6. We also listed the

optimization levels used for compiling those applications, the purpose of which

is to see if optimizations make it any harder to find profilable functions. Except

for coremark, all applications have more than 90% of profilable functions and

both h264enc and minisat2 are using high level of optimizations. The reason

that coremark has only 72.5% of profilable functions is because there are many

functions of very small sizes in it.

We use only prologue and that is why we have the limitation on the size of

it. One can argue that if the prologue is too small, you can consider more

instructions from the top of function as a part of prologue. However, this

solution is not feasible. Because, it might happen that an instruction inside a

function jumps to some instruction at the top of that function. If that instruction

at the top is replaced by some other instructions, the program might crash or

behave differently.

7.5 Conclusion

In this chapter, we described the design and implementation of a runtime profiler,

which can be used as a part of the MOLEN runtime environment. The profiler

is a combination of a Sampling profiler and an Instrumentation profiler. We

discussed different parts of the profiler namely the extractor, injector, sampler,

profiler frame and daemon. Then, we showed the overhead of the proposed
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profiler from different aspects. This is done by showing the overhead on

Instrumentation, Sampling and the overall overhead. Besides, we compared the

accuracy of the proposed profiler with a popular design time profiler. All the

presented results show that the proposed profiler has very low overhead (less

than 1.5%) and is as accurate as design time profilers.





8
Conclusions

In this dissertation, we presented a runtime system for heterogeneous multi-

core systems. We discussed the design and the implementation of the proposed

runtime system. The runtime system consists of a scheduler, a profiler, a

transformer, a JIT compiler and a kernel library. A detailed description of each

component was presented and the performance of the system as well as the

imposed overhead of the components was discussed.

In this chapter, we first summarize the thesis and presented results. Then, we

present the main contributions of the work and describe the remaining open

issues and future directions.

8.1 Outlook

In this thesis, we presented our runtime support system for heterogeneous

multi-core systems. The work presented in this thesis can be summarized as

follows.

In Chapter 2, we gave an overview on the background information and the

related work. In the beginning, several examples of the target architectures

were presented. Next, we gave a short summary of the MOLEN and the

MOLEN programming paradigm as well as the MOLEN design tool chain.

121
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Then, we briefly described some of the similar approaches used in runtime

support for heterogeneous multi-core systems. The motivation for the need

of virtualization is discussed afterwards. At the end, we pointed out the open

issues and discussed our approach towards solving those issues.

In Chapter 3, we presented our runtime system. In this chapter, we explained the

structure of our runtime system and its forming components. Each component

was briefly discussed. Furthermore, we explained how the whole system is

structured into layers. The system is divided into four layers; the application

layer, the virtualization layer, the operating system layer, and the hardware

platform layer which is further divided into the MOLEN abstraction layer

and the physical hardware layer. Subsequently, we explained the interaction

mechanisms between different components in the runtime system. We also

included two case study scenarios and showed how the runtime system should

react in those scenarios.

In Chapter 4, we explained how the MOLEN programming paradigm is ex-

tended to support multitasking and multi-application scenarios. To accomplish

this, we used the same idea of MOLEN set and execute instructions to abstract

away the concept of a task. In this way, we decoupled the task call from the task

implementation. We also proposed a binding mechanism to bind a task imple-

mentation to the corresponding task call. The high level SET and EXECUTE

APIs are also presented. Finally, we showed the overhead of the proposed APIs

using some experiments.

In Chapter 5, we presented our scheduler as a part of the runtime system. In

this chapter, we showed how we used a combination of the design time and

the runtime scheduling in order to optimize the system performance. In the

design time, we used the compiler to perform static task scheduling assuming

single thread of execution. Then at the runtime, the runtime scheduler performs

the actual task scheduling having the scheduling decisions from the compiler

as a hint. The runtime scheduler can also use the information provided by the

runtime profiler. It can also use the information transferred from the design time

in the form of a CCG. Following that, we presented a number of scheduling
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policies as case studies and provided performance evaluations. We based our

scheduling decisions on three different parameters. We showed that Expected

Time Improvement and Longest Distance in the Future are very good heuristics

for the scheduling procedure.

In Chapter 6, we focused on the conditions in which we have real-time con-

straints. We used fuzzy logic to model the real-time constrains and to improve

the scheduling decisions. Using deadline as a fuzzy parameter in real-time

scheduling is more promising than laxity.

In Chapter 7, we described the design and implementation of our runtime

profiler, which can be used as a part of the runtime environment. The profiler

is a combination of a sampling profiler and an instrumentation profiler. We

discussed different parts of the profiler namely the extractor, injector, sampler,

profiler frame and daemon. Then, we calculated the overhead of our profiler

from different aspects. This is done by showing the overhead on Instrumentation,

Sampling and the overall overhead. Besides, we compared the accuracy of our

profiler with a popular design time profiler, gprof. All the presented results

showed that our profiler has very low overhead (less than 1.5%) and is as

accurate as design time profilers.

8.2 Contributions

The main contributions of this dissertation can be summarized as follows.

1. We introduced a comprehensive runtime system and presented a detailed

discussion of its components and performance evaluation. We provided a

detailed overview of the system layers and showed how each layer inter-

acts with the others. The most important layer is the virtualization layer

which consists of a scheduler, a profiler, a JIT compiler, a transformer

and a kernel library.

2. We defined and implemented a new task abstraction mechanism through

which the task implementation is separated from the task call. The main
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idea is taken from the MOLEN programming paradigm. We extended

the model in such a way that it is suitable for multitasking and multi-

application scenarios.

3. We presented a detailed discussion of scheduling requirements for het-

erogeneous multi-core systems and some scheduling policies together

with their performance evaluations. We introduced a number of new

scheduling algorithms. Our scheduling decision making is based on the

distance in the future and frequency in the future as well as expected

speedup. We also introduced the configuration call graph as a viable

source of information for the scheduler.

4. We employed fuzzy logic in the decision making process of the scheduler

for the systems with real-time constraints. We modelled the inputs of

the scheduler such as laxity and deadline as fuzzy variables and used a

Sugeno inference engine to derive the scheduling priorities. In this way,

we presented some new scheduling algorithms.

5. We presented a novel runtime profiler whose task is to analyze the running

code and produce statistics about code execution such as the computation

intensity and frequency of the execution. This profiler has to run con-

currently with other applications on the end user’s machine, and hence,

needs to have a low overhead. Our runtime profiler has an overhead of

less 1.5%.

8.3 Open Issues and Future Directions

In this thesis, we proposed a runtime system that consists of a number of

components. We have implemented the scheduler and the profiler. However, JIT

compilation for reconfigurable fabric is still an open issue. Such a compiler has

to compile from binary to bit stream. A JIT compiler must be able to perform

technology mapping, placement, and routing. This process also requires a

standard binary format for the FPGAs from all the vendors. Furthermore, JIT
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compilation involves introducing fast and efficient mapping, placement and

routing algorithms that can be used at runtime without imposing a considerable

overhead.

The transformer component is not implemented in the current work. Once

a JIT compiler generates the binary for the target core, the runtime system

needs to change the binary of the main thread of the application to call the new

binary code instead of the old one. The transformer is responsible to do this

code modification on the fly. The basic implementation mechanism for the

transformer is a little bit similar to the profiler. The profiler also modifies the

binary and changes the prologue of a function. However, the difference is that

the profiler changes the binary at the function body, whereas, the transformer

has to do this at the function call. This involves the transformer to be able to

identify the function calls in the code and change them to calls to the newly

generated code.

Once we have all the components, we can integrate all of them together and

have a complete runtime system. So far, we have implemented the scheduler

and the profiler as well as the library. Yet, we do not have the JIT compiler and

the transformer.

Another open issue which is not addressed in this work is the preemptive

scheduling of tasks on the reconfigurable co processors. By preemptive schedul-

ing, we mean the ability to stop the execution of a task on the RP at some

time and resuming its execution from the point it was stopped onward. This

process involves mechanisms to save the hardware status and to restore it later.

Furthermore, problems might arise if the task continues execution at a different

place from the previous run (i.e. to continue on a different column of an FPGA).

Moreover, the task migration from one core to the other (i.e. migration from

the hardware to the software) is still an open issue in the current work.

Yet another open issue which is discussed in Chapter 2 is the lack of consistent

and uniform comparison methodology for comparing similar works in the area

of runtime systems. This seems to be a common problem in the field. In

future work, we will study this problem and provide a set of qualitative and



126 CHAPTER 8. CONCLUSIONS

quantitative metrics for comparison purposes. Besides, we will provide a set

of standard real world application workloads that can be used as the input for

comparisons.

In the MOLEN programming paradigm, we assume there is a single general-

purpose processor that acts as the master and all the other processors are

coprocessors. One major issue with the processor, coprocessor paradigm is that

the general purpose processor can become a bottleneck as the main thread of

the execution is executing there. Generally, only the compute intensive parts

might be mapped into the coprocessors. This means that a large portion of the

program which is not compute intensive had to run on the GPP. This is one

of the reasons that the presented speed ups in the previous chapters are not

very high. However within the same paradigm, if we employ more GPPs, none

compute intensive parts of the applications can also be executed in parallel. The

presented APIs in Chapter 4 are based on such an assumption. However, in case

of the platforms with multiple master processors that each master processor

can independently access any of the cooperating processors, we need some

centralized or decentralized coordination techniques to handle the conflicts

between the master processors. For example, the presented APIs can implement

some sort of locking mechanism in order to guarantee the mutual access to the

computing resources. However, this increases the overhead and might influence

the system performance quite considerably.
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Samenvatting

Multi-coreprocessing platformen zijn een grote stap voorwaarts in het aanbod

van high performance computing platformen. Het idee is om de prestaties te

verhogen door meerdere verwerkingseenheden aan te wenden voor het uitvo-

eren van een taak. Dit creert echter een uitdaging voor zowel de hardware

ontwikkelaars die zulke systemen bouwen, als voor de software ontwerpers die

deze platformen programmeren.

Betreffende de hardware kunnen we de problemen noemen met betrekking

tot interconnectie management, complexiteit van geheugenhirarchin en cache

coherency. Terwijl, wat de software betreft, de meeste problemen zich voor doen

in resource management, resource sharing en synchronisatie. Daarenboven is de

onmogelijkheid dergelijke platformen met conventionele programmeermodellen

te prrogrammeren een fundamenteel probleem aan de software kant. Dit komt

grotendeels door de diepe kennis van hardware design die het programmeren

van zulke platformen vereist.

In deze dissertatie pakken we de problemen aan de software kant aan door

een alomvattend runtime systeem voor te stellen dat verantwoordelijk is de

system resources te beheersen en alle conflicten op te lossen wanneer com-

puting resources worden aangesproken. Bovendien biedt het runtime systeem

applicatieontwikkelaars, APIs en System primitives, die platformafhankelijke

details wegabstraheren en voorziet in een consistent programmeermodel. Deze

primitieven koppelen het softwareontwikkelingsproces los van hardwareon-

twerp.

Het voorgestelde runtime systeem bestaat uit een scheduler, een profileerder,

een transformeerder, een JIT compiler, een een bibliotheek van kernels. Een

gedetailleerde beschrijving van de components wordt gepresenteerd. Zowel de

prestaties van het gehele systeem, als de opgelegde overhead van de component

is beschreven.
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كليه جزييات سخت ،نويسي لازمهاي برنامهسيستم زمان اجرا با فراهم آوردن واسط ،علاوه براين
صورت انتزاعي در اختيار نويس پنهان كرده و آنها را در سطحي بالاتر و بهافزاري را از ديد برنامه

و بدون نياز به هرگونه ها نويس تنها در صورت آشنايي با اين واسطبرنامه. دهدنويس قرار ميبرنامه
  .نويسي كنداي ناهمگن برنامههستهتواند براي هر نوع سيستم چندافزاري ميدانش تخصصي سخت

نـويس  كـه حتـي در صـورتي كـه برنامـه      اسـت اي طراحـي شـده  آل به گونـه سيستم در حالت ايده
غيـر چنـد   هـاي نويسـي را بـه طـور كامـل بـراي سيسـتم      هـا آشـنا نباشـد و برنامـه    با ايـن واسـط  

اي نـاهمگن  هسـته بـاز هـم بتوانـد برنامـه خـود را روي يـك سيسـتم چنـد         ،اي انجـام دهـد  هسته
  .اجرا نمايد

 ،اين اجزا شامل زمانبند. استسيستم زمان اجراي ارايه شده از اجزاي مختلفي تشكيل شده
مه هر كدام از اين اجزا با نادر اين پايان. باشدكامپايلر زمان اجرا و كتابخانه مي ،رنسفورمرت ،پروفايلر
كارايي هر جز به همراه ميزان سربار زماني تحميل شده به سيستم نيز . اندارايه شده انجزيياتش

  .استمورد بررسي و تحليل قرار گرفته

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 چكيده  
ر روي يك چيپ به منظو افزايش تعداد واحدهاي محاسباتي ،ايستهههاي چندايده اصلي سيستم

افزايش سرعت در حقيقت با به كارگيري تعداد بيشتري واحد  .باشدافزايش قدرت محاسباتي مي
توانند از اين واحدهاي محاسباتي مي. پذيردمحاسباتي براي انجام يك كار مشخص صورت مي

لحاظ معماري داخلي كاملا مشابه بوده و يا اينكه معماري داخلي متفاوت و بالطبع قدرت 
 هايسيستم ،در صورتي كه معماري داخلي متفاوتي داشته باشند. تفاوتي داشته باشندمحاسباتي م

  .شونداي ناهمگن ناميده ميهستهچند

با همكاري و تعامل با يكديگر هركدام بخشي از محاسبات  ،هاواحدهاي محاسباتي يا همان هسته
دهند و بدين ترتيب سرعت نهايي انجام كار افزايش ميمورد نياز را به صورت همزمان انجام مي

يچيدگي زيادي به سيستم مل به سادگي قابل دستيابي نيست و پاما اين همكاري و تعا. يابد
  . آيدافزاري بوجود ميافزاري و نرماين پيچيدگي در هر دو بعد سخت. كندتحميل مي

سلسله  ،واردي مانند شبكه ارتباطي داخليتوان به افزايش پيچيدگي در ممي يافزاردر بعد سخت
افزاري نيز افزايش پيچيدگي در در بعد نرم. كش اشاره نمود حافظه مراتب حافظه و شفافيت

اشتراك منابع و مسايل مربوط به همزماني فرآيندها قابل مشاهده  ،مواردي مانند مديريت منابع
  .است

نويسان در برنامهعدم توانايي كافي برنامه ،هاييمتر براي استفاده از چنين سيستاما مشكل  اساسي
نويسي به تنهايي پاسخگوي فرآيند ها و ابزارهاي متداول و سنتي برنامهروش. باشدنويسي آنها مي

نويسي چنين سيستمي نيازمند دانش و برنامه ،در حقيقت. ها نيستندنويسي اين سيستمبرنامه
  .بهره هستندنويسان از آن بيباشد كه اغلب برنامهافزاري ميتسلط عميق بر مفاهيم سخت

اي هستههاي چندنويسي سيستمافزاري و برنامهحل مشكلات نرم رونامه پيشهدف اصلي پايان
است كه هدف آن يك سيستم زمان اجراي كامل و پوشا ارايه شده ،منظوربدين. ناهمگن مي باشد

نويس شفاف بوده و ين مديريت كاملا از ديد برنامها. باشدمديريت سيستم و منابع سيستمي مي
  .ندارد را نويس به هيچ عنوان نياز به دانستن چگونگي مديريت توسط سيستم زمان اجرابرنامه

  



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 خدمات زمان اجرا

 براي سيستم هاي چند هسته اي ناهمگن
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