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 A B S T R A C T

The advent of global warming has brought an increased interest in non-conventional sources of energy, one 
of which is nuclear energy. Threatening the almost year-round functioning of nuclear power plants are Flow-
Induced Vibrations (FIV). One mechanism of FIV, Vortex-Induced Vibration (VIV), holds importance in areas 
of cross-flow in nuclear power plants where lock-in occurs. To make safe-life designs, computational analysis 
in the domain of Fluid-Structure Interactions (FSI) has been increasing over the past two decades. This article 
aims to add to the body of knowledge by making predictions for an in-line two-cylinder configuration, set 
up as part of a benchmark proposed by the Nuclear Energy Agency (NEA) of the Organization for Economic 
Co-operation and Development (OECD), using the commercial code Simcenter STAR-CCM+ (V2020.3.1).

The main objective of this study is to test the efficacy of the URANS framework in predicting VIV, which 
is connected with the objective of the OECD/NEA to propose recommendations for the Best Practice Guidelines. 
The benchmark was structured in two phases: the open phase where the experimental results were available 
to the benchmark participants a priori and the blind phase where the experimental results, with cylinders 
having different natural frequencies than that of the open phase, were released to the benchmark participants 
only after all computational results were submitted to the OECD/NEA. The open phase was used to test 3 
turbulence models, namely ‘K-𝜔 SST: Quadratic’, ‘K-𝜔 SST: Quadratic + GRT transition’ and ‘Standard K-𝜖 Low 
Re: Cubic’ in order to choose the most appropriate model for the blind phase. Key results from this study 
revealed the ‘Standard K-𝜖 Low Re: Cubic’ model to be the most apt for the benchmark. Furthermore, gaps are 
also identified in the application of URANS to predict VIV resonance conditions, namely the overprediction 
of the vortex shedding frequency, adoption of inflow turbulence and the underprediction of high frequency 
range spectra.
1. Introduction

With an increasing worldwide human population comes an in-
creasing energy demand. Different conventional and non-conventional 
sources of energy are available and their use has a direct link to 
global warming. The Intergovernmental Panel on Climate Change 
(IPCC) warns humanity about the effects of global warming of 1.5 ◦C 
above pre-industrial levels and related global greenhouse gas emission 
pathways [1]. Nuclear energy is a way to transition to a world with low 
carbon footprint as pointed out by many international studies especially 
when affordability of energy production is considered [1–7].

An advantage of nuclear power plants is its capability of producing 
electrical power almost year-round with the exception of a 3 week 
period of refuelling and maintenance. For economic benefit, it is desired 
that the plants run without any unplanned outages. Another reason for 
this is the possibility of the nuclear reactor to be unable to restart owing 
to the build-up of Xenon. After a power decrease or shutdown, it may 
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take upto about 3 days before a typical reactor is able to override the 
effects of Xenon. Translating the time loss into money at a rate of 1 
million euro per day, [8,9] the desire to avoid outages is made obvious.

A leading reason for the downtime is owed to damage as a result of 
Flow-Induced Vibrations (FIV), a term used to describe all the phenom-
ena that are associated with the response of structures immersed in a 
flow. In literature for internal flows, this term is used for stationary (sta-
tistically steady) flow where interaction is mainly one-way from fluid to 
solid while the term Fluid-Structure Interactions (FSI) is used for two-
way interactions in unsteady flows [10]. In this article, both terms are 
used interchangeably to imply any interaction between solid and fluid 
for nuclear applications. FIV has been pointed to be a cause of fatigue 
problems, stress corrosion, cracking, fretting wear and other possible 
failure modes in nuclear power plants [9,11–13]. Increasing energy de-
mand leads to change of coolant, its flow rate or changes in component 
material and/or dimensions leading to more prominent FIV [14].
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Fig. 1. Vibration excitation mechanisms.
Source: Amended from [15].
Fig. 2. Vibrational response as a superimposition of different FIV mechanisms [16].
Different parts of the nuclear facility can vibrate due to entirely 
different excitation mechanisms. This depends on whether the flow is 
axial or perpendicular and if the fluid is single-phase or multi-phase. 
Pettigrew et al. [15] provides 4 classifications of FIV mechanisms in 
nuclear applications. Fig.  1 relates these vibration excitation mecha-
nisms to different flow situations in nuclear reactor applications and 
gives their relative importance. The current study places importance 
on capturing Vortex-Induced Vibrations (VIV) that occur due to the 
periodic wake shedding excitation mechanism.

Fig.  2 reveals how these mechanisms may be superimposed to get 
the vibrational response from a structure. VIV has a more devastating 
effect in the lock-in regime while random vibrations or Turbulence-
Induced Vibrations (TIV) are present in the entire range of flow ve-
locities with its detrimental effect increasing with flow velocity. The 
contributions of TIV are also considered in the current study.

With the advancements in Computational Fluid Dynamics (CFD) 
and Computational Structural Mechanics (CSM), ‘coupled CFD-CSM’, 
or ‘FSI’ solvers are made use of to predict FIV. For VIV, in particular, 
variations of a cylinder subjected to cross-flow are popular in literature 
for testing these FSI solvers. They could be for a single elastically 
mounted cylinders such as in the works of Dobrucali & Kinaci [17] 
and Martini et al. [18], a pair of such cylinders such as in the work 
of Ding et al. [19] or for an array of cylindrical tubes such as in the 
works of Ding et al. [20], Wang. et al. [21], Vivaldi & Baccou [22] and 
Benhamadouche & Benguigui [23].

In particular, FSI calculations must determine forces which act at 
both the hydrodynamic frequency and the natural frequency of the 
structure. The complexity of calculations is determined by the problem 
of separating physical instability in the flow from numerical errors. 
Therefore, development of recommendations and further update of the
2 
Best Practice Guidelines [24] on carrying out the coupled calculations 
appears to be a relevant problem.

In order to deal with this problem, the Working Group on the 
Analysis and Management of Accidents (WGAMA) of the OECD/NEA 
proposed a benchmark [25], based on the complete set of experi-
mental campaigns realized with the work of Bolshukhin et al. [26], 
that provides the possibility of joint measurements of the vibration 
and flow hydrodynamic parameters. The benchmark [25] was set up 
in 2 phases: open and blind. The problem defined for both phases 
is cross-flow across two in-line cantilevered cylinders with different 
cylinder sizes for each phase. For each phase, two inflow velocities were 
simulated: an off-resonance case and a peak resonance case. The open 
phase results were provided to the benchmark participants apriori for 
calibration purposes while the blind phase results were disclosed after 
all calculations were handed in.

This article presents the numerical simulations of both phases con-
sidered in the framework of this benchmark. On account of the avail-
ability of comprehensive experimental results, the novelty of the cur-
rent study is the detailed assessment of the numerical results with 
respect to coupled fluid and structure behaviours. Upon assessing the 
performance of a CFD approach in reproducing specific flow physics, 
such as shedding frequency and its harmonics, velocity profiles, acceler-
ation and velocity spectra, etc., it is possible to quantitatively evaluate 
its impact on structural vibration. This would in turn shed light on the 
weaknesses of the numerical approach that could be improved on in the 
future. One such example that would be discussed later in detail is the 
prediction of the turbulent spectra. By just respecting the best practice 
guidelines for a numerical simulation, it is difficult to state whether 
or not the obtained turbulent spectra is resolved ‘‘well’’ or ‘‘well-
enough’’. However, knowing the desired results from the experiment 
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and being able to formally assess the extent to which the predicted 
spectra match those of the experiment, allows one to quantify the 
degree of precision required for the simulations. This was either not or 
rather only partially achieved by previous studies such as in the work 
of Vivaldi & Baccou [22] and Benhamadouche & Benguigui [23], owing 
to the lack of high-grade experimental results.

The current study thus aims to present numerical FSI predictions 
for this benchmark using Unsteady Reynolds Averaged Navier–Stokes 
(URANS) turbulence models available in the commercial code Simcen-
ter STAR-CCM+ (V2020.3.1). The rationale for this choice over a higher 
resolution approach such as Detached Eddy Simulations (DES) or Large 
Eddy Simulations (LES), which are expected to give better frequency 
response predictions, comes from broadly two reasons. The first reason 
is the high computational cost incurred for the latter approaches as the 
grid resolution needs to be sufficiently refined in order to capture the 
finer turbulent structures present in the flow. The second reason comes 
from the fact that VIV of cylinders are accompanied by vortices shed 
at a fixed frequency behind it. Such unsteadiness, i.e, the contribution 
of coherent modes to the flow dynamics (i.e., frequencies far lower 
than those of the turbulent fluctuations), may be consistently captured 
by URANS approaches provided that the flow phenomena of interest 
have a time scale larger than the time step size. As a consequence of 
correctly capturing the shed vortices, the resulting VIV is also expected 
to be captured well. This has also been found in literature regarding 
the predictions of the 2-equation URANS model of VIV characteristics 
in turbulent flow around a circular cylinder [27–31] and is thus used 
in the current study.

In a previous study by the authors [27], the flow around an elasti-
cally mounted cylinder subjected to VIV was simulated using a URANS 
approach. In particular, the FSI solver available in STAR-CCM+ was 
validated and a total of 7 turbulence models were tested, based on 
which, 3 turbulence models are shortlisted for testing in the open phase, 
namely [32]:

• QKW → K-𝜔 SST: QCR (Quadratic Constitutive Relationship)
• QKWT → K-𝜔 SST: QCR + GRT (𝛾-𝑅𝑒𝜃) transition
• CKE → Standard K-𝜖 Low Re: Cubic Constitutive Relationship

where 1 model will be selected for the blind phase. By testing the open 
phase, the capability of URANS in capturing VIV is already revealed 
along with the best model choice. Based on the shortcomings of the 
results, a few hypotheses are formulated about the specific cause of 
difference. These hypotheses are tested and confirmed with the help of 
the blind phase.

The article is organized as follows: The governing equations and 
relevant expressions are introduced in Section 2. The experimental 
setup and parameters of interest for both open and blind phases are 
provided in Section 3. The numerical setup and results obtained for the 
open phase are provided in Section 4 while those for the blind phase 
are provided in Section 5. The conclusions and recommendations for 
future work are provided in Section 6.

2. Governing equations

Every numerical simulation is based on a mathematical model that 
tries to describe the physics of the phenomenon being studied. When 
considering Fluid Structure Interaction, this involves the equations gov-
erning the fluid domain, the structural domain and the ways to couple 
them both. This section provides a brief overview of the equations 
governing structural mechanics and fluid dynamics with its associated 
turbulence modelling. Readers who are interested in the finer details 
of any of the following equations are referred to the STAR-CCM+ user 
guide [32].

The frame of reference of all FSI simulations in this study use the La-
grangian approach for the solids while using the Arbitrary Lagrangian 
Eulerian (ALE) approach for the fluid which allows to move the frame 
3 
of reference independent of the material motion. This method brings 
together the best of both the Eulerian and Lagrangian approaches by 
following the motion of the material at the fluid structure interface in 
a Lagrangian way, while the computational mesh in the interior can be 
moved arbitrarily to optimize the shape of the elements. In this frame 
of reference, the velocity in the governing equations becomes relative 
to the deforming mesh.

2.1. Solid mechanics

If the position of a material point in the undeformed configuration is 
𝐗, and the displacement of this point to the deformed configuration is 
𝐮(𝐗, 𝑡), the position of the material point in the deformed configuration 
is: 
𝐱(𝐗, 𝑡) = 𝐗 + 𝐮(𝐗, 𝑡) (1)

In component form, the displacement can be expressed as: 
𝐮 =

[

𝑢𝑥 𝑢𝑦 𝑢𝑧
]𝑇 (2)

The displacement field of a deformable body is defined by the set of 
displacement vectors of its material points.

The stress at a point is the force per unit area, as the area over which 
the force is applied approaches zero. At a point, the state of stress is 
completely defined by the stress vectors that are associated with three 
mutually perpendicular planes passing through the point. The state of 
stress at any point, on any plane, is defined by a second-order tensor 
of the following form. This is the Cauchy stress: 

𝜎 =
⎡

⎢

⎢

⎣

𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑦𝑥 𝜎𝑦𝑦 𝜎𝑦𝑧
𝜎𝑧𝑥 𝜎𝑧𝑦 𝜎𝑧𝑧

⎤

⎥

⎥

⎦

(3)

Strain is a measure of the deformation of a body in terms of the relative 
displacement of its material points. Consider two material points in 
a body that deforms from an initial configuration to some deformed 
configuration. In 3D, the state of strain at any point in a body is fully 
described by a second-order symmetric tensor: 

𝜖 =
⎡

⎢

⎢

⎣

𝜖𝑥𝑥 𝜖𝑥𝑦 𝜖𝑥𝑧
𝜖𝑦𝑥 𝜖𝑦𝑦 𝜖𝑦𝑧
𝜖𝑧𝑥 𝜖𝑧𝑦 𝜖𝑧𝑧

⎤

⎥

⎥

⎦

(4)

In the current study, the infinitesimal strain approximation is used to 
describe the elastic behaviour of the cylinders, for which the deforma-
tions are expected to be small. The infinitesimal strain is defined as: 

𝜖 = 1
2

(

𝜕𝐮
𝜕𝐗

+
[ 𝜕𝐮
𝜕𝐗

]𝑇)

(5)

2.1.1. Governing equations
In the Lagrangian approach, mass is always conserved within the 

control volume. The mass that is contained in any deformed volume is 
the same mass that was originally contained in the undeformed volume: 

𝑀 = ∫𝑉 (𝑡)
𝜌(𝑡) d𝑉 = ∫𝑉0

𝜌0 d𝑉 (6)

Since the mass within the volume is conserved, volume changes re-
sult in density changes. In fact, this leads to a slightly different in-
terpretation of the material density specified by the user in STAR-
CCM+. The specified density is the material density in the undeformed 
configuration, at a reference temperature.

The motion of a solid body is governed by Cauchy’s equilibrium 
equation, which expresses the conservation of linear momentum for a 
continuum as given by: 

𝜌𝐮̈ − ∇ ⋅ 𝜎 − 𝐛 = 0 (7)
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where 𝐮 is the displacement of the solid body, 𝐛 is the total body force 
per unit volume and 𝜎 is the symmetric Cauchy stress tensor. The above 
equation is usually accompanied with Dirichlet and Neumann boundary 
conditions, which in Solid Mechanics jargon are called constraints and 
loads respectively.

The above equations are discretized after bringing to their weak 
form using the Finite Element Method. The involved accelerations 
and velocities can be approximated using a 1st order Backward Euler 
method or a 2nd order Newmark method, thereby making it possible 
to solve the governing equations.

2.1.2. Rayleigh damping model
The formulation presented in Eq.  (7) does not take into account the 

damping mechanisms that arise in time-dependent systems such as that 
in the current study. In dynamic problems, the contribution of damping 
forces can be taken into account by including a velocity dependent 
damping term, 𝑐𝐮̇, in the equation of motion: 
𝜌𝐮̈ + 𝑐𝐮̇ − ∇ ⋅ 𝜎 − 𝐛 = 0 (8)

which assumes a linear relationship between the damping force and 
velocity. The weak form of Eq.  (8) can be constructed and discretized, 
leading to the general discretized equation for a linear elastic damped 
system: 
𝐌𝐮̈(𝑡) + 𝐂𝐮̇(𝑡) +𝐊𝐮(𝑡) = 𝐟𝑒𝑥𝑡 (9)

As damping is a complex combination of different phenomena, the 
damping matrix is often approximated using Rayleigh damping, which 
models the damping matrix as a linear combination of the stiffness and 
mass matrices: 
𝐂 = 𝜏𝐾𝐊 + 𝑓𝑀𝐌 (10)

The scalar coefficients 𝜏𝐾 and 𝑓𝑀  can be determined from a desired 
modal damping factor and the knowledge of the first two eigenfre-
quencies of the undamped system. An even simpler choice, as used 
in the current study, is to restrict the Rayleigh damping to stiffness 
proportional damping, by assuming 𝑓𝑀 = 0 and 𝜏𝐾 > 0, and tune the 
parameter with the fundamental eigenfrequency: 

𝜏𝐾 =
2𝜁
𝜔

(11)

2.2. Fluid mechanics

In this section, the key equations governing fluid flow are intro-
duced along with the associated turbulence and transition modelling.

2.2.1. Governing equations
The governing equations of fluid flow, also called the Navier–Stokes 

Equations, over a finite control volume can be written in an integral 
sense (conservation form). This follows the approach of the Finite Vol-
ume Discretization. URANS turbulence models provide closure relations 
for the Reynolds-Averaged Navier–Stokes equations, that govern the 
transport of the mean flow quantities. The obtain the URANS equations, 
each solution variable 𝜙 in the instantaneous Navier–Stokes equations 
is decomposed into its mean, or averaged, value 𝜙 and its fluctuating 
component 𝜙′: 
𝜙 = 𝜙 + 𝜙′ (12)

where 𝜙 represents velocity components, pressure or energy. This gives 
the equations for the mean quantities: 

𝜕𝜌
𝜕𝑡

+ ∇ ⋅ (𝜌𝐯) = 0

𝜕
𝜕𝑡

(𝜌𝐯) + ∇ ⋅ (𝜌𝐯⊗ 𝐯) = −∇ ⋅ 𝑝𝐈 + ∇ ⋅ (𝐓 + 𝐓𝑅𝐴𝑁𝑆 ) + 𝐟𝑏
𝜕 (𝜌𝐸) + ∇ ⋅ (𝜌𝐸𝐯) = −∇⋅𝑝 𝐯 + ∇ ⋅ (𝐓 + 𝐓 )𝐯 − ∇ ⋅ 𝐪 + 𝐟 ⋅ 𝐯

(13)
𝜕𝑡 𝑅𝐴𝑁𝑆 𝑏

4 
where the terms are as described earlier with the exception of a new 
term: the stress tensor 𝐓𝑅𝐴𝑁𝑆 which is given by 

𝐓𝑅𝐴𝑁𝑆 = 𝜌

⎡

⎢

⎢

⎢

⎣

𝑢′𝑢′ 𝑢′𝑣′ 𝑢′𝑤′

𝑣′𝑢′ 𝑣′𝑣′ 𝑣′𝑤′

𝑤′𝑢′ 𝑤′𝑣′ 𝑤′𝑤′

⎤

⎥

⎥

⎥

⎦

+ 2
3
𝜌𝑘𝐈 (14)

where 𝑘 is the turbulent kinetic energy. In the current study, the Eddy 
Viscosity models are employed to model 𝐓𝑅𝐴𝑁𝑆 in terms of the mean 
flow quantities via the turbulent eddy viscosity 𝜇𝑡, and hence provide 
closure of the governing equations. The most common model is known 
as the Boussinesq approximation: 

𝐓𝑅𝐴𝑁𝑆,𝐿 = 2𝜇𝑡𝐒 − 2
3
(𝜇𝑡∇ ⋅ 𝐯)𝐈 (15)

where 𝐒 1
2 (∇𝐯+(∇𝐯)

𝑇 ) is the mean strain rate tensor which uses the mean 
velocity, 𝐯 in its formulation. Another important term that is later used 
is the mean vorticity tensor 𝐖 = 1

2 (∇𝐯−∇𝐯𝑇 ). The popular 𝑘-𝜖 and 𝑘-𝜔
𝑆𝑆𝑇  models are employed in the current study that solve additional 
transport equations for scalar quantities that enable the derivation of 
𝜇𝑡. Note that the stress tensor 𝑇𝑅𝐴𝑁𝑆 finally used in the momentum 
equation will be the sum of 𝑇𝑅𝐴𝑁𝑆,𝐿, defined above and 𝑇𝑅𝐴𝑁𝑆,𝑁𝐿
defined based on the constitutive relationship chosen for a given model.
K-𝜖 Model

The K-Epsilon turbulence model is a two-equation model that solves 
transport equations for the turbulent kinetic energy 𝑘 and the turbulent 
dissipation rate 𝜖 in order to determine the turbulent eddy viscosity. In 
particular, the Low-Reynolds Number variation of the model by Lien 
et al. [33] is made use of. This is done in STAR-CCM+ by applying 
damping functions to some of the coefficients (𝐶𝜇 , 𝐶𝜖2) in the model. 
The turbulent eddy viscosity 𝜇𝑡 is calculated as: 
𝜇𝑡 = 𝜌𝐶𝜇𝑓𝜇𝑘𝑇 (16)

where 𝑇  is the turbulent time scale which, for the ‘Realizable’ option, 
is given by: 

𝑇 = max
(

min
(

𝑘
𝜖
,

𝐶𝑇
𝐶𝜇𝑓𝜇𝑆

)

, 𝐶𝑡

√

𝜈
𝜖

)

(17)

where 𝜈 is the kinematic viscosity, 𝑆 is the modulus of the mean strain 
rate tensor (𝑆 = |𝐒| =

√

2𝐒 ∶ 𝐒). The transport equations for the kinetic 
energy 𝑘 and the turbulent dissipation rate 𝜖 are: 

𝜕
𝜕𝑡

(𝜌𝑘) + ∇ ⋅ (𝜌𝑘𝐯) = ∇ ⋅
[(

𝜇 +
𝜇𝑡
𝜎𝑘

)

∇𝑘
]

+ 𝑃𝑘 − 𝜌𝜖 + 𝑆𝑘

𝜕
𝜕𝑡

(𝜌𝜖) + ∇ ⋅ (𝜌𝜖𝐯) = ∇⋅
[(

𝜇 +
𝜇𝑡
𝜎𝜖

)

∇𝜖
]

+ 𝜖
𝑘
𝐶𝜖1𝑃𝜖 − 𝐶𝜖2𝑓2𝜌

𝜖2

𝑘
+ 𝑆𝜖

(18)

For the chosen ‘Standard K-𝜖 Low Re’ model of STAR-CCM+ with the 
Yap correction [34], the production terms are given by 
𝑃𝑘 = 𝐺𝑘 + 𝐺𝑛𝑙 + 𝐺𝑏 − 𝑌𝑀

𝑃𝜖 = 𝐺𝑘 + 𝐺𝑛𝑙 + 𝐺′ + 𝐶𝜖3𝐺𝑏 +
𝜌
𝐶𝜖1

𝑌 ′
𝑦

(19)

where 𝐺𝑘 is the turbulent production, 𝐺𝑛𝑙 is the nonlinear production, 
𝐺𝑏 is the buoyancy production, 𝐺′ is the additional production, 𝑌𝑀
is the compressibility modification and 𝑌 ′

𝑦  is the Yap Correction [34]. 
By default, the Boussinesq approximation implies a linear constitutive 
relation. Nonlinear constitutive relations [33] account for anisotropy 
of turbulence by adding nonlinear functions of the strain and rotation 
tensors. The available relations are tabulated in Table  1.
K-𝜔 SST Model

The K-Omega turbulence model is a two-equation model that solves 
transport equations for the turbulent kinetic energy 𝑘 and the specific 
dissipation rate 𝜔, the dissipation rate per unit turbulent kinetic energy 
(𝜔 ∝ 𝜖

𝑘 ), in order to determine the turbulent eddy viscosity. In this 
model, the turbulent eddy viscosity 𝜇𝑡 is calculated as: 
𝜇 = 𝜌𝑘𝑇 (20)
𝑡
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Table 1
Constitutive relations [32].
 Constitutive
relation

Formulation Where:

 Quadratic 
(QCR)

𝐓𝑅𝐴𝑁𝑆,𝑁𝐿 = −4𝜇𝑡
𝑘
𝜖

{

𝐶1

[

𝑆 ⋅ 𝑆 − 1
3
𝐼(𝑆 ∶ 𝑆)

]

+𝐶2(𝑊 ⋅ 𝑆 + 𝑆 ⋅𝐖𝑇 )
+𝐶3

[

𝑊 ⋅𝐖𝑇 − 1
3
𝐼(𝑊 ∶ 𝐖𝑇 )

]}

𝐶1 =
𝐶𝑁𝐿1

(𝐶𝑁𝐿6+𝐶𝑁𝐿7𝑆
3
)𝐶𝜇

𝐶2 =
𝐶𝑁𝐿2

(𝐶𝑁𝐿6+𝐶𝑁𝐿7𝑆
3
)𝐶𝜇

𝐶3 =
𝐶𝑁𝐿3

(𝐶𝑁𝐿6+𝐶𝑁𝐿7𝑆
3
)𝐶𝜇

 

 Cubic 𝐓𝑅𝐴𝑁𝑆,𝑁𝐿 = 𝐓𝑅𝐴𝑁𝑆,𝑞𝑢𝑎𝑑 − 8𝜇𝑡
𝑘2

𝜖2
{

𝐶4[(𝑆 ⋅ 𝑆) ⋅𝑊 +𝐖𝑇 ⋅ (𝑆 ⋅ 𝑆)]

+𝐶5(𝑆 ∶ 𝑆 −𝑊 ∶ 𝐖𝑇 )
[

𝑆 − 1
3
Tr(𝑆)𝐼

]}

𝐓𝑅𝐴𝑁𝑆,𝑞𝑢𝑎𝑑 is the 
QCR
formulation of 
𝐓𝑅𝐴𝑁𝑆,𝑁𝐿,
𝐶4 = 𝐶𝑁𝐿4𝐶2

𝜇
𝐶5 = 𝐶𝑁𝐿5𝐶2

𝜇

 

where 𝑇  is the turbulent time scale which when calculated using the 
Durbin’s realizability constraint [35] is given by: 

𝑇 = min

(

1
max(𝜔∕𝛼∗, (𝑆𝐹2)∕𝑎1)

,
𝐶𝑇
√

3𝑆

)

(21)

The transport equations for the kinetic energy 𝑘 and the specific dissi-
pation rate 𝜔 are: 
𝜕
𝜕𝑡

(𝜌𝑘) + ∇ ⋅ (𝜌𝑘𝐯) = ∇ ⋅
[(

𝜇 + 𝜇𝑡𝜎𝑘
)

∇𝑘
]

+ 𝑃𝑘 − 𝜌𝛽∗𝜔𝑘 + 𝑆𝑘

𝜕
𝜕𝑡

(𝜌𝜔) + ∇ ⋅ (𝜌𝜔𝐯) = ∇ ⋅
[(

𝜇 + 𝜇𝑡𝜎𝜔
)

∇𝜔
]

+ 𝑃𝜔 − 𝜌𝛽𝜔2 + 𝑆𝜔

(22)

For the chosen K-Omega SST Model, the production terms are given by: 

𝑃𝑘 = 𝐺𝑘 + 𝐺𝑛𝑙 + 𝐺𝑏

𝑃𝜔 = 𝐺𝜔 +𝐷𝜔
(23)

where 𝐺𝑘, 𝐺𝑛𝑙 and 𝐺𝑏 are the same terms used in the K-𝜖 model, 𝐺𝜔 is 
the specific dissipation production and 𝐷𝜔 is the cross-diffusion term. 
For the QCR relation used in this study: 
𝑇𝑅𝐴𝑁𝑆,𝑁𝐿 = −2𝜇𝑡0.04645(𝐎 ⋅ 𝐒 − 𝐒 ⋅𝐎)

𝐎 = 𝐖
√

(𝐒 −𝐖)(𝐒 −𝐖)
(24)

As for the use of a transition model, the 𝛾-𝑅𝑒𝜃 model [36,37] is used in 
the current study, which solves for two additional transport equations 
in addition to the two-equation K-𝜔 SST model. The model was incom-
plete, as published, since two critical correlations were proprietary and 
hence omitted. A justification for such an omission is that the model 
provides a framework for users to implement their own correlations. In 
the current study, the default correlations implemented by STAR-CCM+ 
are used. Without providing intricate details of the involved terms, the 
intermittency, 𝛾, and transition momentum thickness Reynolds number, 
𝑅𝑒𝜃𝑡, transport equations are given below: 

d
d𝑡

(𝜌𝛾) + ∇ ⋅ 𝜌𝛾𝐯 = ∇ ⋅
[(

𝜇 +
𝜇𝑡
𝜎𝑓

)

∇𝛾
]

+ 𝑃𝛾 − 𝐸𝛾

d
d𝑡

(𝜌𝑅𝑒𝜃𝑡) + ∇ ⋅ (𝜌𝑅𝑒𝜃𝑡𝐯) = ∇ ⋅ [𝜎𝜃𝑡(𝜇 + 𝜇𝑡)∇𝑅𝑒𝜃𝑡] + 𝑃𝜃𝑡 +𝐷𝑆𝐶𝐹

(25)

where 𝜎𝑓 = 1 and 𝜎𝜃𝑡 = 2 are model constants, 𝑃𝛾 and 𝑃𝜃𝑡 are production 
terms, 𝐸𝛾 is the destruction term and 𝐷𝑆𝐶𝐹  is the cross flow term.

3. Experimental setup

The test facility is located at the JSC ‘‘Afrikantov OKBM’’ in Russia. 
The experimental setup features a rectangular flow channel of dimen-
sions 550 × 200 × 30 mm3 containing two in-line cylinders in cross 
flow. The general view of the model installed in the test facility and 
the schematic of the test section are shown in Fig.  3. The basic hydro-
dynamic process observed behind the two in-line cylinders, exposed to 
the cross flow, is a vortex street with a repetitive structure (Karman 
vortex street) and vortex shedding frequency 𝑓 . It is accompanied by 
𝑠

5 
Table 2
Open phase: structural properties [25].
 Structure Material Density,

𝜌𝑠 (kg∕m3)
Young’s 
modulus,
𝐸 (GPa)

Poisson’s
ratio, 𝜈

 

 Bobs for Cylinder1 Brass 9450 200 0.33  
 Bobs for Cylinder2 Brass 12 450 200 0.33  

the excitation of the structure at the 𝑓𝑠 frequencies and at the natural 
frequencies 𝑓𝑛.

The hollow cylinders in the experiment have equal diameters, are 
flexible and have a cantilever attachment. Two types of cylinders were 
manufactured depending on the phase of study as can be seen in the 
schematics of Fig.  4:

1. Open Phase: The hollow stainless steel cylinders have a diameter 
of 𝐷 = 7  mm and wall thickness 0.3 mm. Each cylinder has 
two brass accelerometer mountings of diameter 6.4 mm and 
length 12 mm soldered (the length includes the solder deposit) 
internally at the tip of the cylinder and at near halfway length 
of the cylinder. The material properties of the resulting structure 
are given in Table  2.

2. Blind Phase: The hollow stainless steel cylinders have a diameter 
of 𝐷 = 10  mm and wall thickness 1  mm. Each cylinder has 
only one brass accelerometer mounting of diameter 8 mm and 
lengths 14 mm and 29 mm (the lengths do not include the 
solder deposit), respectively, soldered internally at the tip of the 
cylinder. The material properties of the resulting structure are 
provided in Table  3.

The working fluid is water at a reference static pressure of 1 
kgf∕cm2 (98.07 kPa) for both phases. For each phase, 2 flow rates were 
experimentally tested: an off-resonance case and a peak resonance case 
with respect to Cylinder1. The operating conditions for the open and 
blind phases are tabulated in Table  4. In the current study, the peak 
resonance case of the open phase and all cases of the blind phases are 
numerically simulated.

In the experiment, the natural frequency and structural damping 
of the cylinders in the channel were analysed for both phases by 
measuring the vibrations under the impact excitations of the channel 
and producing a Frequency Response Function (FRF) plot. These tests 
were repeated for the channel with and without water. The natural 
frequencies so obtained in air (𝑓𝑛,𝑎𝑖𝑟) and water (𝑓𝑛,𝑤𝑎𝑡𝑒𝑟) are tabulated 
in Table  5.

The FRF plots, created based on the experimental results provided 
for the test of the channel with water, are provided in Fig.  5. Using 
these plots, the damping ratio (𝜁) or its related parameters like the loss 
factor (𝜂) and quality factor (𝑄) is found using the ‘half-power’ or ‘3 
dB’ rule [38]. These damping parameters are calculated using: 
𝛥𝑓

= 𝜂 = 1 = 2𝜁
√

1 − 𝜁2 ≈ 2𝜁 (26)

𝑓 𝑄
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Fig. 3. Experimental setup and the schematic of the test section.
Fig. 4. Schematic of the cylinders [25].
Table 3
Blind phase: structural properties [25].
 Structure Material Density,

𝜌𝑠 (kg∕m3)
Young’s 
modulus,
𝐸 (GPa)

Poisson’s
ratio, 𝜈

 

 Hollow Cylinders 1 & 2 Stainless Steel 7850 200 0.30  
 Bob for Cylinder1 Brass 8700 200 0.33  
 Bob for Cylinder2 Brass 7500 200 0.33  
Table 4
Operating conditions [25].
 Property Open phase Blind phase
 Off-resonance Peak resonance Off-resonance Peak resonance 
 Fluid Temperature (◦ C) 10 10 19 19  
 Inflow Rate (m3∕h) 10 16 16 35  
 𝑅𝑒 2477.64 3964.23 7210.96 15773.96  
Table 5
Natural frequencies [25].
 Phase Cylinder1 Cylinder2

 𝑓𝑛1,𝑎𝑖𝑟 (Hz) 𝑓𝑛1,𝑤𝑎𝑡𝑒𝑟 (Hz) 𝑓𝑛2,𝑎𝑖𝑟 (Hz) 𝑓𝑛2,𝑤𝑎𝑡𝑒𝑟 (Hz) 
 Open 107.0 98.0 98.0 90.0  
 Blind 183.9 164.9 168.8 153.0  

where 𝛥𝑓 is the width of the FRF curve 3 dB below the peak at 
frequency 𝑓 . The loss factor for both cylinders vibrating in water 
comes out to 𝜂 = 0.016 for the open phase and 𝜂 = 0.007 for the 
blind phase. The approximation 𝜁 = 0.5𝜂 is accurate within 5E-3% 
for 𝜂 ∈ [0, 0.02] and is thus made use of giving 𝜁 = 0.008 for the 
open phase and 𝜁 = 0.0035 for the blind phase. These values are 
later used in conjunction with the values from the numerical structural 
6 
tests to provide structural damping for the FSI tests using the Rayleigh 
Damping model as discussed in Section 2.1.2.

During testing, dynamic parameters were measured correspondingly 
by different systems. The experimental data were registered as a func-
tion of time. The following measurements were performed for both 
phases:

• 𝑣(𝑡) – time oscillation of velocity pulsations
• 𝑝(𝑡) – time oscillation of pressure pulsations on the channel wall
• 𝑎(𝑡) – time oscillation of cylinders’ vibration acceleration

Fig.  6 shows the locations of the measurement points. A coordinate 
system is used where 𝑋-axis is directed along the channel (drag-
direction), 𝑌 -axis is directed across the channel in the horizontal plane 
(lift-direction), and 𝑍-axis is directed along the cylinders in the vertical
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Fig. 5. FRF curves for the two cylinders under impact excitation of the channel with water.
Fig. 6. Location of measurement points for different parameters [25,26].
plane. Given that the numerical model constraints the ends of the 
cylinders to the channel wall perfectly, the accelerometer readings of 
𝑎𝑥𝑦𝑧3  and 𝑎𝑥𝑦𝑧4  (see Fig.  6(b)) are not made use of. The Power Spectral 
Density (hereinafter - spectrum) of velocity and pressure pulsations, as 
7 
well as vibration accelerations are later calculated based on the time 
series.

Besides measurements at the above locations, horizontal velocity 
profile measurements were made 10 mm and 20 mm behind the 
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Fig. 7. Locations of velocity profiles measurement in the vertical and horizontal planes [25,26].
cylinders as shown in Fig.  7(b). Furthermore, to aid in selecting inlet 
flow conditions, additional velocity profile measurements were made. 
These measurements were performed in the following sections and are 
shown in Fig.  7:

• Average and Root Mean Squared (RMS) profile in the vertical 
plane of longitudinal velocity 𝑉𝑥(𝑧) in front of the 1st cylinder 
at a distance of 140 mm

• Average and RMS profile in four horizontal planes (40, 80, 120 
and 160 mm) of longitudinal velocity 𝑉𝑥(𝑦) in front of the 1st 
cylinder at a distance of 200 mm

• Average and RMS profile in three horizontal planes (25, 100 and 
175 mm) of longitudinal velocity 𝑉𝑥(𝑦) in front of the 1st cylinder 
at a distance of 50 mm

4. Open phase

In this section, the open phase of the benchmark is discussed. The 
numerical setup is provided in Section 4.1, the results are provided and 
discussed in Section 4.2, where the hypotheses to be tested in the blind 
phase are formulated.

4.1. Numerical setup

For the simulation domain, only the rectangular flow channel of the 
experimental test section (and its contents) are considered as shown 
in Fig.  8. The problem is set up in STAR-CCM+ as follows: For the 
fluid, the incompressible finite-volume URANS solver is selected along 
with a SIMPLE scheme approach for solving the pressure and velocity 
8 
Fig. 8. Simulation domain.

equations in a segregated way. A 2nd order upwind spatial convection 
scheme is chosen along with a 2nd order implicit time integration 
scheme. The pressure and velocity equations are given underrelaxation 
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Fig. 9. Sectional views of the meshes.
(UR) factors of 0.2 and 0.6, respectively. The four channel walls and the 
exposed cylinder surfaces are prescribed a no-slip boundary condition. 
A reference pressure of 98.07 kPa is prescribed for the fluid and a 
constant gauge pressure of 0 Pa is prescribed for the outlet. For the 
inlet, a time-varying uniform velocity is prescribed for the FSI study as 
given by: 

𝑢(0, 𝑦, 𝑧, 𝑡) =

{

𝑢(0, 𝑦, 𝑧)
1−cos ( 𝜋𝑇 𝑡)

2 ,  if 𝑡 < 𝑇
𝑢(0, 𝑦, 𝑧),  otherwise 

𝑢(0, 𝑦, 𝑧) = 0.74 m∕s, 𝑇 = 1.0 s

(27)

This cosine ramped profile is chosen over suddenly applying the veloc-
ity at the inlet for the numerical stability of the FSI solver. The cosine 
ramp is expected to be even more suitable than a standard linear ramp 
based on the first derivative of the profiles. The resulting acceleration 
profile would have sudden jumps at the beginning and end of the linear 
velocity ramp while it would be smooth for the cosine velocity ramp.

For the solid, the finite-element solver is selected that solves for 
structural displacements and thereby calculates strains and stresses. 
The 2nd order Newmark implicit integration scheme (Newmark pa-
rameter, 𝛾 = 0.5) is employed to solve dynamic displacements. At 
this point, a choice is to be made between the infinitesimal strain 
and finite strain approximations. The expected displacements in both 
streamwise (𝑥) and cross flow (𝑦) directions are less than 1 mm which, 
relative to the 198 mm length of the cylinders, is less than 0.51% of 
the cylinder length. Furthermore, displacements and accelerations in 
the axial direction (𝑧) are not measured in the experiment. Thus, it 
seems suitable to apply the infinitesimal strain approximation. For the 
boundary condition, the annular surfaces at the bottom of the cylinders 
are grounded while the outer wetted surfaces are declared as an FSI 
interface. Internally, the brass bobs are fixed in their relative positions 
using the bonded boundary condition between the bob curved surface 
and the cylinder inner curved surface. For the FSI coupling, a UR factor 
of 0.5 is prescribed.

The fluid mesh is created using the ‘Automatic Mesh’ functionality 
of STAR-CCM+. For the fluid, a hexahedral mesh is created with 
three volume refinements. The volume refinements starting upstream 
Cylinder1 are situated around the cylinders and also in the wake of 
the cylinders. This arrangement of volumetric refinements comes from 
a pure CFD analysis of 3 candidate meshes [39]. Approaching the 
9 
cylinder from the inlet by crossing each refinement region reduces 
the target base size of 2.5 mm by half sequentially. To ensure good 
transition between the refinement regions, a growth rate of 1.1 is 
selected. Prism layers are setup on all no-slip walls with a wall 𝑦+ of 1. 
The fluid mesh is shown in Fig.  9(a) with a cell count of 7.05M cells. 
For the FSI simulations, the ‘B-Spline’ mesh morpher is selected.

For the solid, unstructured meshes are set up for the cylinders and 
their internal bobs. The mesh for the cylinders are quad dominant with 
one element in the thickness, having a total cell count of about 69k 
for each cylinder. The bobs are filled with a quad dominant mesh with 
30 layers each, having a total cell count of 12k for each bob. Sectional 
views of the solid mesh are shown in Fig.  9(b). For low computational 
effort, linear finite elements are employed.

Before proceeding to the FSI simulations, there is a need to fine 
tune the structures to the experimental vibrational frequencies. For the 
experimental study, it was mentioned that the brass bobs were 12 mm 
in length including the solder which is lesser in density compared 
to brass. Furthermore, the cylinders had additional length that ran 
into the wall of the channel which was then fixed by a tightening 
nut arrangement. This and the fact that there is no accelerometer 
equipment (which has its own mass) in the numerical setup, calls for 
fine tuning the structural model. This was done by altering the length 
of the bobs. Numerically testing the vibrations of select cylinder model 
candidates in vacuum and water, the final choice is made to proceed 
with a bob length of 10 mm. The results for different choices of bob 
length are shown in Tables  6 and 7.

The last item for the FSI setup is the mismatch in structural damp-
ing. There appeared to be a significant gap in the prediction of the 
damping ratio in the vibration test in water even for the optimal bob 
length of 10 mm. This is remedied by adding structural damping via the 
aforementioned ‘Rayleigh Damping’ model. The difference between the 
damping calculated for vibration test in water and the expected value 
is used for calculating the stiffness proportional damping constant as 
per Eq.  (11). With this, all relevant parameters for the FSI study are 
finalized and the results obtained for the same are discussed in the 
following subsection.

4.2. FSI study

The FSI study is carried out for the peak resonance case of 0.74  m/s 
inflow using the aforementioned turbulence models QKW, QKWT and 
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Table 6
Results for Vibration Tests in Vacuum.
 Bob
Length 
(mm)

Natural frequency (Hz)

 Cylinder1 Cylinder2  
 12.0 104.28 96.06  
 11.0 106.95 98.04  
 10.5 107.82 99.50  
 10.0 108.69 100.33  
 Exp. 
Soln.

107.00 98.00  

Table 7
Results for vibration tests in water.
 Bob
Length 
(mm)

Natural frequency (Hz) Damping ratio

 Cylinder1 Cylinder2 Cylinder1 Cylinder2 
 12.0 90.09 84.33 0.0056 0.0041  
 11.0 94.34 88.49 0.0064 0.0048  
 10.5 95.69 88.88 0.0065 0.0048  
 10.0 96.62 90.09 0.0065 0.0049  
 Exp. 
Soln.

98.00 90.00 0.0080 0.0080  

CKE, which were shortlisted from a previous work on VIV of a single 
cylinder [27]. To keep the FSI coupling stable during the start up of 
the simulation, a cosine ramping of the inflow velocity is given for 1 
s (1.347 Flow Passes [𝐹𝑃 ]) as per Eq.  (27). A total simulation time 
of 7 s (9.428 𝐹𝑃 ) is provided. To adhere to the 100 sampling point 
thumb rule, a time step of 0.4  ms is used during the cosine ramping 
and is reduced to 0.36  ms for the remainder of the simulation. Using 
the back-windowing approach on the created spectra plots, it was found 
that transient results lasted roughly a flow pass after the end of the 
cosine ramping period. Thus, only the results from 1.75 s to 7 s, or the 
last 7.071 𝐹𝑃 , are used for creating the spectra. Before presenting the 
main results, the issue of inflow turbulence is addressed.

4.2.1. Inflow turbulence
The value of inflow turbulence intensity was not formally specified 

in the experiment. This was left to be deduced from the mean and RMS 
velocity profiles provided at locations listed in Section 3. For making 
the selection, the vertical profile 140 mm ahead of Cylinder1 is con-
sulted. Based on the experimental data shown in Fig.  10, a turbulence 
intensity of 4.95% was predicted by the PIV measurements while a 
value of 1.71% was predicted by LDV. Given the lower experimental 
measurement error of LDV (1%) compared to PIV (3%–4%) and the 
inherent superior temporal resolution of the LDV technique, the aim 
is to obtain good agreements with the LDV results at this location. To 
do so, the ratio of turbulent kinetic energy at the inlet to that at this 
location was estimated from a pure CFD simulation. Assuming similar 
dissipation for the FSI study for all 3 tested turbulence models and 
the following relation between turbulent kinetic energy and turbulence 
intensity, a value of 5% was selected for the inflow turbulence: 

𝑘 = 3
2
(𝑈𝑥𝐼𝑥)2 (28)

where 𝑘 is the turbulent kinetic energy, 𝑈𝑥 is the flow velocity at the 
location of interest and 𝐼𝑥 is the turbulence intensity at the location 
of interest. Based on this choice of turbulence intensity, the results so 
obtained by the turbulence models are plotted in Fig.  10. For the mean 
velocity shown in Fig.  10(a), the simulation results are near overlapping 
10 
with good agreement (within 5%) with the PIV profile for a large part of 
the profile away from the walls. The PIV measurements near the walls 
possibly suffer from laser reflections. The simulation results match well 
with those of LDV near the walls.

For the RMS fluctuations shown in Fig.  10(b), the simulation results 
are presented as a quantity resolved by the mesh which captures actual 
velocity fluctuations and as a quantity modelled through the turbu-
lent kinetic energy as per Eq.  (28). Since there are no real turbulent 
structures introduced at the inlet and the distance from Cylinder1 is 
rather large, the resolved fluctuations are quite small, ranging from 
1.2E−5  m/s at the channel centre to 1E-4  m/s in the boundary layer 
of the channel walls. The modelled fluctuations, however, are of the 
same order of magnitude of the experimental data with a better match 
(within 10%) with the LDV results as intended. While the three models 
agree well with each other over the majority of the domain, a difference 
is noted at the peaks near the channel walls which comes from the 
difference in prediction of 𝑘 in the boundary layers by the considered 
models.

A similar agreement of the numerical results to the experimental 
results were also observed for the mean and RMS profiles at locations 
50 mm and 200 mm ahead of Cylinder 1. In the interest of brevity of 
the article, they are not presented here. Based on the results considered 
so far, the setting for the inflow turbulence is validated. The following 
section reveals the primary results of this study which are the pressure, 
acceleration and velocity spectra and the predicted displacements fol-
lowed by the secondary results which include the vorticity plots and 
the velocity profiles aft of the cylinders.

4.2.2. Obtained results
The primary results of interest for the FSI study are the velocity, 

acceleration and pressure spectra for the points as per Fig.  6. The probe 
points for the acceleration measurement are also used to track the 
displacements of the cylinders in their respective drag and lift direc-
tions. The pressure spectra plots for the different turbulence models are 
shown along with the experimental results in Fig.  11. To obtain clean 
spectra plots, linear averaging is applied with a window size of 30 and 
5 for the experimental results and numerical results, respectively. The 
experimental results show several peaks in the plots. These correspond 
to the vortex shedding frequency (𝑓𝑠 = 24.4 Hz) and its multiples as 
well as the natural frequencies of the cylinders (𝑓𝑛1 = 98 Hz and 𝑓𝑛2 =
90 Hz) and its multiples.

Additional peaks labelled by 𝑓 ∗ and its multiples are linked with the 
frequency of the pump. It is observed that the largest peak corresponds 
to the natural frequency of Cylinder1 which coincides with the 4th 
harmonic of 𝑓𝑠. Furthermore, this also coincides with the 3rd harmonic 
of pump frequency. This is not desirable as the synergy with the pump 
has lead to an overestimated PSD for 𝑓𝑛1, something that would not be 
expected from an ideal inlet used in the simulation.

The numerical predictions differ appreciably based on the turbu-
lence model selected. The overall trend of decreasing spectral density 
with increasing frequency is captured well by the FSI results. However, 
not all peaks are clearly identified. For 𝑃1, which lies upstream of 
Cylinder1, only the even harmonics of 𝑓𝑠 are distinct. For 𝑃2 and 
𝑃3, which lie in between the cylinders, only the first harmonic and 
even harmonics of 𝑓𝑠 are distinct. For 𝑃4, which lies downstream of 
Cylinder2, only the first harmonic of 𝑓𝑠 is distinct. These observations 
imply easier propagation of the frequency pertinent to the streamwise 
or drag direction (even harmonics) than it is for the cross flow or 
lift direction (odd harmonics) and that the first harmonic is more 
easily captured downstream of the source (the cylinders) rather than 
upstream. In addition, a peak corresponding to the natural frequency 
of Cylinder2 (𝑓𝑛2) is predicted at 88 Hz.

Surprisingly, the peak corresponding to the natural frequency of 
Cylinder1 is not distinctly captured. As mentioned earlier, the pump 
frequency (𝑓 ∗) has its third harmonic coinciding with the natural 



M.M.M.D. Hussain et al. Computers and Fluids 297 (2025) 106647 
Fig. 10. Mean and RMS fluctuation streamwise velocity profiles at a vertical section 140 mm ahead of cylinder1.
Fig. 11. Pressure spectra plots.
frequency of Cylinder1 (𝑓𝑛1) and the fourth harmonic of 𝑓𝑠, thereby cor-
rupting the estimate of the spectral density at this frequency. Although 
this accounts for part of the gap in expectations, the main reason is 
suspected to be the fact that there is a mismatch in the predicted fourth 
harmonic of 𝑓𝑠 and the natural frequency of Cylinder1 which is needed 
for resonance. The values for 𝑓𝑠 predicted by the turbulence models are 
27.04 Hz, 27.43 Hz and 27.81 Hz, respectively in the order as they 
11 
appear in the plots, which translate to significant errors of 10.81%, 
12.42% and 13.98%, respectively.

The second reason is the fact that the problem at hand is that 
of vibrations that are partly Vortex-Induced and partly Turbulence-
Induced. Even if resonance is not captured, the presence of physical 
turbulence upstream of Cylinder1 could have caused a peak similar in 
magnitude to that of Cylinder2 which faces turbulence generated by 
Cylinder1. The fact that this is absent in the numerical simulation has 
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Fig. 12. Acceleration spectra plots for the cylinders.
likely led to a prediction of spectral density at 𝑓𝑛1 at the level of the 
background spectra of frequencies.

Coming to the turbulence models, it is observed that the spectral 
densities at the peaks are similar for the two K-𝜔 SST models. However, 
it is observed that the background spectra for the other frequencies 
are severely underpredicted for the QKWT model although it helps 
in identifying the peaks easily. As for the CKE model, the spectra 
obtained for 𝑃1 and 𝑃2 matches closely with the QKW model. For 𝑃3
and 𝑃4, however, the spectra predicted by the CKE model has a higher 
background spectra which makes it a better fit for 𝑃3 in the higher 
frequency range while it leads to an overprediction for 𝑃4. In fact for 
𝑃4, no expected peak is clearly distinct from the background spectra 
for this model. This implies that by the time the turbulence generated 
at the cylinders arrives at the location of 𝑃4 which is 50 mm aft of 
Cylinder2, the vortical structures have broken down to structures of 
several time scales and thereby frequencies with similar contributions 
of spectral density appear in Fig.  11.

The acceleration spectra of the cylinders obtained from the experi-
ment and numerical simulations are shown in Fig.  12. The experimental 
results for Cylinder1 and Cylinder2 reveal distinct peaks at 𝑓𝑠 and its 
multiples as well as the natural frequencies 𝑓𝑛1 and 𝑓𝑛2 in both stream-
wise or drag (𝑥) and cross flow or lift (𝑦) directions. The numerical 
results show distinct peaks corresponding to the even harmonics of 𝑓𝑠
in the 𝑥-direction and the odd harmonics of 𝑓𝑠 in the 𝑦-direction. The 
numerical results also show peaks for 𝑓𝑛1 and 𝑓𝑛2 in both directions.

Overall, for the spectra of Cylinder1, the numerical results are 
severely underpredicted especially at 𝑓𝑛1 which is expected to have a 
high value owing to resonance. As was reasoned earlier, the mismatch 
in peak spectral density of 𝑓𝑛1 is suspected to be primarily due to the 
mismatch in the fourth harmonic of 𝑓  and 𝑓  while the background 
𝑠 𝑛1

12 
spectra mismatch is owed to the absence of physical turbulence up-
stream of Cylinder1. For Cylinder2, the obtained results match well in 
terms of the spectral density at the peaks, especially 𝑓𝑛2, as well as 
the background spectra. This is owing to the off-resonant condition of 
Cylinder2 and the presence of turbulence generated by Cylinder1.

Coming to the individual turbulence models, the QKWT model 
agrees well with its QKW counterpart in terms of the peaks but un-
derpredicts the background spectra as was earlier seen in the pressure 
spectra plots. This could be attributed to less breakdown of vortical 
structures and thereby a more 2D vortex shedding behaviour. This 
assertion will be addressed later when discussing the vorticity plots. 
The other two models provide similar spectra with the CKE model 
offering a slightly higher background spectra in comparison.

The predictions of 𝑓𝑠 by the turbulence models are confirmed to be 
the same values quoted from the pressure spectra plots. The natural 
frequency of Cylinder1 is predicted to be 96 Hz from the 𝑦-direction 
spectra while it is predicted to be 95 Hz in the 𝑥-direction which 
translates to errors of 2.04% and 3.06%, respectively. Similarly, the 
natural frequency of Cylinder2 is predicted to be 90 Hz from the 𝑦-
direction spectra while it is predicted to be 89 Hz in the 𝑥-direction 
which translates to errors of 0.12% and 1.14%, respectively. Further 
improvements can be made in the prediction of 𝑓𝑛1 at the cost of 𝑓𝑛2
by reducing the lengths of the bobs further. Another way would be 
to reduce the lengths of the bobs in Cylinder1 alone which would 
result in non-identical structures for the cylinders. These suggested 
modifications, however, are not made in the current study.

The time history plots of the cylinder tip displacements as measured 
on the same locations as the acceleration probes (see Fig.  6(b)) are 
presented in Fig.  13. No measurement was made in the experiment 
and thus it is not possible to validate the obtained displacements. 
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Fig. 13. Displacement plots for the cylinders.
Table 8
RMS vibration amplitudes.
 Model Cylinder1 Cylinder2

 x-direction (μm) y-direction (μm) x-direction (μm) y-direction (μm) 
 QKW 0.9299 7.1230 7.2159 21.8725  
 QKWT 1.2596 16.6918 11.8637 54.8572  
 CKE 1.2538 5.4085 10.0719 29.4507  
The numerical results unanimously predict larger vibration amplitudes 
in both directions for Cylinder2 compared to Cylinder1, contrary to 
what one would expect given that this is the peak resonance case for 
Cylinder1. This is again reasoned to be owing to the absence of physical 
turbulence upstream of Cylinder1, the mismatch of the fourth harmonic 
of 𝑓𝑠 and 𝑓𝑛1 and the fact that Cylinder2 experiences the turbulence 
generated by Cylinder1. The RMS vibration amplitudes predicted by 
the models are presented in Table  8.

The velocity spectra plots for different turbulence models at a few 
select locations are shown along with the experimental results in Fig. 
14. The spectra, in principle, captures the turbulence present in the 
flow from the inlet (relevant for all planes) as well as that generated at 
the channel walls (relevant for planes 𝑍1 and 𝑍3), the cylinder curved 
surface (relevant for all planes) and the 2 mm gap at the free end of the 
cylinder (relevant for plane 𝑍1). To obtain clean spectra plots, linear 
averaging is applied with a window size of 30, 5 and 3 for the LDV 
and PIV experimental results and numerical results, respectively. The 
experimental results show peaks for 𝑓𝑠 and different harmonics. Not all 
peaks are distinct with some expected peaks being at the same level as 
the background spectra.

Similar trends are also seen for the numerical results with the 
spectra towards higher frequencies (> 100 Hz) showing underpredicted 
13 
results especially for plane 𝑍1 (see Fig.  14(b)). This is expected since 
higher frequencies imply smaller time scales and thereby smaller tur-
bulent structures which cannot be accurately resolved with the current 
choice of time step, meshes and the URANS scheme. For the current 
choice of parameters, however, the CKE model shows the best agree-
ment in the high frequency range at all locations, especially at plane 𝑍1
which is a critical zone given the influence of the turbulence generated 
at the free end of the cylinder in the 2 mm gap between the channel 
wall.

Another observation is the mismatch in predictions of 𝑓𝑠 in the 
experiment and the numerical results. The predictions for 𝑓𝑠 at 𝑉 𝑖

1
and 𝑉 𝑖

3  were found to be the same as 𝑉 𝑖
2  and 𝑉 𝑖

4 , respectively. The 
experimental as well as numerical predictions for 𝑓𝑠 are thus tabulated 
in Table  9 for 𝑉 𝑖

1  and 𝑉 𝑖
3 .

The numerical results are in close agreement with the experimental 
results. The largest difference between the predictions of the turbulence 
models are observed at plane 𝑍1 with the least error offered by the 
CKE model. The tabulated numerical results, although encouraging, go 
against the expectation of observing an overestimation of 𝑓𝑠 as was 
observed in the pressure and acceleration plots. One possible reason is 
the error in picking the peak as caused by the applied linear averaging 
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Fig. 14. Select velocity spectra plots: 𝑉 𝑗
𝑖 , (𝑖, 𝑗 = 1, 2, 3, as per Fig.  6(a)).
process to make a cleaner spectra plot. Using the averaging process does 
make the signal less noisy but it also flattens out the tips of the peaks. 
Thus, the ‘‘peaks’’ actually span as wide as 1.5 Hz for some curves 
inducing significant error in picking out the true frequency.

As was brought up earlier when discussing the spectra prediction for 
the high frequency range, it was asserted that the accuracy is linked to 
better resolving small scale turbulent structures. Thus the expectation 
is to have a well captured turbulent wake for the CKE model as well as 
the QKW model with perhaps a near 2D vortex shedding for the QKWT 
model. The expectation is checked against the vorticity plots created at 
14 
the end of the simulation as shown in Figs.  15 and 16 (shorthand for 
turbulence models is same as Table  9).

As can be observed from Fig.  15, the expectation is confirmed 
with respect to the type of wake captured by the turbulence models. 
The CKE model and the QKW model predict vortex tubes being shed 
from Cylinder1 with these regular structures starting to break down 
into smaller ones as they travel towards Cylinder2. As they interact 
with Cylinder2 and its generated wake, visually, the regular structures 
appear nearly lost as per the QKW model and completely lost as per the 
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Table 9
Vortex shedding frequency predictions by the experiment and FSI test cases.
 𝑓𝑠 at 𝑉 1

1  (Hz) 𝑓𝑠 at 𝑉 2
1  (Hz) 𝑓𝑠 at 𝑉 3

1  (Hz)
 Exp. QKW QKWT CKE Exp. QKW QKWT CKE Exp. QKW QKWT CKE 
 𝑥 25.1 24.5 24.5 24.7 24.3 24.4 24.4 24.5 25.1 23.8 23.8 25.0 
 𝑦 24.7 24.3 24.7 24.7 24.3 24.4 24.4 24.5 25.1 23.8 23.8 25.0 
 𝑓𝑠 at 𝑉 1

3  (Hz) 𝑓𝑠 at 𝑉 2
3  (Hz) 𝑓𝑠 at 𝑉 3

3  (Hz)
 Exp. QKW QKWT CKE Exp. QKW QKWT CKE Exp. QKW QKWT CKE 
 𝑥 24.6 21.4 21.4 23.5 24.7 24.3 24.5 24.5 26.6 24.7 25.0 25.0 
 𝑦 24.9 21.3 21.1 23.1 24.5 24.3 24.5 24.5 26.8 24.7 25.0 25.0 
Fig. 15. Vertical section vorticity plots for (a) QKW (b) QKWT and (c) CKE.
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 

CKE model. The QKWT model, on the other hand, predicts near regular
structures even aft of Cylinder2.

It is also to be noted that part of the wake aft Cylinder2 appears
to be subject to numerical dissipation as the vortical structures pass
over from Refine2 to Refine1 refinement regions of the mesh about
10𝐷 aft of Cylinder2. This can be observed as a drop in the strength of
vorticity as it passes over the interface of the refinement regions and
is more clearly noticed in Fig.  15c. This is attributed to the vorticity
being recomputed with new (and less accurate) approximations to the
derivatives of the velocity for the coarse region. This adversely affects
the results but is expected to be at a low degree given the location
of this issue and is thus tolerated. Improvements in the results can
be expected for having a longer Refine2 refinement region but is not
carried out in the current study.

The last set of results are the mean and RMS fluctuation velocity
profiles at horizontal sections 10 mm (1.43𝐷) and 20 mm (2.86𝐷)
behind each of the cylinders, a select few of which are shown in Fig.
17. The mean velocity profiles are a consequence of the cylinders
obstructing the flow at the centre of the channel width with the fluid
squeezing through the remaining width of the channel at a higher-than-
inlet velocity as per the continuity equation. For all planes, the velocity
profile tends to flatten out as it gets away from the cylinders. This is
owed to the internal viscous forces between fluid layers of different
velocity as they try to reorient the profile back to the shape that existed
ahead of the cylinders. Finally, differences are also noted in the profiles
for different planes at a given location. This is owed to the fact that the
problem is 3D with the cylinders having a finite length, the presence
of channel walls and the 2 mm gap between the cylinder tips and the
channel wall.

All simulation results also show good agreement with the exper-
imental results at all locations and planes with the exception of the
QKW profile 20 mm behind Cylinder1 at plane 𝑍1 (see Fig.  17(c)) and
the CKE profile 10 mm behind Cylinder1 at plane 𝑍2 (not shown for
brevity) as they predict a larger dip in mean velocity at the centre of
the channel width.
15 
Unlike for the mean velocity profile plots, the PIV and LDV exper-
imental results are not as well in agreement with each other for the 
fluctuation plots. This is especially true for planes 𝑍2 and 𝑍3. The LDV 
results are selected for asserting the trends and for comparison against 
the simulation results.

The fluctuation profiles reveal significant resolved fluctuations near 
the centre of the channel width with the fluctuations gradually decreas-
ing towards the channel walls and it slightly increasing again in the 
near vicinity of the channel walls. These fluctuations in velocity are 
owed to the vorticity in the flow. The centre of the channel width is 
subject to the turbulent wake of the cylinders while in the near vicinity 
of the wall, there exists the boundary layer which, in this case, is also 
interacting with the wake of the cylinders. In particular, there are two 
peaks observed at an offset from the centre of the channel width which 
is a consequence of the geometry of the vortex shedding process from 
the cylinder at this flow rate. The vortices shed from the top half and 
bottom half of the cylinders do not appear exactly in the centre but 
at an offset which can be observed from Fig.  16. The peak fluctuations 
near the centre of the channel width also appear to reduce with distance 
away from the cylinders. This is owed to the dissipation of vorticity and 
thereby a decrease in the strength of vorticity as it travels downstream 
from the cylinders. As the strength of the wake reduces, so do the 
fluctuations.

The numerical results capture the same number of peaks in the 
fluctuations as the experiment, however they clearly differ in their 
magnitudes compared to each other as well as the experiment. Unlike 
the mean profiles, the fluctuation profiles are visibly asymmetric for 
CKE which is not expected for this symmetric problem. Withstanding 
this slight asymmetry, the CKE model is observed to provide the best 
fit with the experimental results at all locations and planes.

Considering all qualitative and quantitative results, the CKE model 
is selected for the blind phase of the study on account of better mod-
elling the wake of the cylinders which leads to more accurate spectra 
plots and velocity profile plots, especially the fluctuation profiles.
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Fig. 16. Horizontal section vorticity plots for (a) QKW (b) QKWT and (c) CKE at Plane 𝑍2.
The current study has revealed certain shortcomings of the URANS 
scheme for predicting VIV, or as was reasoned in this case, a combi-
nation of VIV and TIV. While this scheme works well for off-resonant 
systems (in this case, Cylinder2), it does not work well to capture 
resonance particularly for FSI problems that have resonance of the 
structural natural frequency with higher harmonics of the vortex shed-
ding frequency (in this case, Cylinder1). This is owing to the error of 
the URANS scheme in predicting the vortex shedding frequency which 
gets amplified for higher harmonics leading to a mismatch in predicting 
resonance. As a consequence, one would only capture resonance in 
the current study at a lower flow rate where the corresponding ‘over-
predicted vortex shedding frequency’ would be lower. Even so, that 
would only solve half the problem as the TIV part of the spectra would 
still require actual turbulent fluctuations in velocity and pressure to be 
present from the inlet and that is something that the current scheme 
cannot provide as is. It is thus the expectation that these shortcomings 
will also be reflected in the results of the blind phase that is presented 
in the following section.

5. Blind phase

With the best suited turbulence model (Standard K-𝜖 Low Re: Cu-
bic) selected, the blind phase of the OECD/NEA benchmark is now 
discussed. The current study is mainly used to confirm the expectation 
mentioned at the end of the previous section. Given that in this phase, 
both off-resonant and resonant inflow rates will be tested, this is 
also a platform to further test the URANS framework and discuss the 
difference in responses for the two inflow rates.

The experimental setup and parameters of interest are given in 
Section 3. As with the open phase, the structural model is fine tuned 
via the brass mounting lengths and is discussed as part of the numerical 
setup in Section 5.1. Once the setup parameters and the meshes are 
selected, the finalized turbulence model is put the test against the FSI 
problem in Section 5.2.

5.1. Numerical setup

Based on the CAD drawings for the test section (and its contents) 
of the experimental setup, the simulation domain is set up in STAR-
CCM+. The problem is set up with identical fluid, solid and FSI solver 
settings as the open phase. With the exception of the inlet boundary 
condition, the other boundary conditions for fluid and solid are also the 
same as the open phase. For the inlet, a time-varying uniform velocity 
16 
is prescribed for the numerical stability of the current FSI study as given 
by: 

𝑢(0, 𝑦, 𝑧, 𝑡) =

{

𝑢(0, 𝑦, 𝑧)
1−cos ( 𝜋𝑇 𝑡)

2 ,  if 𝑡 < 𝑇
𝑢(0, 𝑦, 𝑧),  otherwise 

𝑢(0, 𝑦, 𝑧) =

{

0.74 m∕s,  Off-Resonance
1.62 m∕s,  Resonance

𝑇 =

{

0.75 s (1.01𝐹𝑃 ),  Off-Resonance
0.7 s (2.06𝐹𝑃 ),  Resonance

(29)

The fluid mesh is created using the same approach as in the open phase. 
The target base size of the mesh is 3 mm and is reduced by half as 
one crosses over each refinement region sequentially. Care is taken to 
ensure a 𝑦+ value of 1 on all walls as per the resonant inflow velocity. 
The same mesh is thus used for the off-resonant case as well. The mesh 
so created has 7.78M elements whose sectional views are shown below 
in Fig.  18(a).

The solid mesh is created using the same approach as in the open 
phase. The mesh for the cylinders are quad dominant with 3 elements 
along the thickness having a total cell count of about 276k for each 
cylinder. The bobs are filled with a quad dominant mesh with 40 and 
80 layers having a total cell count of 21k and 44k for those housed 
in Cylinder1 and Cylinder2, respectively. Sectional views of the solid 
mesh are shown in Fig.  18(b). For low computational effort, linear finite 
elements are employed.

Before proceeding to the FSI simulations, there is a need to fine 
tune the structures to the experimental vibrational frequencies. For 
the experimental study, it was mentioned that the brass bobs were 
14 mm and 29 mm in length excluding the solder. As with the open 
phase, the structural model is fine tuned by altering the length of 
the bobs. Numerically testing the vibrations of select cylinder model 
candidates in vacuum and water, the final choice is made to proceed 
with a bob length pair of 15 mm and 30 mm. The results for different 
choices of bob length are shown in Tables  10 and 11. To address the 
mismatch in damping ratio, which is more significant for Cylinder2, the 
aforementioned ‘Rayleigh Damping’ model is employed as described in 
the open phase. With this, all relevant parameters for the FSI study 
are finalized and the results obtained for the same are discussed in the 
following subsection.

5.2. FSI study

With the selected mesh and the fine tuned structural model, the FSI 
test is attempted for the off-resonance case of 0.74  m/s inflow and 
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Fig. 17. Mean and RMS fluctuation streamwise velocity profiles at horizontal sections in plane 𝑍𝑖 (𝑖 = 1, 2, 3).
the peak resonance case of 1.62  m/s inflow using the shortlisted CKE 
turbulence model. To keep the FSI coupling stable during the start up of 
the simulation, a cosine ramping of the inflow velocity is given as per 
Eq.  (29). A total simulation time of 11.3855 s (15.334 𝐹𝑃 ) is provided 
for the off-resonance case while 5.5 s (16.204 𝐹𝑃 ) is provided for the 
peak resonance case.
17 
Since the experimental vortex shedding frequency is unknown for 
the blind phase, Strouhal estimates of the same are made as per 𝑓𝑠 =
𝑆𝑡 ⋅𝑈∕𝐷. Based on the pitch to diameter ratio 𝑃∕𝐷 = 4.5, the expected 
Strouhal Numbers for both cylinders are expected to be lower than that 
of a single isolated cylinder [40,41]. As a conservative estimate, a value 
of 𝑆𝑡 = 0.21 is adopted conforming to that of a single isolated cylinder. 
The expected vortex shedding frequencies are thus 15.6 Hz and 34.0 Hz 
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Fig. 18. Sectional views of the fluid and solid mesh.
Table 10
Results for vibration tests in vacuum.
 Pairs of boblengths (mm) Natural frequency (Hz)
 Cylinder1 Cylinder2  
 14.0, 29.0 186.34 169.97  
 15.0, 30.0 185.19 168.77  
 Exp. Soln. 183.90 168.80  

Table 11
Results for vibration tests in water.
 Pairs of bob
lengths (mm)

Natural frequency (Hz) Damping ratio

Cylinder1 Cylinder2 Cylinder1 Cylinder2 
14.0, 29.0 166.67 155.04 0.0023 0.0012  
15.0, 30.0 165.29 154.44 0.0031 0.0012  
Exp. Soln. 164.90 153.00 0.0035 0.0035  

or the off-resonance case and peak-resonance case, respectively. To 
dhere to the 100 sampling point thumb rule, a time step size of 
.75  ms is used during the cosine ramping and is reduced to 0.5  ms 
or the remainder of the simulation for the off-resonance case while 
orresponding values of 0.35  ms and 0.24  ms are used for the peak 
esonance case. Using the back-windowing approach on the created 
pectra plots, it was found that transient results lasted 2 𝐹𝑃  after the 
nd of the cosine ramping period. Thus results corresponding to the 
ast 14 𝐹𝑃  for both cases are used for creating the spectra. Based on a 
imilar analysis to the open phase, an inflow turbulence level of 10% 
s selected.

.2.1. Obtained results
The primary results of interest for the FSI study are the velocity, 

cceleration and pressure spectra for the points as per Fig.  6. The 
ressure spectra plots for the off-resonance (‘OR’) case and the peak 
esonance (‘R’) case are shown along with the experimental results in 
ig.  19. To obtain clean spectra plots, linear averaging is applied with 
18 
a window size of 30 for the experimental results, 15 and 10 for the 
OR and R cases, respectively. The experimental results show several 
peaks that correspond to multiples of the vortex shedding frequency 
(𝑓𝑠 = 21.81 Hz [OR], 39.89 Hz [R]) and the natural frequency of 
Cylinder1 (𝑓𝑛1 = 160.4 Hz) and Cylinder2 (𝑓𝑛2 = 152.4 Hz). The other 
distinct peaks in the experimental results are suspected to be linked 
with the pump frequency.

As the flow rate is increased, the PSD levels increase for both the ex-
perimental and numerical results. However, the numerical results show 
overpredicted background spectra levels by an order of magnitude. This 
was also observed to a lesser extent for the prediction of 𝑃4 in the open 
phase FSI test (see Fig.  11(d)). The reasoning given in the open phase 
about the cause being the redistribution of peak spectral densities to 
higher frequencies with the breakdown of turbulence to smaller scales 
does not seem as plausible here.

For the natural frequency of the cylinders, only that of Cylinder2 is 
distinct as was the case in the open phase FSI study. The absence of 
actual turbulence from the inlet in the simulation for both flow rates 
is suspected to be the reason why Cylinder1 is not excited for the off-
resonance case. For the peak resonance case, this reason along with the 
fact that the vortex shedding frequency is overpredicted, is suspected 
to have caused an even larger gap between the experimental and 
numerical results. The vortex shedding frequencies predicted here are 
22.93 Hz and 48.76 Hz which translate to relative errors of 5.13% and 
22.24% for the off-resonance and peak resonance cases, respectively.

Not all harmonics of 𝑓𝑠 are distinct for the numerical solution. 
For 𝑃1, only the first even harmonic is distinct while for 𝑃2 and 𝑃3, 
only the first harmonic is distinct for the peak resonance case while 
the first three harmonics are distinct for the off-resonance case. For 
𝑃4, no harmonic of 𝑓𝑠 is captured for either of the two cases. These 
observations are in line with those for the open phase FSI study 
where it was reasoned to imply an easier propagation of the frequency 
pertinent to the streamwise direction (even harmonics) than it is for the 
cross flow (odd harmonics) and that the first harmonic is more easily 
captured immediately downstream of the source (the cylinders) rather 
than upstream.
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Fig. 19. Pressure spectra plots.
The acceleration spectra of the cylinders obtained from the ex-
periment and numerical simulations are shown in Fig.  20. The same 
linear averaging is applied here as the pressure spectra plots. The 
experimental results for Cylinder1 and Cylinder2 reveal distinct peaks 
at 𝑓𝑠 and its multiples as well as 𝑓𝑛1 and 𝑓𝑛2 in both streamwise (𝑥) 
and cross flow (𝑦) directions. The numerical results show distinct peaks 
corresponding to the even harmonics of 𝑓𝑠 in the 𝑥-direction and the 
odd harmonics of 𝑓𝑠 in the 𝑦-direction. The numerical results also show 
peaks for 𝑓𝑛1 and 𝑓𝑛2 in both directions.

For the spectra of Cylinder1, the numerical results are underpre-
dicted for both the off-resonance and peak resonance conditions. At 𝑓𝑛1, 
the error is of 2 orders of magnitude in the 𝑥-direction and of 3 orders 
of magnitude in the 𝑦-direction for the off-resonance case. The error 
is more severe for the peak resonance case with corresponding errors 
of 5 orders of magnitude in the 𝑥-direction and 4 orders of magnitude 
in the 𝑦-direction. For the peak resonance case, the mismatch of the 
fourth harmonic of 𝑓𝑠 with 𝑓𝑛1 is suspected to be the main reason as 
was stated while reasoning the open phase FSI results. Even so, the 
other reason was reasoned to be the absence of inlet turbulence that 
could explain the gap in the results of the off-resonance case and that 
of the background spectra of the peak resonance case.

For Cylinder2, the match in the background spectra is much better 
for both the cases with underpredictions in the higher frequency range. 
The match is much better for Cylinder2 owing to the presence of actual 
turbulence generated from Cylinder1. As was reasoned for the open 
phase FSI study, having better predictions in the high frequency range 
requires a smaller time step, grid size and even a higher fidelity method 
such as LES instead of URANS. Even though the background spectra 
overlaps with the experimental curve in the low frequency range, the 
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peak spectral density at 𝑓𝑛2 is still underpredicted. At 𝑓𝑛2, the error 
is of 1 order of magnitude in the 𝑥-direction while it is of 2 orders 
of magnitude in the 𝑦-direction for the off-resonance case. The error 
is about the same for the peak resonance case with corresponding 
errors of 1 order of magnitude in the 𝑥- and 𝑦-direction. The error is 
comparatively less compared to Cylinder1 on account of the fact that 
Cylinder2 is always in an off-resonance condition for both cases.

The predictions of the numerical 𝑓𝑠 are confirmed to be the same 
values quoted from the pressure spectra plots. The natural frequency 
of Cylinder1 is predicted to be 164.6 Hz from the 𝑦-direction spectra 
while it is predicted to be 160.5 Hz in the 𝑥-direction which translates 
to errors of 2.61% and 6.23E−2%, respectively. Similarly, the natural 
frequency of Cylinder2 is predicted to be 151.4 Hz from the 𝑦-direction 
spectra while it is predicted to be 152.1 Hz in the 𝑥-direction which 
translates to errors of 0.66% and 0.20%, respectively. The fine tuned 
structural model is thus confirmed to give the correct value for the 
natural frequency of the cylinders. Improving the prediction of the 
same warrants further modification of the pairs of bob lengths which 
is not carried out in this study.

The time history plots of the cylinder tip displacements are pre-
sented in Fig.  21. No measurement was made in the experiment and 
thus it is not possible to validate the obtained displacements. The 
observations of the current results match those observed for the open 
phase. The RMS vibration amplitudes predicted by the models are 
presented in Table  12. There is a clear increase of RMS vibration as 
the flow rate is increased as expected.

A selection of velocity spectra plots for the two cases are shown 
along with the experimental results (available only in the 𝑥-direction) 
in Fig.  22. The same linear averaging is applied here as the pressure 
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Fig. 20. Acceleration spectra plots for the cylinders.
Table 12
RMS vibration amplitudes.
 Case Cylinder1 Cylinder2

 x-direction (μm) y-direction (μm) x-direction (μm) y-direction (μm) 
 OR 0.2587 1.0187 0.9887 6.6582  
 R 2.6353 9.3752 22.5858 40.4036  

and acceleration spectra plots. The experimental results show peaks 
for 𝑓𝑠 and its harmonics. Not all peaks are distinct, however, with 
some expected peaks being at the same level as the background spectra. 
Similar trends are observed for the numerical results with the spectra 
towards higher frequencies showing underpredicted results.

The underprediction of the background spectra begins earlier for 
the off-resonance case (at 105 Hz on average) than it does for the 
peak resonance case (at 220 Hz on average). However, looking at these 
numbers as multiples of 𝑓𝑠 for each case reveals that the match in the 
background spectra is till about the fifth harmonic of 𝑓𝑠. As reasoned 
earlier for the acceleration spectra as well as the corresponding plots for 
the open phase FSI study, a higher fidelity method along with smaller 
mesh size and time step is warranted for seeing improvements in the 
prediction as the small scale turbulence gets resolved better.

The vortex shedding frequency is again overpredicted for both 
the off-resonance and peak resonance cases. Comparing the spectral 
density at 𝑓𝑠 shows predictions of the same order of magnitude as the 
experimental results at all planes for the off-resonance case and plane 
𝑍3 for the peak resonance case while there is an order of magnitude 
difference for planes 𝑍1 and 𝑍2 for the peak resonance case. It is 
also observed that the 𝑓  captured by the experiment as well as the 
𝑠
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numerical results vary slightly along the length of the cylinders. In 
particular, the predictions at 𝑉 𝑖

1  and 𝑉 𝑖
3  were found to be the same as 𝑉 𝑖

2
and 𝑉 𝑖

4 , respectively. The experimental as well as numerical predictions 
for 𝑓𝑠 are tabulated in Table  13 for 𝑉 𝑖

1  and 𝑉 𝑖
3  with corresponding 

(𝑥-direction) relative errors tabulated in Table  14.
The experimental results show similar values for 𝑓𝑠 at all locations 

for the peak resonance case. For the off-resonance case, the results are 
similar for planes 𝑍1 and 𝑍2 while there is a drop in the value at plane 
𝑍3. The numerical results, on the other hand, predict a higher value at 
plane 𝑍2 compared to planes 𝑍1 and 𝑍3 at all locations. From Table  14, 
the largest errors are observed to be at plane 𝑍3 for the off-resonance 
case and at plane 𝑍2 for peak resonance case. In general, the errors are 
found to be higher for the peak resonance case than the off-resonance 
case.

Although experimental results are not available for the 𝑦-direction, 
the simulation results are tabulated in Table  13. The prediction of 𝑓𝑠 is 
observed to be the same as that obtained from the 𝑥-direction velocity 
spectra for all locations except 𝑉 1

3  for both cases and at 𝑉 2
3  for the peak 

resonance case where the 𝑦-direction prediction is higher than that of 
the 𝑥-direction. It is to be noted that all the values quoted from the 
simulation have an uncertainty of about ±1.5 Hz in selecting the 𝑓𝑠
owing to the flattening of the peak tips by the linear averaging process 
as was mentioned in the open phase FSI study. Withstanding this, the 
expectation from the open phase study of overpredicting 𝑓𝑠 for the peak 
resonance case is considered to be met.

A final observation from the velocity spectra trends is that the peaks 
were more distinct 10 mm behind the cylinders (𝑉 𝑖

1  and 𝑉 𝑖
3 ) rather 

than 20 mm behind the cylinders (𝑉 𝑖
2  and 𝑉 𝑖

4 , not shown here in the 
interest of brevity) with peaks being more distinct for 𝑉 𝑖 as compared 
1
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Fig. 21. Displacement plots for the cylinders.
Table 13
Vortex shedding frequency predictions by the experiment and the simulation.
 OR 𝑓𝑠 at 𝑉 1

1  (Hz) 𝑓𝑠 at 𝑉 2
1  (Hz) 𝑓𝑠 at 𝑉 3

1  (Hz) 𝑓𝑠 at 𝑉 1
3  (Hz) 𝑓𝑠 at 𝑉 2

3  (Hz) 𝑓𝑠 at 𝑉 3
3  (Hz)

 Exp. Sim. Exp. Sim. Exp. Sim. Exp. Sim. Exp. Sim. Exp. Sim.  
 𝑥 21.5 21.2 21.5 22.6 19.0 22.1 21.3 20.6 21.6 22.8 19.7 22.3  
 𝑦 – 21.7 – 22.6 – 22.0 – 21.4 – 22.7 – 22.2  
 R 𝑓𝑠 at 𝑉 1

1  (Hz) 𝑓𝑠 at 𝑉 2
1  (Hz) 𝑓𝑠 at 𝑉 3

1  (Hz) 𝑓𝑠 at 𝑉 1
3  (Hz) 𝑓𝑠 at 𝑉 2

3  (Hz) 𝑓𝑠 at 𝑉 3
3  (Hz)

 Exp. Sim. Exp. Sim. Exp. Sim. Exp. Sim. Exp. Sim. Exp. Sim.  
 𝑥 39.9 46.4 40.0 47.1 40.7 44.7 40.1 42.7 40.0 44.4 40.0 44.2  
 𝑦 – 46.4 – 47.1 – 44.7 – 45.1 – 47.3 – 44.4  
Table 14
Relative errors in predicting the vortex shedding frequency by the simulation.
 Test
case

𝑉 1
1
(%)

𝑉 2
1
(%)

𝑉 3
1
(%)

𝑉 1
3
(%)

𝑉 2
3
(%)

𝑉 3
3
(%)

 

 OR 1.395 5.116 16.316 3.286 5.556 13.197  
 R 16.291 17.750 9.828 6.484 11.000 10.500  

to 𝑉 𝑖
3 . As was reasoned in the open phase FSI study, this is linked to 

the dissipation of vortical structures as they travel downstream and the 
presence of a source of turbulence (Cylinder1) upstream of Cylinder2. 
This is hinted by the vorticity plots shown in Figs.  23 and 24.

As was also observed from the open phase FSI study, vortex tubes 
are shed from Cylinder1 with these regular structures breaking down 
into smaller ones as they travel towards Cylinder2. As they interact with 
Cylinder2 and its generated wake, the regular structures visually appear 
to be completely lost for both the off-resonance and peak resonance 
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cases. The turbulent structures are observed to have higher strength for 
the peak resonance case than the off-resonance case. This is expected 
since vorticity (𝜔⃗ = ∇× 𝑈⃗) scales with direction-derivatives of velocity 
which increase with increasing flow rate aft of the cylinders.

To confirm the similarity of the wake of the two cases, the vortic-
ity is non-dimensionalized by 𝑓𝑠 which incorporates the influence of 
the flow rate via the Strouhal number. The non-dimensional vorticity 
plots so created are shown in Figs.  25 and 26. The near similar non-
dimensional strength of the wake thus confirms the similarity of the 
wake for the off-resonance and peak resonance cases.

The last set of results are the mean and RMS fluctuation velocity 
profiles at horizontal sections 10 mm (1𝐷) and 20 mm (2𝐷) behind 
each of the cylinders, a select few of which (only plane 𝑍2) are shown 
in Fig.  27. The explanation for the shape of these plots has already been 
discussed for the open phase FSI study. The PIV and LDV curves for the 
mean and RMS fluctuation velocity profiles are observed to agree with 
each other at all planes and locations of measurement.
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Fig. 22. Velocity spectra plots: 𝑉 𝑗
𝑖 , (𝑖, 𝑗 = 1, 2, 3, as per Fig.  6(a)).
The mean velocity profiles predicted for the off-resonance case 
qualitatively appears to match the experimental results well with the 
largest deviation observed for the profile 10 mm behind Cylinder1 at 
plane 𝑍2 (see Fig.  27(a)) as a larger dip in mean velocity at the centre 
of the channel width is predicted. On the other hand, the profiles for 
the peak resonance case have more deviations from the experimental 
profiles. In general, it is observed that the agreement between the 
numerical prediction and experimental results improves as the distance 
from the source of turbulence (cylinders) is increased. This observation 
holds for both the off-resonance and peak resonance cases.
22 
The observations for the RMS fluctuation profiles are observed to 
be similar to those of the mean profiles with a better match for the 
off-resonance case predictions than the peak resonance case predictions 
with the corresponding experimental curves. The other observation of 
improving results with increasing distance from the cylinders seems to 
hold for the off-resonance case but not so for all solutions of the peak 
resonance case (see Figs.  27(b) and 27(d) for example).

The current study attests to the shortcomings of the URANS scheme 
for predicting VIV, or as was reasoned earlier, a combination of VIV 
and TIV. The current scheme showed underpredicted spectra results for 
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Fig. 23. Vertical section vorticity plots for (a) OR and (b) R test cases.
Fig. 24. Horizontal section vorticity plots for (a) OR and (b) R test cases at plane 𝑍2.
Fig. 25. Vertical section non-dimensional vorticity plots for (a) OR and (b) R test cases.
Cylinder1 in both the off-resonance and peak resonance cases. This was 
accompanied with an overprediction of the vortex shedding frequency. 
The results were better for Cylinder2 spectra plots, although the peak 
at its natural frequency was still underpredicted as was the spectral 
density for the higher frequency range.

With the observations of the current study corroborating those of 
the open phase study, the following gaps for the URANS scheme in 
predicting a combination of VIV and TIV still stand:

• Prediction of the vortex shedding frequency: For systems that 
suffer from the lock-in effect between the structural natural
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frequency and higher harmonics of the vortex shedding fre-
quency, accurate prediction of the vortex shedding frequency 
appears to be an important criteria.

• Inflow turbulence: For systems that suffer from significant TIV 
contributions, it appears important to incorporate actual or mod-
elled fluctuations of velocity and pressure (in essence turbulence) 
to capture accurate background spectra levels.

• Predicting high frequency range spectra: To capture the high 
frequency range correctly, it is requisite to capture the small scale 
turbulence in the flow.



M.M.M.D. Hussain et al. Computers and Fluids 297 (2025) 106647 
Fig. 26. Horizontal section non-dimensional vorticity plots for (a) OR and (b) R test cases at plane 𝑍2.
The above gaps still serve as a hypothesis for the cause of the 
difference between the experimental and numerical FSI results for the 
open and blind phase. Additional tests are to be conducted to confirm 
this hypothesis. These future tests are recommended along with key 
conclusions from the current work in the following section.

6. Conclusions

This work was set to tackle the Vortex-Induced Vibration (VIV) 
problem of in-line cantilevered cylinders subjected to cross flow as 
was proposed in the form of a benchmark by the WGAMA of the 
OECD/NEA. To carry out this FSI study, the computationally cheaper 
URANS framework was selected over DNS or LES in order to test its effi-
cacy in the prediction of VIV by selecting the best suited URANS model 
(and associated settings) and establishing the gap between this model 
and the available experimental data. The OECD/NEA benchmark came 
in 2 phases: the open phase where experimental results were available 
from the beginning and the blind phase where the experimental results 
were only released after all participants handed in their results.

The open phase of the study was used to select the most appropriate 
turbulence model for the blind phase. Key observations for the open 
phase were (1) The overprediction of the vortex shedding frequency, 
(2) Severely underpredicted spectral density at the natural frequency 
of Cylinder1 where resonance is expected as well as low background 
spectra levels, (3) Better fit for the Cylinder2 spectra and (4) Under-
prediction for all spectra plots in the higher frequency range. Based 
on these observations, it was hypothesized that a major cause for the 
difference in numerical and experimental predictions of Cylinder1 is 
a combined effect of the mismatch in the fourth harmonic of vortex 
shedding frequency and its natural frequency as well as the absence of 
actual turbulence (in terms of velocity and pressure fluctuations) from 
the inlet. To improve upon the prediction of the higher frequency range 
of the spectra, a higher fidelity method accompanied with a smaller 
grid and time step size is suggested. From the results obtained in this 
phase of the study, the Standard K-𝜖 Low Re: Cubic model is finalized.

The blind phase results were similar in behaviour to the open 
phase study. Additionally, the off-resonance results corroborated the 
aforementioned cause with underpredicted results for Cylinder1 and 
better fitting results for Cylinder2. From this study, gaps were identified 
in the capability of URANS in capturing VIV or as was reasoned for 
the OECD/NEA benchmark, a combination of TIV and VIV where the 
lock-in effect is dependent on a higher harmonic of the vortex shedding 
frequency. These are in short:

1. Predicting the vortex shedding frequency accurately.
2. Providing actual inflow turbulence.
3. Predicting high frequency range spectra accurately.
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6.1. Recommendations for future work

With the current gaps identified, the pathway for future work can 
be set in different directions. These are provided below:

1. Using the finite strain approximation for solid displacement: It is 
expected to have an effect on the wake produced at the free end 
of the cylinders which would in turn influence the displacement.

2. Confirming and quantifying the lock-in effect artificially: This 
could be done by either increasing the natural frequency (by 
virtue of the bob length, for instance) or decreasing the flow 
velocity. The gap between the spectral density at the new peak 
and the experimental results will help quantify the effect of 
missing out on lock-in.

3. Confirming and quantifying the TIV contribution: The Pressure 
Fluctuation Model (PFM) that was proposed in the works of 
Kottapalli [42] and Sharma [43] and further improved by van 
den Bos [44] could be modified to flood in fluctuations for the 
cross flow OECD/NEA benchmark problem within the scope of 
the URANS framework.

4. Higher fidelity approaches: These could be LES or hybrid models 
such as DES. Another recently developed hybrid model is the 
Scale Resolving Hybrid (SRH) model given by Duffal et al. [45] 
which is also available in STAR-CCM+ from V2020 onwards.
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Fig. 27. Mean and RMS fluctuation streamwise velocity profiles at horizontal sections in plane 𝑍2.
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