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Abstract
The global adoption of 5G technology is rapidly accelerating and 5G
traffic is growing exponentially. This increase in demand compels
network operators to evaluate whether their current and upcom-
ing 5G infrastructure can effectively accommodate the growing
data traffic. A key component within the 5G network is the User
Plane Function (UPF), which connects the end-devices to the data
networks. Therefore, it is vital for both equipment manufacturers
and service providers to analyze the performance of existing UPF
implementations. This paper presents an initial approach to assess
the Open5GS UPF performance by conducting stress testing in
virtualized environment. We focus on finding the optimal UPF con-
figuration by measuring the resource consumption and latency of
the UPF under varying intensity of generated traffic, and providing
a simple queueing model for the UPF. Numerical results show that
a CPU load of 70-80% balances between latency and throughput
while ensuring that 99% of the packets are forwarded within 150
ms.

1 Introduction
5G or even 6G mobile networks represent a significant change in
how network resources are being managed and used. As decided
by the Third Generation Partnership Project (3GPP), services that
the 5G should provide include enhanced mobile broadband (eMBB),
massive machine-type communications (mMTC), and ultra-reliable
low-latency communications (URLLC) [1]. These could provide an
answer for many challenging demands, including immersive virtual
reality, remote healthcare and traffic regulation for autonomous
vehicles. Additionally, Ericsson stated in their technical report [2]
that 5G mobile subscriptions will reach 6.3 billion in 2030, equaling
67% of total mobile subscriptions. The increasing 5G and the poten-
tial 6G traffic raise the need to assess how well existing technology
can meet the performance demands for real-world applications [3].

Within a 5G network, the core network is the central component
responsible for managing data, sessions and service delivery. The
core network consists of multiple network functions, including the
User Plane Function which forwards all user data from the RAN
to the Data Network [4]. A simplified overview of a 5G network
can be found in Figure 1. Maximizing data throughput introduces
long waiting queues at the UPF that significantly impact latency [5],
while minimizing latency typically leads to underutilized resources
and suboptimal throughput, thus prolonging overall transmission
time [6]. With the global daily 5G traffic reaching exabytes [7], it is
important to assess how well the existing 5G network implementa-
tion meets the desired low-latency performance while maintaining
high throughput. Such evaluation is key to optimizing resource
utilization and maintaining a high quality of experience for end
users.

While existing studies provide valuable insights into UPF perfor-
mance and demonstrate methods to measure resource consumption,
no research has measured the latency across different traffic sce-
narios while proposing a suitable mathematical model describing
the relation between latency and load. This research begins by
measuring UPF’s CPU, memory usage, throughput, and latency as

a function of load. The measured results will be compared with
known queueing models such as M/M/1 to characterize the rela-
tionship between latency and load. Ultimately, a recommendation
is provided for optimal UPF load level. This research is expected
to provide insight into how the load on a UPF should be balanced
between resource consumption, throughput and responsiveness
based on the measured results. In addition, the paper contributes
by proposing a mathematical model that reflects the behavior of
latency under varying traffic loads, enabling better prediction and
management of UPF performance.

The paper is organized as follows: Section 2 provides the back-
ground of the research and discusses related works in depth. Section
3 features a description of the architecture of the experiment and
the setup used. Measured results are presented in Section 4 along
with the analysis. Section 5 features the responsible research and
Section 6 presents the conclusion and potential future research.

Figure 1: A simplified overview of the 5G infrastructure

2 Background and Related Works
2.1 5G infrastructure and Queueing model
The 5G infrastructure consists of User Equipment, Radio Access
Networks and the Core Network (See Figure 1). User Equipment
(UE) is connected to the gNB based RAN [4] and the RANs are
connected to the 5G Core Network (CN). The CN consists of the
control and the user plane [8] according to the Control and User
Plane Separation (CUPS) [1]. The control plane includes network
functions like Access and Mobility Management Function (AMF)
and the Session Management Function (SMF). These network func-
tions manage the authentication of users, establish the connection
between UEs and Data Networks (DN) [9]. The RAN and UPF are
part of the user plane, providing ways to forward data between
UE and data networks. The connection between the RAN and a
specific UPF instance is encapsulated using the GPRS Tunneling
Protocol - User Plane (GTP-U) [10]. Open5GS is an open-source 5G
Core implementation supporting UPF, SMF, and other control-plane
functions [11].

Queueing theory provides a mathematical model for analyzing
systems where tasks arrive, wait for service and eventually depart
[12]. This is essential for generalizing and understanding a queue-
ing system’s theoretical performance as it allows various models
that characterize different arrival patterns and configurations. The
M/M/1 queue represents the most fundamental queueing model,
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having a single first-in-first-out server with infinite buffer size [13].
This model has two parameters: 𝜆, 𝜇 being the mean arrival and
service rate, while the inter-arrival time and service time follow
an exponential distribution with respective mean 1

𝜆
, 1𝜇 [14]. The

model assumes 𝜆 < 𝜇 such that the queue size will reach a steady
state [15]. The sojourn time S can then be described using 𝜆 and 𝜇

[16]:

𝑆 =
1

𝜇 − 𝜆
(1)

In a M/M/1 queue, the sojourn time is exponentially distributed
[14], meaning that:

𝑃 (𝑆 > 𝑎𝐸 (𝑆)) = 𝑒−𝑎 (2)

This property is significant because it provides a guarantee that
the majority of the packets will have a latency under a certain value
[17]. In addition, the latency of a packet in the UPF can be modeled
using the sojourn time S and some additional parameters to scale
the results to ms.

𝐿 =
𝑓 𝑎𝑐

𝜇 − 𝜆
+ 𝑐 (3)

We apply queueing theory principles to analyze UPF performance
under varying traffic loads, using M/M/1 models as a baseline for
understanding the relationship between traffic intensity and latency
performance [18] as this model allows us to understand and verify
the results quickly. This has been effective in the past research [19]
and it is suitable as both the M/M/1 and the Open5GS UPF operate
according to the FIFO principle [20]. This theoretical framework
ultimately builds toward generalizing UPF performance for different
setups.

2.2 Related Work
Recent studies have explored UPF performance from different per-
spectives, yet critical gaps remain in the exact relation between
load and latency. Only limited research exists on benchmarking
UPF implementations and finding the corresponding mathematical
model. Mamushiane et al. [4] stress-tested the Open5GS UPF using
UERANSIM, measuring the CPU and memory usage against 50
to 200 simultaneous UE connections. While their work provided
insights into the resource consumption of the UPF during stress
testing. Their reliance on ICMP ping traffic fundamentally limits the
study’s applicability, as it fails to replicate internet traffic patterns
of mixed packets types and sizes. It also missed the opportunity to
measure the resource consumption and throughput under realistic,
extreme traffic load since the UERANSIM only allows up to 200
connections. Similarly, Scheich et al. [21] evaluated a Docker-based
UPF accelerated with eXpress Data Path (XDP), showing signifi-
cant throughput gains for GTP-U traffic but omitting analysis of
resource consumption or latency. Christakis et al. [22] evaluated
UPF implementations like SPGWU, VPP, and SmartNIC-P4, high-
lighting their difference in terms of cost, performance and resource
consumption. However, the research did not research the impact of
different traffic loads on the performance.

Arteaga et al. [23] provided a PEPA-based method to evaluate the
throughput, average response time and scalabilitymetric of network
functions like the NRF and SMF. However, they did not examine

the UPF performance. Aliyu et al. [19] proposed a M/M/C/∞/∞
model to describe the 5G core network and they have shown that
the probability of arrival for packets at the server follows the ex-
pected Poisson behavior for different 𝜆s. Rotter et al. [9] proposed
a queueing model for a threshold based scheduling algorithm that
controls the numbers of UPF instances in 5G systems. Using both
analytical and numerical results, they showed that the algorithm is
able to automatically adjust based on traffic load and minimize re-
source consumption compared to the native implementation. How-
ever, they did not measure the latency that the packets experience
through the queue of UPF. This is fundamental as it provides insight
on how the end user would be affected.

Figure 2: Experiment setup: Traffic Generator (VM1) and UPF
(VM2) connected via PFCP, N3 (GTP-U) and N6 (IP) networks.

3 Methodology
3.1 Experiment Architecture
The overall setup is shown in Figure 2. The testbed configuration
uses two virtual machines connected with the simulated N3, N4
and N6 interfaces respectively. In addition, the deployment details
of the two virtual machines are summarized in Table 1. Open5GS
and TRex are chosen due to their open source license and ease of
deployment compared to their alternatives [11], [24]. However, the
same configuration could utilize any other alternative core network
implementation such as Open5G Core or free5GC.

As only the UPF performance is relevant to this research, the
remaining core network is simulated: a PFCP connection to the
abstracted control plane is established via the N4 interface after
a request, such that the UPF receives predefined rules for packet
forwarding. To generate traffic, the traffic generator TRex is used
in the stateless mode. This allows generating and measuring traffic
of predefined type and volume through any network interface. In
the testbed scenario, TRex acts as the UE, RAN and DN. The traffic
generator generates predefined GTP-U encapsulated data to the N3
interface of the UPF, simulating data from the RAN. According to
the PFCP rules, the UPF decapsulates the GTP-U packet and sends
the inner UDP payload to the N6 interface. TRex simulates the Data



Table 1: Deployment Specifications

Device Traffic Generator UPF

Software TRex 3.04 Open5GS v2.7.5

Hosting Software VirtualBox 7.1.10 VirtualBox 7.1.10

Operating System Ubuntu 24.04 Ubuntu 20.04

CPU i5-12600KF @3.7 GHz i5-12600KF @3.7 GHz

Allocated Cores 3 vCPUs 4 vCPUs

Memory 8 GB 8 GB

Storage 20 GB SSD 20 GB SSD

Network and measures the throughput of successfully forwarded
packets, while packets that are not forwarded are dropped due
to resource constraints such as CPU overload or buffer capacity
limitations. This research aims to measure the resource usage and
the latency of the UPF. The Linux tool pidstat is used to sample the
CPU and memory usage of the UPF process every second during the
traffic. The processing delay is measured using tcpdump at the N3
and N6 interfaces, which represents the time between the arrival
and forwarding of a packet at the UPF. This approach provides more
accurate measurements than end-to-end measurements on TRex,
which may include additional network and processing overhead
caused by the operating systems.

3.2 Experiment Procedure and Setup
This section will describe the experimental methodology and the
configuration procedures. The UPF configuration YAML file needs
to be adjusted before the deployment of UPF, to define the address
range of the N3, N4 and N6 interfaces. Additional information of
configuringOpen5GSUPF can be found here [11]. Before generating
traffic, tcpdump and pidstat should be initialized to capture the UPF
related metrics. A PFCP session establishment is initiated from VM1
to VM2 via the N4 interface to configure packet forwarding rules.
The traffic generator needs to be configuredwith the correct address
range and started in the stateless interactive mode without the
Scapy server. A custom Python script defines the packet structure,
which consists of GTP-U encapsulated UDP packets. The payload
of the UDP is a 4 byte counter followed by 1396 bytes of mock
data to mimic the packet payload size in a realistic scenario [25].
To differentiate sequential packets, the traffic generator STLVM is
used to modify the packet through overwriting the payload [26].
Therefore, UDP checksum is disabled to prevent packets from being
dropped at the UPF.

The experiment is repeated 10 times for each 𝜆 from 1000 to
7000. Each experiment includes sending around 5 million generated
packets, to reach steady state and generalize the measured results
[27]. Using the results, a grid search is performed over the parame-
ter 𝜇 , fac and c to find the M/M/1 latency curve with the lowest
MSE using Equation 3. The Xth percentile for different 𝜆s can be
calculated using Equation 2 where

𝑎 = −𝑒1−
𝑋
100 (4)
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Figure 3: The impact of traffic on UPF performance and re-
source consumption
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4 Results
4.1 Performance metrics
The performance metrics including the average CPU, memory us-
age, drop rate and latency versus the traffic arrival rate are plotted
in Figure 3. It can be observed that the latency increases linearly
when the traffic intensity is low and rises sharply when the traf-
fic reaches near saturation. This is in line with the exponential
latency of the M/M/1 model. Additionally, the drop rate in Figure
4b is negligible for lower intensities but increases to 30% for higher
traffic rates. Memory utilization remains constant at 0.4% for all
traffic intensities while the CPU utilization grows linearly with the
amount of traffic, as expected [13]. Another observation is that the
throughput starts to drop at traffic intensities higher than 6000 per
second. This is due to the fact that receiving and dropping packets
beyond the service rate leads to unnecessary CPU overhead, which
will contend with the actual forwarding. The optimal arrival rate
is around 4000 < 𝜆 < 5000. Compared to 𝜆 > 5000, this range
utilizes less CPU resources, achieves a lower average latency while
guaranteeing a throughput of 4000 - 4600 packets per second. This
shows that the 70 - 80% CPU load is optimal [28].

4.2 Comparison with M/M/1 Model
After performing a grid search over the parameters 𝜇, fac and c, the
M/M/1 model with the least MSE is shown in Figure 4. Although
the actual behavior of the UPF deviates from the theoretical model,
it is possible to accurately model the average latency. This leads
to the analysis of the 95th and 99th percentiles. The 95th and 99th
percentile latency is expected to increase exponentially as load
increases [14]. However, this is not in line with the observed data,
indicating that the M/M/1 model has limited meaning in predicting
99th percentile latency of TRex generated packets.

While the testbed provides a reasonably good starting point for
measuring and modeling UPF performance under various traffic
scenarios, it should be noted that the M/M/1 queue has an infinite
buffer size and assumes an arrival rate not larger than the service
rate [15]. In contrast, the UPF drops packets when the buffer space
runs out or the CPU is overloaded, which explains why the latency
is not exponentially increasing to infinity for 𝜆 >= 𝜇. Additionally,
TRex is not configured to have exponential interarrival times as-
sumed in the M/M/1 model, this could explain the lack of accuracy
in the 95th and 99th percentile prediction as the measured latency
does not satisfy Equation 2. Furthermore, since all processes were
run on virtual machines and on the same physical machine, per-
formance estimates might differ from a real-world scenario, where
packets would require more inspection and thus more processing
power before forwarding packets than in our setup.

5 Responsible Research
In this section, ethical aspects of the research will be discussed such
as processing personal information and reproducibility. Our experi-
ments were designed such that the packets generated only contain
synthetic GTP-U traffic with no real information; no real user data
or personally identifiable information was used or processed. The
virtualized RAN and CN components operated entirely within the
virtual machine, never traversing external or shared networks. This
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Figure 4: UPF latency metrics compared with M/M/1 Model



approach eliminates any risk of privacy violations or unintended
data exposure while maintaining the validity of our measurements.

To ensure reproducibility, we have made our research methodol-
ogy fully transparent by documenting all software versions, con-
figurations and experimental parameters. We used open source
implementations and the experiment can be reproduced by follow-
ing the instructions in Section 3. All measurement tools (tcpdump,
pidstat, Python) and analysis methods are standard and widely
available utilities. Our experimental design includes multiple repe-
titions to ensure statistical validity. The queueing model parameter
fitting is documented, allowing others to verify our mathematical
modeling approach. We acknowledge the limitations of our experi-
ments and clearly distinguish between our controlled experimental
results and real-world deployment scenarios.

Another consideration is sustainability, we think that the experi-
ment has little impact as the total active running time of the UPF is
less than three hours. This is negligible compared to the potential
benefits of optimizing the load and improving the energy efficiency
of all future UPFs.

6 Conclusions and Future Work
In this work, we presented an evaluation of the Open5GS UPF’s
performance and resource consumption under controlled traffic
loads in a virtualized environment. By generating GTP-U traffic
with a traffic generator at rates from 1 kpps to 7 kpps and mea-
suring latency, CPU utilization, and throughput, we observed that
the UPF is most efficient between 70 and 80% CPU load while run-
ning on a single core, balancing throughput, latency, and energy
efficiency. Beyond that point, queueing delays and packet drops
rise sharply. We proposed an M/M/1 queueing model to predict the
average latency, but the distribution of the measured latency is not
exponential.

Future work could explore additional queueing models to ap-
proximate the 99th percentile latency more accurately, in order
to provide a guarantee for the worst case scenario. Performance
of the Open5GS UPF implementation while multithreading could
also be measured and compared to alternative queueing models. In
addition, improving the Open5GS UPF implementation to be more
resource efficient could be considered.
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