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Summary

With the continuous growth in demand for air traffic and wind turbines, the noise
emissions they generate are becoming an increasingly important issue. To reduce
their noise levels, it is essential to obtain accurate information about all the sound
sources present.

Phased microphone arrays and acoustic imaging methods allow for the estima-
tion of the location and strength of sound sources. Experiments with these devices
are one of the main approaches in the current research in aeroacoustics, along
with computational simulations or noise prediction models. This thesis presents
a detailed literature review on the most common aerospace noise sources, chal-
lenges in aeroacoustic measurements, and the acoustic imaging methods typically
used to overcome them. Practical recommendations are provided for selecting the
appropriate imaging technique depending on the type of experiment.

New integration techniques for distributed sound sources, such as leading– or
trailing–edge noise, are proposed in this thesis and are proven to provide the best
performance in retrieving the source levels, compared to other well–known meth-
ods. In addition, the high–resolution version of the deconvolution method CLEAN–
SC, HR–CLEAN–SC, is explained and applied to wind–tunnel measurements. It is
confirmed that this method can resolve sound sources at half the frequency asso-
ciated with the Rayleigh resolution limit, while keeping the inherent advantages of
CLEAN–SC.

The most appropriate acoustic imaging methods (according to the recommen-
dations from the literature study) were applied to aeroacoustic experiments and
compared with other approaches, when possible.

Since the landing gear is considered as the dominant airframe noise source
in commercial aircraft, this source was analyzed using four different approaches:
aircraft flyover measurements under operational conditions, full–scale wind–tunnel
experiments, computational simulations and noise prediction models. Strong tonal
noise at certain frequencies was observed and suggested the presence of open
cavities. Noise prediction models do not account for this behavior and seem to
provide erroneous estimates. Eliminating the contribution of the cavity will reduce
the noise levels considerably.

Trailing–edge noise is considered to be the dominant noise source for modern
wind turbines. The performance of the two most promising noise reduction mea-
sures was investigated in wind–tunnel experiments. First, trailing–edge serrations
featuring different geometries were studied and showed noise reductions of more
than 10 dB. In case a serration–flow misalignment angle occurs, the performance
of the serrations decreases and they even cause a noise increase after a crossover
frequency. Similar results were found with computational simulations. Secondly,
trailing–edge porous inserts showed noise reductions of approximately 10 dB at
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low frequencies and a noise increase after a crossover frequency. It is argued that
the reasons for these phenomena were, respectively, the cross–flow between the
pressure and suction sides of the airfoil and the increased roughness of the porous
material with respect to the solid case.

Lastly, the issue of the variability in aircraft noise levels was considered, since it
is not properly taken into account by current best practice noise prediction models
and hinders the enforcement of environmental laws. It was observed that varia-
tions in the fan rotational speed explain a large part of this variability. Two different
approaches were proposed for estimating the fan rotational speed of aircraft fly-
overs based on audio recordings. Implementing these more accurate estimates
of this parameter in the noise prediction model (rather than the default values as
usual) considerably reduces the errors made and provide more accurate aircraft
noise estimates.

In conclusion, phased microphone arrays have confirmed their importance for
aeroacoustic studies, such as measuring aircraft noise emissions under operational
conditions and assessing the performance of noise reduction measures.



Samenvatting

Door de toenemende groei van het vliegtuigverkeer en windturbines, is het geluid
dat deze produceren van toenemend belang. Voor het verminderen van dit geluid,
is het belangrijk om accuraat informatie te verzamelen van de aanwezige geluids-
bronnen.

Met gerangschikte microfoons en akoestische beeldvormingsmethoden is het
mogelijk om zowel de positie als de sterkte van de geluidsbronnen te bepalen. Het
gebruik van deze systemen is één van de manieren voor hedendaags onderzoek op
het gebied van aeroakoestiek. Andere methodieken zijn computationele simulaties
of modellen voor het voorspellen van geluid. Dit proefschrift zal een uitgebreid
overzicht geven uit de literatuur voor de typische geluidsbronnen in de luchtvaart
en de bijbehorende beeldvormingsmethoden. Aanbevelingen zullen gegeven wor-
den voor het bepalen van de geschikte afbeeldingsmethode op basis van het type
experiment.

Nieuwe integratie technieken voor gedistribueerde geluidsbronnen, zoals een
voorrand of achterrand, zullen in deze scriptie worden voorgelegd. De integratie
technieken leveren het beste resultaat op om de bron niveaus te bepalen ten
opzichte van andere gevestigde methodes. Daarnaast zal ook een hoge resolu-
tie deconvolutie methode CLEAN–SC, ofwel HR–CLEAN–SC, worden uitgelegd en
toegepast voor windtunnel metingen. Aangetoond zal worden dat deze methode
gelijktijdig de geluidsbronnen kan onderscheiden bij de helft van de frequentie gere-
lateerd aan de Rayleigh resolutie limiet en de inherente voordelen behoudt van
CLEAN–SC.

De meest geschikte akoestische afbeeldingsmethoden (aanbevolen uit de liter-
atuur) zijn toegepast voor aeroakoestische experimenten en, zo mogelijk, vergeleken
met andere methoden. Omdat het landingsgestel de dominantie geluidsbron is va-
nuit het casco, is deze bron geanalyseerd voor vier verschillende situaties: overvlieg-
ingen onder operationele condities, wind tunnel experimenten op ware grootte,
computationele simulaties en modellen voor het voorspellen van geluid. Sterke
tonale componenten waren te zien bij bepaalde frequenties die aanduidde op de
aanwezigheid van een caviteit. Geluidsmodellen houden hier geen rekening mee
en lijken foutieve schattingen te produceren. Verwijderen van deze bijdrage door
de caviteit zal het geluidsniveau aanzienlijk verminderen.

Het achterrand geluid wordt aangenomen als de meest dominante geluidsbron
voor moderne wind turbines. De prestatie van de twee meest veelbelovende gelu-
idsverminderende maatregelen was onderzocht in windtunnel experimenten. Als
eerste zijn achterrand vertandingen voor verschillende geometrieën onderzocht en
is aangetoond dat deze het geluidsniveau kunnen verminderen tot 10 dB. In geval
van een verkeerde uitlijning van de vertanding met de stroming neemt de prestatie
van geluidsvermindering af en neemt het geluid zelfs toe na een kruisingsfrequentie.
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Vergelijkbare resultaten zijn verkregen uit computationele simulaties. Ten tweede
laten poreuze invoegingen in de achterrand zien dat het geluid ongeveer met 10
dB afneemt voor lage frequenties en toeneemt na een kruisingsfrequentie. Beargu-
menteerd kan worden dat de oorzaken voor deze fenomenen zijn, respectievelijk, de
stroming tussen verhoogde en verlaagde druk vlakken en de toegenomen ruwheid
van de poreuze invoeging ten opzichte van de massieve toestand.

Ten slotte wordt de kwestie van de variabiliteit van het geluidsniveau van vlieg-
tuigen bekeken. Hier wordt geen rekening mee gehouden door huidige geluidsmod-
ellen en kunnen zodoende de handhaving van milieuwetten belemmeren. Het was
te zien dat de variaties in het toerental van de fan een grote invloed heeft op de
variabiliteit. Twee verschillende benaderingen worden voorgesteld om het toerental
van de fan te bepalen op basis van audio opnames. Het gebruik van deze meer ac-
curate benadering in geluidsmodellen vermindert de fout aanzienlijk en geeft beter
het geluidsniveau weer van vliegtuigen.

Concluderend hebben gerangschikte microfoons hun waarde kunnen laten zien
voor aeroakoestisch onderzoek, zowel in het bepalen van vliegtuiggeluid in oper-
ationele condities als het bepalen van de effectiviteit van geluidsverminderende
maatregelen.
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𝐹 Cost function in optimization problems
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𝐹 Drag force
𝐹 Lift force
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𝐻 Number of FFT blocks in Welch’s method
�̃� Empirical parameter in Eq. (7.2)
𝐻𝑒 Helmholtz number
𝑖 Imaginary unit, −1
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𝐽 Number of grid points
𝐽 First order Bessel function
𝐽prop Advance ratio of a propeller
𝑘 Number of eigenvalues considered for Orthogonal Beamforming
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𝐿p,A,e Sound Exposure Level (SEL)
𝑳 Cross–spectral matrix due to a simulated line source for the SPIL

method
ℒ Acoustic transfer function for Amiet’s method
𝑀 Mach number
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𝑁iter Number of iterations for DAMAS
𝑁sam Number of samples
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𝑁strut Number of struts in a landing gear
𝑁wheel Number of wheels in a landing gear
𝑁1% Engine fan settings (in %)
𝑝 Static acoustic pressure
𝑝e Effective acoustic pressure
𝑝e,0 Threshold effective acoustic pressure (normally taken as 20 𝜇Pa)
𝑝 Static acoustic pressure
�̃� Fourier transform of the recorded pressure at each microphone
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𝑃 Acoustic power
𝑞 Dynamic pressure
�̂� Empirical parameter for Guo’s method
�̃� Sparsity parameter for IBIA
𝑟 Distance between the sound source and the observer
𝑟 Distance to the source (namely 1 m away from the source center)
�̄� Mean distance between the sound source and the observer
𝒓 Source position vector
𝑅 Spatial resolution according to Rayleigh resolution limit
𝑅 Universal gas constant
�̃� Autocorrelation function
𝑅𝑒 Reynolds number
𝑅𝑒 ̂ Chord–based Reynolds number
𝑠 Sound source amplitude
�̂� Perimeter of the cross section of a landing gear strut
�̃� Standard deviation
𝑆 Reference surface area
�̃� Power spectral density of the far–field sound for Amiet’s method
�̃� Power spectral density of the spanwise cross–spectrum of the surface
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�̃� Power spectral density (PSD)
𝑺 Sound source amplitude vector
𝑆𝑡 Strouhal number
𝑡 Time
𝑇 Time interval
𝑇 Ambient temperature
𝑇 Reverberation time
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𝑇 Duration of a time block for Welch’s method
𝒖 Eigenvector of the cross–spectral matrix
�̃� Left singular vector of 𝑮
𝑼 Unitary matrix whose columns are eigenvectors of the cross–spectral

matrix
𝑣 Mean turbulence velocity
𝒗 Parameter vector for the Global Optimization Method
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�̂� Window function
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𝑥 Location of the simulated line source for the SPIL method
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𝛼 Angle of attack
�̂� Atmospheric absorption coefficient
�̂� Flow energy conversion efficiency parameter for Guo’s method
𝛾 Ratio of a gas specific heats (≈ 1.4 for air)
Γ Recirculation of the flow underneath the wing
�̂� , Coherence function
𝛿 Noise parameter for compressive sensing beamforming
𝛿⋆ Boundary layer displacement thickness
𝛿 Ratio between the ambient air pressure at the aircraft to the standard

air pressure at mean sea level
𝛿 Boundary layer thickness where the velocity is 95% of the edge

velocity
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Δ Difference
Δ𝑓 Frequency resolution
Δ𝐿p Difference in sound pressure level
Δ𝑡 Time delay
Δ𝑥 Widthwise spacing of grid points
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𝜀 Error parameter
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�̂� Complexity factor for Guo’s method
𝜃 Source emission angle
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𝜃scan,0 Scan angle associated to the Rayleigh resolution limit
𝜃 Ratio between the absolute total temperature at the engine inlet to the

standard air temperature at mean sea level (288.15 K)
𝜆 Acoustic wavelength
𝜆s Serration width
𝜇 Dynamic viscosity of a fluid
𝜇 Artificial diagonal loading parameter for RAB
�̂� Empirical parameter for Guo’s method
�̃� Source marker constraint for HR–CLEAN–SC
𝜈 Functional beamforming exponent
𝝃 Grid point position vector
𝜌 Correlation coefficient
𝜌 Coefficient of determination
𝜌 Density of a fluid
𝜎 Eigenvalue of the cross–spectral matrix
�̂� Empirical parameter for Guo’s method
�̃� Singular value of 𝑮
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cross–spectral matrix
𝜏 Time shift (for correlation functions)
𝜙 Azimuthal sideline emission angle
𝜑 Angle between two steering vectors in the N–dimensional space
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�̂� Damping factor for CLEAN–SC
𝜳 𝐽 × 𝑁 regularized inverse of 𝑮

Subscripts
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𝑖 𝑖th iteration
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Introduction

If someone offers you an amazing opportunity
and you are not sure you can do it, say yes;

Then learn how to do it later.

Sir Richard Charles Nicholas Branson

The journey of a thousand miles begins with one step

Lao Tzu

This introduction explains the motivation for this thesis, namely the impor-
tance of the noise emissions by aircraft and wind turbines. A brief overview
is provided about the current and most widely used approaches in the field
aeroacoustics, with an special focus on the importance of phased microphone
arrays.
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2 1. Introduction

1.1. Motivation
Sound is one of the most basic ways of communication and interaction for humans.
In general, most animals can produce some kind of noise and have some sort of
sensor to perceive the small pressure variations that define a sound wave. Sound
can be pleasant to hear such as for (most) music types, but it can cause annoyance
to the receiver as in the form of noise. Nowadays, several sources of noise pollution
are common around us, especially in large cities. This thesis focuses on two main
noise sources from the aerospace industry: aircraft noise and wind turbine noise.

First of all, the noise levels from individual aircraft have considerably decreased
in the last decades due to a considerably amount of research which lead to noise
reduction measures, such as the introduction of the high–bypass–ratio turbofan en-
gines and acoustic liners [1, 2], which reduced the noise emissions with respect to
the older turbojet engines. Despite this reduction in the noise levels per aircraft,
the ever–increasing demand for flights (with an approximate growth of about 5%
per year [3, 4]) causes the volume of air traffic to approximately double every 15
years, see Fig. 1.1, with more than 30, 000 new airliners expected to be required
in the next 20 years [4]. Furthermore, stricter noise regulations [5, 6] make air-
craft noise an increasingly important issue for the aeronautic industry, with a loss
of revenue due to night curfews and limits in the amount of operations in airports
[7]. It is also a social issue, especially for the population living close to airports.
Airports are, especially in densely populated countries like the Netherlands1, nor-
mally surrounded by urban areas [8] and more people are becoming affected due to
the low flight altitudes and fixed traffic routing associated with typical approaches.
Noise pollution can lead to severe health problems, such as hypertension, sleep
deprivation, and harmful cognitive effects [9]. Obtaining accurate knowledge of
aircraft noise levels is desired for reliably enforcing environmental laws in the vicin-
ity of airports. Noise prediction models (see section 1.3.4) are typically employed
for land–use planning and management worldwide. Thanks to the aforementioned
reductions in engine noise, airframe noise is becoming increasingly important dur-
ing approach, even reaching higher noise levels than the engines in some cases,
and has been identified as a potential lower aircraft noise barrier [10]. The im-
pact of aircraft noise on the population can be decreased in different ways, such
as aircraft rerouting, installation of sound barriers around buildings, etc. The main
aim in this thesis, however, is to (further) reduce the noise levels at the source
itself. For this task, and to obtain accurate aircraft noise predictions, it is essential
to accurately determine and analyze all possible noise sources on–board. Individual
microphones only provide total noise levels, but do not offer information about the
locations and strengths of the individual sound sources, such as engines, landing
gears and high–lift devices.

The second object of study of this thesis are wind turbines. The growing demand
of energy consumption and the global aim to search for sustainable energy sources
have caused an increase in the number of wind turbines installed and the size of

1As an example, Lelystad Airport in the Netherlands is expected to be expanded due to the congestion of
Amsterdam Airport Schiphol. This decision was received with considerable controversy and displeasure
by the Dutch population because of the expected increase in the noise levels.
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Figure 1.1: Annual world air traffic (in trillion Revenue Passenger Kilometer (RPK)): historical values by
ICAO (International Civil Aviation Organization) and predictions by the Global Market Forecast (GMF) of
Airbus S.A.S. Adapted from [4].

their blades, see Fig. 1.2. At the time this thesis was written, the largest operating
wind turbine was the MHI Vestas V164 with a rotor diameter of 164m and a nominal
capacity of 9.5 MW. LM Wind Power has manufactured the longest blade with a
length of 88.4 m, which will be installed on the Adwen wind turbine with a rotor
diameter of 180 m and a nominal capacity of 8 MW [11]. Wind turbines can also
be placed offshore, but installing wind turbines onshore is typically simpler in terms
of installation and maintenance [12]. The placement of wind farms close to urban
areas and strict noise regulations make noise emissions from wind turbines one
of the main issues that the wind energy industry currently must deal with. For
example, because of the noise, many wind turbines are required to operate at low
power conditions during the night, with a consequent loss of energy production and
revenue. It is estimated that a decrease of 1 dB of the sound pressure level (SPL
or 𝐿p, see Appendix A.1) is expected to allow an increase in energy production by
2 to 4% [13]. Given that the average expected lifetime of a typical modern wind
turbine is approximately 20 years, these restrictions can cause losses of the order of
millions of euros per wind turbine. As for the case of aircraft noise, the exposure of
wind turbine noise also has harmful health effects for the population [14, 15]. The
main noise source in modern wind turbines is the turbulent boundary layer trailing
edge noise of the blades [16], especially at the tips since they move at a higher
velocity, see Fig. 3.8 and Chapter 2.3. Therefore, for the case of wind turbines, it is
of higher interest to assess the performance of noise reduction measures [17, 18],
rather than investigating the already–known location of the noise sources. However,
this task is also challenging with only the use of individual microphones.

In order to estimate the location and strength of sound sources, phased micro-
phone arrays can be used. Section 1.2 provides a brief overview of the historical
development of these tools.



1

4 1. Introduction

Figure 1.2: Historical evolution of wind turbine sizes and power output. Adapted from [19].

1.2. A brief historical overview of microphone arrays
The use of phased arrays dates back to World War II as radar antennas, later de-
veloped for applications such as the sonar, radioastronomy, seismology, mobile
communication or ultrasound medical imaging [20]. The theory of electromagnetic
antenna arrays was already applied in the field of acoustics for determining the
direction of arrival of sound sources by Davids et al. in 1952 [21]. The phased
microphone array (also known as microphone antenna, acoustic telescope, acous-
tic array or acoustic camera) was introduced by Billingsley in 1976 [22, 23] as an
alternative to the acoustic mirror [24, 25]. An acoustic mirror is an elliptic mir-
ror that focuses sound rays from a potential source location (at one of the focal
points of the ellipse) to the other focal point, where a microphone is located [26].
Hence, the mirror requires to be displaced for each potential source location, which
makes the measurements time–consuming and, therefore, expensive. By using
several synchronized microphones in an array and a source localization algorithm
[27, 28], the possibility to estimate the location and strength of sound sources
was enabled. Since then, significant improvements have been made, for a large
part by more powerful acquisition and computing systems [20], allowing higher
sampling frequencies, longer acquisition times, larger numbers of microphones and
even real–time sound source localization. Moreover, microphone arrays only re-
quire shorter measurement times than an acoustic mirror, because the scanning of
potential source locations can be performed as postprocessing afterwards [26].

Acoustic imaging algorithms [28] are the essential link between the sound field
measured at a number of microphone positions and the assessment of useful char-
acteristics of noise sources, such as their locations and absolute sound levels. The
main idea is to combine the data gathered by the microphone array with a sound
propagation model to infer on the source parameters [29]. Conventional beamform-
ing [27, 28] (see sections 4.1 and 4.2) is perhaps the most basic postprocessing
approach for the signals recorded by the microphones, but it normally fails to pro-
vide satisfactory results for practical applications. The localization and quantification
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of sound sources are limited by the geometry of the array. Most acoustic imaging
methods are exhaustive search techniques, in which a selected grid containing the
location of potential sound sources is scanned.

The development of advanced source localization algorithms has played a large
role in recent years to further improve source identification and quantitative re-
sults [29]. These methods normally imply a higher computational cost due to
the more sophisticated approaches considered. Two main categories can be con-
sidered: deconvolution techniques, which postprocess the results obtained using
conventional beamforming, and inverse methods, which aim at solving a typically
under–determined inverse problem accounting for the presence of all sound sources
at once. Other classifications of acoustic imaging methods considering other cri-
teria have been presented in the literature [29]. A description of several of these
advanced methods is included in Chapter 4.

In general, measurements with phased microphone arrays provide certain ad-
vantages with respect to measurements with individual microphones when perform-
ing acoustic measurements [30]. For experiments in wind tunnels with open and
closed test sections, as well as in engine test cells, the background noise suppres-
sion capability of the source localization algorithms is very useful [20, 31–33], as
well as the removal of reflections from the walls [34, 35]. Acoustic imaging can also
be applied to moving objects, such as flying aircraft or rotating blades, provided that
the motion of the source is tracked accurately [20]. Moreover, microphone arrays
are useful tools for studying the variability of the noise levels generated by different
aircraft components, within the same aircraft type [6, 36–38] in order to improve
the noise prediction models in the vicinity of airports. Nowadays, the microphone
array has become the standard tool for analyzing noise sources on flying aircraft
[39–44], trains [45–47], cars [48–50], snowmobiles [51], and other machinery,
such as wind turbines [16, 52].

1.3. Current approaches in aeroacoustics
Several approaches can be distinguished in the field of aeroacoustics. In this thesis
four categories are proposed: wind–tunnel experiments, field experiments, com-
putational simulations and noise prediction models. A brief description of each
approach is given below and the practical challenges associated with the exper-
imental measurements (wind–tunnel experiments or field tests) are explained in
detail in Chapter 3.

1.3.1. Wind–tunnel experiments
Measurements in wind tunnels are one of the main methods for aeroacoustic testing
for several decades [53–55], as they offer a controlled environment. They typically
feature scaled models in closed or open–jet test sections. The former provide better
aerodynamic conditions but present challenges for placing the microphones outside
of the flow, whereas the latter allow for easier acoustic measurements but have
poorer aerodynamic properties [56].

Aeroacoustic measurements in wind tunnels allow for controllable conditions
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(flow velocity, angle of attack, etc.), repeatability of the results, accurate knowledge
of the model position, and, in general, cheaper experimental setups than for field
measurements. One of the main challenges for wind–tunnel experiments is to
replicate the exact conditions present at an aircraft in operational conditions [57] or
in full–scale wind turbines in a field, because of the typically smaller scale and less–
detailed geometry of the wind–tunnel models [58], the installation effects inside
of the tunnel, or a discrepancy in the Reynolds number (see Appendix B.2) [30].
More information about the challenges in wind–tunnel measurements can be found
in section 3.1.1.

In addition, a common non–intrusive flow visualization tool in wind tunnel mea-
surements is Particle Image Velocimetry (PIV) [11, 59, 60], which can be used to
resolve the flow characteristics (namely the velocity field) over the time and ob-
tain data in a field of view of interest, such as close to the surface of the model.
Far–field noise estimations can be obtained by applying an acoustic analogy [61] to
the surface pressure data. Other methods, such as Hot–Wire Anemometry (HWA),
require the placement of measurement instrumentation inside of the flow, but they
can be used to obtain information downstream of the model, such as characteristics
of the boundary layer at the trailing edge.

1.3.2. Field experiments
Since it is almost impossible to test full–scale models of aircraft or wind turbines
in wind tunnels under similar conditions as in reality, it is essential to perform field
measurements under operational conditions with full–size models. With this kind
of experiments, the actual conditions found in practice are fully reproduced. How-
ever, there is lower or no controllability of the flow characteristics, typically higher
distances between sound source and observer, less accurate knowledge about the
exact model position and the fact that (at least for aircraft and wind turbines) the
sound source is in constant movement [62]. In addition, these experimental cam-
paigns are typically more costly than wind–tunnel tests. On the other hand, the fact
that the sound sources are moving allows for a study of the sound emissions as a
function of time [12] and, if the setup is appropriate, a sound radiation directivity
analysis.

1.3.3. Computational simulations
Computational simulations for aeroacoustic purposes typically solve the equations
for fluid motion [63] and the acoustic wave equation [64], which account for the
aerodynamic sound source and the propagation of the acoustic waves, respectively
[65]. These computations are normally quite time–consuming since they have to
determine the noise source generation and its propagation [12], which normally
limits the complexity of the shape of the model to be analyzed to simple geome-
tries [65]. Hence, highly accurate tools are required. On the other hand, extensive
wind–tunnel or flyover test campaigns usually have a large economic cost limiting
the amount of configurations available to study. The field of Computational AeroA-
coustics (CAA), which is a subfield of Computational Fluid Dynamics (CFD), has
become of high interest after recent advances in computation allowed for solving
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the source field accurately and obtaining time–resolved solutions [12].
Different CAA methods are available [12, 66, 67], but in this thesis only the

Lattice Boltzmann Method (LBM) [68] is considered. The LBM method solves the
kinetic equation in a mesoscopic scale to calculate the macroscopic fluid dynamic
parameters on a Cartesian mesh, i.e., a lattice. It considers a collision modeling
and explicit time–stepping, which makes the computational requirements for LBM
simulations considerably shorter than other computational methods, such as implicit
Navier–Stokes simulations [12].

After the flow field has been determined computationally, the noise emissions in
the far–field can be estimated by propagating the pressure fluctuations around the
model employing Lighthill’s acoustic analogy [69]. Several solutions for Lighthill’s
analogy have been proposed in the past [69–71], but the Ffowcs Williams–Hawkings
(FW–H) equation [61] is normally considered as the most general form of the wave
equation which can consider sources in constant motion [12]. The accuracy of the
far–field noise calculations mainly depends on the accuracy of the CFD simulations
[12]. This method is employed for trailing–edge noise calculations in Chapter 6.

Recent studies [72, 73] employ simulated microphone arrays in the computa-
tional domain to apply acoustic imaging methods to the obtained far–field results
to estimate the location and strength of the sound sources. This allows for the
non–intrusive study of the noise emissions in directions that are impractical in wind–
tunnel experiments, such as upwind from the model. Comparison with experimental
measurements [72, 74] showed very similar results.

1.3.4. Noise prediction models
Instead of CAA simulations, use can be made of noise prediction models, which are
relatively computationally cheaper, in case a large amount of estimations is required,
such as for calculating noise contours or performing an iterative aircraft design
loop. Hence, noise prediction models are of paramount importance for land–use
planning and assessment of noise abatement procedures around airports [5]. These
models are typically fully empirical (based only on interpolating or extrapolating
measured experimental data) or semi–empirical (including some noise generation
physics expected by the theory through certain design and operation parameters)
[65]. These models normally estimate the sound spectra and directivity functions
analytically, and use an empirical database for approximating the remaining noise
characteristics. Several aircraft noise prediction models can be found [5] and they
can be classified into two categories:

1. “Best–practice” methods which are developed to calculate the sound level at
the receiver but are not accurate enough for assessing the performance of
noise abatement procedures [5], since several aircraft configuration details
are not accounted for in such methods.

2. More sophisticated, semi–empirical parametric prediction models, such as
SIMUL [75], ANOPP [76] or PANAM [77] describe the sound emission and
propagation separately and offer more detailed predictions. They model the
noise emissions of selected aircraft elements and then superimpose them to
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yield the overall aircraft noise signal, which is then propagated to selected
arbitrary observer locations. Moving source effects can be applied. However,
they require very detailed input data, which are not typically publicly available
and their database is limited to a small number of aircraft [5]. In addition,
these programs are not accessible to other users. The last two models (ANOPP
and PANAM) are introduced in the following sections.

Empirical models can also be used for estimating far–field noise emissions of
wind turbines [78] but they will not be treated in this thesis.

Best–practice methods
The current practice to estimate aircraft noise levels is typically based on legal com-
pliance methods such as those described in Document 29 of the ECAC (European
Civil Aviation Conference) [79]. When using such methods, noise contours around
airports can be calculated to represent the noise impact of aircraft operations over
a period of time. Hence, these contours are often employed to set noise limits, es-
timate future aircraft impact, and for law enforcement purposes. Scientifically, the
methodology of ECAC’s Document 29 can be called “best–practice”: relatively large
assumptions are made, either for practical reasons or due to the lack of detailed
data. The noise levels are estimated for each operation using “look–up” tables,
such as the Noise–Power–Distance (NPD) tables, whereby the aircraft thrust set-
tings and distance to the observer are key inputs. After determining the noise levels
from these tables for a specific observer position, corrections such as lateral atten-
uation, segment event level corrections, installation effects, and bank angle effects
may apply [80]. In this practical calculation series, individual results can balance out
unnoticed against each other. Therefore, it is highly recommended to validate each
model element separately to ensure that future modifications actually improve the
overall methodology. Comparisons between aircraft noise prediction models and
experimental measurements have been done in the past [5, 80, 81] showing con-
siderable differences. In chapter 7, the method described in Document 29 of the
ECAC is further explained for a practical case in section 7.3.

Similar versions of the Document 29 of the ECAC method developed by the
American Federal Aviation Administration (FAA) are the Integrated Noise Model
(INM) [82–85] and the newer and extended version of it, the Aviation Environ-
mental Design Tool (AEDT) [86]. These methods also make use of the NPD tables
for their predictions. Other national models are used in practice [5].

ANOPP
The Aircraft NOise Prediction Program (ANOPP) [87–89] was introduced by NASA
in the 1980s as a prediction tool for the noise generated by the many contributing
sources depending on the aircraft flight conditions and atmospheric propagation
conditions [90]. This tool is mainly based on semi–empirical methods for estimating
the contributions of several aircraft noise sources, divided into airframe and engine
noise [90]. ANOPP is relatively fast computationally and at the same time it offers
good–quality predictions in terms of community noise metrics. ANOPP is employed
by governmental agencies and stakeholders in the aircraft industry to assess the
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noise emissions of currently existing aircraft, as well as to estimate the performance
of new noise–reduction technologies [90]. The code is continuously updated and
new noise source models are implemented [91].

Recently a new version of ANOPP, ANOPP2 [92] has been released, which inte-
grates additional higher–fidelity noise prediction and propagation methods and can
consider unconventional aircraft too, such as blended wing body configurations.

Some prediction tools inside of ANOPP for specific noise sources are explained
in Chapter 2.

PANAM
The German Aerospace Center (DLR) has developed an aircraft system noise pre-
diction tool called the Parametric Aircraft Noise Analysis Module (PANAM) [77, 91].
PANAM models the overall aircraft noise as a sum of individual noise components
on–board and their interactions. Specific noise source models are applied to simu-
late the major noise sources, i.e., airframe and engine contributions, and ultimately
to obtain the ground noise impact of the whole aircraft. These noise source models
are parametrical, hence they allow to modify the underlying parameters of each
source. As a consequence, the parameters which refer to the operational and ge-
ometrical data can be optimized for minimal noise contribution (within predefined
limits). This tool is mainly used to assess the impact of low–noise modifications to
individual components on–board of existing aircraft or for the design of new low–
noise aircraft [93]. Therefore, this tool can be integrated within the conceptual
aircraft design loop, allowing for the assessment of different noise reduction tech-
niques at the beginning of the design chain [7]. In essence, PANAM is relatively
similar to ANOPP in the noise generation mechanisms it considers and the way it
estimates the aircraft noise levels.

A comparison between the estimations obtained by PANAM and experimental
measurements for a landing Airbus A320 aircraft are presented in section 5.2.1.

1.3.5. Summary of all approaches
All the aforementioned approaches in aeroacoustics have their advantages and dis-
advantages and they all have their own purpose, accuracy and cost. A (very gen-
eral) overview of all the considered approaches is included in Table 1.1.

1.4. Assumptions made in this thesis
Throughout this thesis, several assumptions are made and, unless explicitly stated,
they apply to the whole manuscript:

• Only linear acoustics are considered. Therefore, the classical linear wave
equation [64] applies:

1
𝑐
𝜕 𝑝
𝜕𝑡 − ∇ 𝑝 = 0, (1.1)

where 𝑐 is the speed of sound, 𝑝 is the static acoustic pressure, 𝑡 is the time
and ∇ is the nabla operator [64].
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Table 1.1: Summary of the main characteristics of the acoustic imaging methods introduced.

 

Approach Advantages Disadvantages Typical applications 

Wind-tunnel 
experiments 

 Controlled flow 
conditions 

 
 Easy repeatability of 

results 
 

 Accurate knowledge 
of the model position 

 
 Other techniques 

(PIV, HWA, etc.) 

 Relatively 
expensive 

experimental setup 
 

 Reynolds and 
scaling effects (see 

Ch. 3) 
 

 Challenging 
measurement 
environment  
(see Ch. 3) 

   Test scaled models 
of aircraft, aircraft 

components or wind 
turbine blades. 

 
  Assessment of noise 

reduction measures 

Field experiments 

 Actual operational 
conditions as found 

in practice 
 

 Source motion 
considered 

 
 Most reliable results 

 

 Expensive 
experimental setup 

 
 Less controlled 

experimental 
conditions 

 
 Sound propagation 

considerations  
(see Ch. 3) 

  Full-scale tests under 
real-life operational 

conditions 
 

  Assessment of noise 
reduction measures 

 

 Comparison with 
noise prediction 

models 

Computational 
simulations 

 Relatively cheap 
(compared to 
experiments) 

 
 Controlled flow 

conditions 
 

 Full knowledge of 
flow parameters 

 Very high 
computational cost 
(short recording 

times) 
 
 Normally limited to 

simple geometries 
 

 Test models of 
aircraft, aircraft 

components or wind 
turbine blades. 

 
  Assessment of noise 

reduction measures 
 

“Best practice” noise 
prediction models 

 
 Computationally 
cheap (multi-event 

calculations) 
 
 Relatively easy to 

use (few inputs 
required) 

 

 Relatively large 
assumptions are 

made 
 

 Not accurate 
enough for detailed 

noise studies 

 

  Calculation of noise 
contours around 

airports 
 
 Enforcement of 
environmental laws 

 

Advanced noise 
prediction models 
(PANAM, ANOPP) 

 Individual source 
contributions 
controlled by 
parameters 

 
 Able to predict future 

aircraft noise levels 
 

 Very detailed input 
data is required 

 
 Limited accessibility 

 
 Small number of 

aircraft types 
 

  Noise calculations 
within conceptual 

aircraft design  
(future aircraft) 

 
 Assessment of noise 

reduction measures 
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• Only subsonic flows (Mach numbers less than one, i.e., 𝑀 = 𝑉/𝑐 < 1, where
𝑉 is the mean flow velocity) are considered, see Appendix B.1.

• Sound sources are considered as incoherent, omnidirectional, point monopoles
[64], especially for acoustic imaging methods, see Chapter 4. The extension
to other source models, such as dipoles and quadrupoles [64] is normally
simple.

1.5. Research objectives
In this chapter the motivations on reducing both aircraft and wind turbine noise
have been clearly stated and the concept of phased microphone array has been
introduced. From this point, four different research objectives can be formulated
for the present thesis:

1. Analyze the state–of–the–art acoustic imaging methods for micro-
phone arrays and assess their performance and applicability to aeroa-
coustic measurements on typical aerospace noise sources.

2. Perform experiments with microphone arrays on typical airframe
noise sources, such as landing gear noise, and, when possible, com-
pare the results obtained with other aeroacoustic approaches, such
as CAA or noise prediction models.

3. Evaluate the performance of noise reductionmeasures on airfoil noise
for wind turbine applications using wind–tunnel measurements.

4. Assess themeasured variability of aircraft noise flyovers under simi-
lar operational conditions, analyze potential causes for this variabil-
ity, and compare the results with current noise prediction models.

1.6. Thesis outline
This thesis is structured according to the research objectives defined in section 1.5.

In order to solve objective 𝟏 Chapters 2, 3 and 4 are included. Chapter 2
provides a description of the typical aerospace noise sources on both aircraft and
modern wind turbines, as well as some insight on the noise generation mecha-
nisms, current research and noise prediction models. Chapter 3 enumerates the
most common challenges in aeroacoustic experiments, especially in open–jet and
closed–section wind tunnels and in field measurements. Comparisons between
these approaches are given, as well as some sound propagation considerations.
Moreover, practical recommendations are provided for experiments with micro-
phone arrays. Chapter 4 provides a thorough list of the most common and state–of–
the–art acoustic imaging methods for microphone arrays (including deconvolution
and inverse techniques) and recommendations on their use in aeroacoustic exper-
iments. Several comparisons between different methods are presented.

With the aim to treat objective 𝟐, Chapter 5 contains a complete study on
landing gear noise emissions, including flyover measurements under operational
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conditions, wind–tunnel experiments, CAA simulations and comparisons with the
current noise prediction methods.

Research objective 𝟑 is treated in Chapter 6, where studies on the most promis-
ing airfoil trailing–edge noise reduction measures are presented. The performances
of trailing–edge serrations and porous materials inserts are investigated in several
wind–tunnel experimental campaigns. Several parameters are investigated, such
as the angle of attack, serration geometry, serration–flow misalignment angle and
the characteristics of the porous material inserts. This chapter contains compar-
isons between experimental results in different facilities, and with CAA simulations
and noise prediction models.

Lastly, research objective 𝟒 is addressed in Chapter 7. A large number of
aircraft flyover recordings under operational conditions are analyzed in order to
assess the variability in the noise levels within the same aircraft type under similar
conditions. Approaches for calculating the fan rotational speed of an aircraft flyover
using only the audio signal are proposed and used. Comparisons of the results with
the “best–practice” noise prediction models are included.

Finally, Chapter 8 gathers the main conclusions and recommendations for future
work drawn from the whole thesis.
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2
Aerospace noise sources

Aeronautics was neither an industry nor a science.
It was a miracle.

Igor Ivanovich Sikorsky

A very friendly boom, like a pair of gleeful handclaps.

Sir Michael James Lighthill

No hay silencio en una ciudad y eso es muy duro,
tan duro como vivir con este miedo al futuro.

There is no silence in a city and that is very hard,
as hard as living with this fear of the future.

Javier Ibarra Ramos (Javat y Kamel)

This chapter provides a brief overview of the main noise sources present on
flying aircraft and modern wind turbines. The research scope of this thesis
is limited to the main noise sources according to literature: the turbofan en-
gines, the landing gear system and airfoil noise. Explanations about their
sound generation mechanisms, spectral shape, radiation pattern, noise pre-
diction methods and potential noise reduction measures are included.
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Figure 2.1: Major sources of aircraft noise. LE and TE stand for leading edge and trailing edge, respec-
tively. Adapted from [6].

2.1. Introduction
2.1.1. Aircraft noise
There are several noise sources on–board of a typical commercial turbofan aircraft,
which are illustrated in Fig. 2.1. These can be separated into airframe noise (gen-
erated by the interaction between the aerodynamic surfaces and the surrounding
unsteady turbulent flow [1]) and engine noise (generated by the propulsion sys-
tem). In the late 1970s, airframe noise was considered as the potential lower barrier
for aircraft noise during approach [2], and due to advances in engine technology,
such as high–bypass–ratio turbofan engines and acoustic liners [3], airframe noise
currently presents similar noise contributions as engine noise in the approach stage
[4].

Each source has a different noise generation mechanism, frequency components
and sound directivity. In order to reduce aircraft noise levels accurate knowledge
of each noise source is required. Extended research [5] has been performed in the
past aiming at predicting the contributions of the major aircraft noise sources and
assessing their relative importance, as it was mentioned in section 1.3.4.

Examples of such predictions are depicted in Fig. 2.2, where the breakdown
of the major noise sources for an Airbus A319 aircraft is presented as overall A–
weighted sound pressure levels (𝐿p,A or OASPL, see Appendix A.2) for approach
and departure operations, as experienced by an exemplary observer on the ground.
For approach, the predictions indicate that the total airframe and total engine noise
contributions present comparable values. A further breakdown of the airframe noise
shows that the landing gear is the major airframe noise source, followed by the
leading edge and trailing edge devices. This agrees with experimental results and
theoretical predictions [4]. For departure operations, on the other hand, the engines
are the dominant noise source, as expected. The total airframe noise contribution
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(b) Departure

Figure 2.2: Estimated aircraft noise source breakdown in overall p,A for an Airbus A aircraft perceived
by an observer on the ground during (a) approach and (b) departure. Adapted from [5].

is almost 20 dBA lower than that of the engines, becoming, therefore, negligible
during departure.

In case the effective perceived noise level (EPNL, see Appendix A.4) metric is
employed to assess the noise impact on the ground for the same aircraft approach,
the total airframe noise contribution is around 3 EPNdB higher than the one from
the engines, see Fig. 2.3. This could be due to the fact that almost idle conditions
were considered for this estimation [5], and in this situation the tonal penalties of
the EPNL metric due to the fan noise are considerably low because of the low fan
rotational speed. These tonal penalties, however, dominate the EPNL metric for
departures, see Fig. 2.2.

As mentioned before, the noise radiation pattern of each element of the aircraft
is different. This can be observed in Figs. 2.5 and 2.6 where the estimated radiation
patterns [7] of the main noise sources of a Boeing 747–400 aircraft with respect to
the polar emission angle 𝜃 (see Fig. 2.4) are presented for an example approach
and departure operation, respectively. These results were obtained with the noise
prediction tool PANAM [6, 8] using the engine operating conditions estimated by
the Gasturbine Simulation Program (GSP) [9]. The 𝐿p,A values correspond to a
reference sphere with 1 m radius. The engine fan settings 𝑁1% (i.e., the relative
fan rotational speed), the Mach number 𝑀 and the deflection angles of the high–
lift devices are specified for each figure in the captions. For the approach case
(Fig. 2.5) the jet noise contribution is negligible and the airframe and fan noise
are the main sources with comparable contributions. For the departure case (Fig.
2.6), however, the airframe contribution is negligible and fan noise is the dominant
noise source (especially in the forward arc, i.e., 0∘ < 𝜃 < 90∘) followed by the
combustion noise. For both cases, the total noise directivity presents a maximum
in the rearward arc, around 𝜃 = 120∘, with the difference that departure procedures
present 𝐿p,A values around 10 dBA higher than approaches.
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Figure 2.3: Estimated noise source ranking in EPNL for an observer on the ground and for an Airbus
A aircraft during approach (left) and departure (right). Adapted from [5].
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Figure 2.4: Diagram explaining the aircraft emission angles: (left) polar angle ; (right) azimuthal
sideline angle .
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Figure 2.5: Predicted aircraft A–weighted noise levels for a Boeing – during approach with
%, . , landing gear deployed and slats and flaps extended at ∘ [7].

Figure 2.6: Predicted aircraft A–weighted noise levels for a Boeing – during departure with
%, . and slats and flaps extended at ∘ [7].
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2.1.2. Wind turbine noise
For the case of wind turbine noise [10, 11], a separation can be made between
the noise generated mechanically in the hub (such as the gearbox, the generator
or the cooling system inside the nacelle) and the noise generated aerodynamically
due to the interaction between the incoming flow and the tower and the rotor
blades [12], see Fig. 3.8a in Chapter 3. Whereas the first type of noise can be
appropriately isolated by employing sound absorbing materials [13], it is difficult to
isolate the aerodynamic noise because the sound sources are located on the rotor
blades. Hence, aerodynamic noise is the dominant noise source for modern wind
turbines. The generation mechanisms of aeroacoustic noise in wind turbine blades
are further explained in section 2.3.

After having discussed the main noise sources responsible of aircraft and wind
turbine noise, more detailed explanations of the sound generation mechanisms of
some of the most important ones are included below: landing gear noise (section
2.2), airfoil noise (including high–lift devices, section 2.3) and engine noise (section
2.4).

2.2. Landing gear noise
2.2.1. Background and noise generation mechanism
The landing gear (LG) system is the main source of airframe noise for commercial
aircraft [4, 14], which can generate approximately 30% of the whole aircraft noise
during approach [5, 15], see Fig. 2.2. The LG system is typically a cluster of
complicated structures of bluff bodies (struts, links, wheels, tires, fairings, etc.)
of considerably different sizes, which are normally not optimized acoustically [16].
The usual components of a nose landing gear (NLG) system can be found in Fig.
5.7 in Chapter 5.

The same approaches explained in section 1.3 have been used in previous re-
search to study LG noise [17]. The main methods are listed below, as well as their
qualities and limitations:

1. Wind–tunnel measurements [18–22] offer controlled flow conditions but
they require the LG model being tested to have a high level of geometric detail
to represent the small–scale sound generating mechanisms [4, 14] and it is
difficult to replicate the exact conditions present around a flying aircraft. The
first scale models employed for studying LG noise in wind tunnels lacked de-
sign details and led to misleading results, underestimating the high–frequency
noise [2, 4]. Only with tests featuring full–scale landing gears in high–quality
acoustic wind tunnels in the 1990s [18], it was discovered that the maximum
A–weighted sound pressure levels (𝐿p,A) in the frequency occur between 1
and 2 kHz [4], which is one of the most sensitive frequency ranges for the
human ear [3].

2. Flyover measurements [14, 23–25] with aircraft under operational con-
ditions present different challenges (see section 3.1.2), such as the inabil-
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ity to control the aircraft position or less–controlled flow characteristics, but
they fully represent the actual conditions experienced in reality [26, 27], such
as crosswind. Differences between wind–tunnel and flyover measurements
featuring a LG system normally occur, mostly due to lack of model fidelity,
installation effects in the wind tunnel and discrepancies in the Reynolds num-
ber [28], see section 3.1.1. Hence, a comparison between the results of both
experiments is of great interest [29].

3. Computational simulations [30–32] of a detailed LG geometry can be very
time consuming due to its complex structure. In practice, for numerical sim-
ulations, the LG geometry is normally simplified to some extent, such that
the computational cost becomes acceptable, such as the realistic NLG geom-
etry from the ALLEGRA (Advanced Low noise Landing (main and nose) Gear
for Regional Aircraft) project [30–32] or the more simplified geometry from
the LAGOON (LAnding Gear nOise database and CAA validatiON) project from
ONERA [33, 34].

4. Noise prediction models relying on semi–empirical data, such as Fink’s
[35] and Guo’s [36, 37] models, provide one–third–octave–band noise spectra
(see Appendix C.4) estimations for different directivity angles for simplified LG
geometries. They require some geometrical parameters as input but they do
not consider parasitic noise sources, such as cavities [23, 24]. Previous studies
[23, 37, 38] showed that considerable differences exist between experimental
measurements and the model predictions for LG noise. In addition, by their
very nature, semi–empirical methods have a limited reliability in predicting the
impact of noise reduction devices [30]. These models are further explained
afterwards, in section 2.2.5.

2.2.2. Spectral shape
The frequency spectrum of LG noise can be separated into three components: the
low–frequency component due to the large–scale elements such as the wheels, the
mid–frequency component due to the main strut, and the high–frequency compo-
nent due to all the small details and dressings, such as hydraulic lines [38]. This
assumption was proposed by Guo [36, 37, 39]. A typical sound signal from a LG
system is a complex combination of:

• Broadband noise caused by the turbulent flow separation off the bluff–body
components of the LG and the interaction of the turbulent wake with other
elements located downstream [2]. The turbulent flow interacts with the solid
boundaries causing a small fraction of the turbulence energy to be radiated as
sound waves modeled as compact acoustic dipoles with axes perpendicular
to the strut axis and the inflow velocity vector [2, 36]. Thus, the acoustic
intensity is expected to be proportional to the sixth power of the flow velocity
𝑉 (i.e., 𝑝 ∝ 𝑉 ) [40]. The main parameters governing the broadband noise
radiation of the LG are the flow turbulence intensity, the average eddy length
scale and the local flow velocity.
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• Tonal noise, generated by:

– Cavities [16, 41, 42] such as hollow pins in the numerous joints connect-
ing different struts. The grazing turbulent flow over the orifices (either
open on one or on both sides) can generate cavity resonances leading
to tonal noise [2]. The excitation of such resonances depends on the
cavity geometry and the local flow conditions (e.g., cross wind) [41, 42].
Hence, this phenomenon is considerably difficult to predict in aircraft op-
erational conditions. The frequency of the tone depends on the cavity
geometry [41]. This type of tones can be prominent and may govern
the overall A–weighted LG noise level [2, 43].

– Aeolian tones due to the flow separation and coherent periodic vortex
shedding [19, 29] mainly from struts with smooth cross sections and for
Reynolds numbers (based on the strut diameter 𝑑strut, see Appendix B.2)
below an approximate value of 5 × 10 , i.e., in laminar flow separation
conditions [2]. In these conditions, a so–called “Kármán vortex street”
is developed and the periodic vortex separation causes periodic aero-
dynamic forces on the body, which in reaction with the fluid, generate
sound radiation in the transverse direction of the mean flow [2]. Aeo-
lian tones would correspond to a Strouhal number (see Appendix B.3)
of 𝑆𝑡 = 𝑓 𝑑strut/𝑉 ≈ 0.2 [2]. Thus, the frequency of the Aeolian tones
depends on the source geometry as well as the flow velocity. There is
little evidence, however, that this type of tonal noise is a major problem
for current LG systems.

The size of the LG also influences the radiated noise levels. In general, the
sound power is related linearly with the reference area of the LG components, see
section 2.2.5.

2.2.3. Differences between main and nose landing gear
The noise emissions of the whole LG system are due to the contributions of the
Nose Landing Gear (NLG) and the Main Landing Gear (MLG) systems. Even though
the MLG structure is typically larger and more complicated than the NLG (i.e., it is
expected to be noisier), the flow velocity impinging the MLG system 𝑉 is lower than
that upstream at the NLG (𝑉 ) because of the recirculation of the flow underneath
the wings (Γ) [44], see Fig. 2.7a. In Fig. 2.7a, Δ𝑧 is the distance of the sound
source (the bogie) relative to the wing lower surface (i.e., Δ𝑧 is approximately the
length of the LG main leg). 𝑉 is the velocity generated due to the recirculation flow
[44] and can be approximated by

𝑉 ≈ 𝑉 𝑐 �̂�
4𝜋Δ𝑧 , (2.1)

where 𝑐 is the local lift coefficient (see Appendix B.6) and �̂� is the local wing chord.
For typical landing approaches, 𝑉 can be approximately 20% lower than 𝑉 and,

due to the strong dependence between the LG noise levels and the flow velocity
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Figure 2.7: (a) Schematic representation of the installation effect for main landing gears installed under
the wing. Adapted from [44]. (b) Measured polar radiation pattern of the p,A of a NLG of a twin–aisle
aircraft in the – Hz band. Adapted from [14].

[40], the lower flow velocity can lead to reductions in the noise levels up to 5 dB
[2]. Therefore, both LG systems usually present comparable noise levels [23].

2.2.4. Directivity
For low Strouhal numbers, it was found that the noise radiation pattern of LG sys-
tems is almost omnidirectional with slightly higher levels in the rearward arc (with
polar emission angles 𝜃 > 90∘) [14, 18]. As the Strouhal number increases, a more
pronounced minimum in the noise radiation occurs at 𝜃 ≈ 90∘, i.e., overhead, see
Fig. 2.7b.

2.2.5. Noise prediction models
Research on predicting the noise emissions of this source has been performed since
the 1970s [16], although it was a challenging task due to the scarcity of acoustic
measurements in wind–tunnel and flyover experiments. In this section two of the
most widely–used prediction models for LG noise are explained: the methods by
Fink [35] and Guo [36, 37]. Both methods are semi–empirical and implemented
in ANOPP [45–47], see section 1.3.4. A comparison between the predictions of
both methods and experimental data from a scaled model [48] has already been
performed by Burley et al. [38].

Fink’s method
Based on the two–wheel and four–wheel1 LG noise data obtained by Heller and
Dobrzynski [16], Fink [35] elaborated an empirical method which provided the pre-
dicted one–third–octave–band sound sound spectrum. The input parameters re-
1This method fails to calculate noise emissions of LG systems with more than wheels [38].
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quired for this method are just the inflow velocity 𝑉 , the number of wheels 𝑁wheel,
the wheel diameter 𝑑wheel and the strut length 𝑙strut. It is important to notice that
this model uses imperial units, i.e., inches for lengths and knots for the velocity.

Fink’s model assumes that the LG noise is generated by the interaction of the
flow with the wheel assemblies and the main strut, i.e., the major LG components
[35].

The far–field mean–square acoustic pressure can be estimated as

⟨𝑝 ⟩ = 𝜌 𝑐𝑃�̂��̂�

4𝜋𝑟 [1 − 𝑀 cos (𝜃) ]
, (2.2)

where 𝜌 is the air density, 𝑐 is the speed of sound, 𝑃 is the sound power of
each component (wheel and strut), �̂� is the directivity function, �̂� is the spectrum
function, and 𝑟 is the distance between source and observer. The term between

brackets [1 −𝑀 cos (𝜃) ] is the convective amplification factor due to the Doppler
effect, see section 3.1.2. 𝑀 is the Mach number, see Appendix B.1.

The sound power for the wheel noise is defined as

𝑃wheel = 𝐾 𝑀 𝑁wheel𝑑wheel, (2.3)

where 𝐾 = 4.349 × 10 for two–wheel LG systems and 𝐾 = 3.414 × 10 for
four–wheel LG systems.

The sound power for the strut noise is defined as

𝑃strut = 𝐾 𝑀 𝑑wheel𝑙strut, (2.4)

where 𝐾 = 2.753 × 10 . The contributions of both components are typically of
comparable order of magnitude.

The directivity functions for each component are calculated using

�̂�wheel =
3
2 sin (𝜃), (2.5)

�̂�strut = 3 sin (𝜃) sin (𝜙), (2.6)

where 𝜙 is the azimuthal sideline noise emission angle (see Fig. 2.4) [35]. The case
of 𝜙 = 0∘ corresponds to the direction directly under the landing gear and 𝜙 = 90∘
corresponds to the wheel axis pointing to the right. With this angle criteria, and
according to Eq. (2.6), the strut does not contribute to the overall noise emissions
directly under the landing gear (𝜙 = 0∘).

The spectrum function �̂� depends on the type of component and 𝑁wheel, as well
as on the Strouhal number based on the wheel diameter [35], 𝑆𝑡 = wheel . Equation
(2.7) represents the spectrum function depending on several empirical parameters
(�̂�, �̂�, �̂�, �̂� and �̂�), which can be found for each component in Table 2.1.

�̂� = �̂� 𝑆𝑡 ̂
(�̂� + 𝑆𝑡 ̂ ) ̂ . (2.7)
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Table 2.1: Required empirical parameters for Fink’s noise prediction method.

Component �̂� �̂� �̂� �̂� �̂�
Wheel (𝑁wheel = 2) 13.58 12.5 2.25 2 2
Wheel (𝑁wheel = 4) 0.0577 1 1.5 2 2
Strut (𝑁wheel = 2) 5.325 30 1 8 2
Strut (𝑁wheel = 4) 1.28 1.06 3 2 3

Hence, the total LG noise emissions can be calculated by summing the contri-
butions of the wheel assembly and the strut introducing Eqs. (2.3) to (2.7) into Eq.
2.2.

Guo’s method
Also known as the “Boeing” method, Guo’s method [36, 37] is based on fundamental
aerodynamic noise theory and scaling laws adjusted to fit full–scale LG aeroacoustic
tests [38]. In order to include more physics than Fink’s method, this technique
considers three different types of LG components depending on their size, each of
them contributing in a different frequency range:

1. Large–scale structures such as the wheels, contributing to the low–frequency
noise.

2. Mid–scale structures such as the main struts, contributing to the mid–
frequency noise.

3. Small–scale structures such as the hydraulic lines and LG dressings, con-
tributing to the high–frequency noise.

Each of these three components are considered separately with a different spec-
tral shape and directivity. For this purpose, more detailed geometrical inputs of the
LG are required for this method, compared to Fink’s method. Hence, Guo’s method
is expected to provide higher–fidelity noise predictions. In addition, this method
provides the narrowband sound spectrum, which is converted to the one–third–
octave–band sound spectrum afterwards. This model also uses imperial units, i.e.,
inches for lengths and knots for the velocity.

The far–field mean–square acoustic pressure can be estimated as

⟨𝑝 ⟩ = 𝜌 𝑐 𝑀 �̂�overall
𝑟 [1 − 𝑀 cos (𝜃) ]

(𝑃low + 𝑃mid + 𝑃high), (2.8)

where 𝑃low, 𝑃mid, and 𝑃high represent the sound powers of the low, mid, and high
frequency components, respectively. �̂�overall is the overall directivity function, in
addition to the directivity function included in each 𝑃 term, which accounts for
the installation effects of the LG. The presence of the wing and fuselage of the
aircraft causes reflection and diffraction [37], which will enhance the noise radiation,
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especially in the overhead direction (𝜃 = 90∘). This parameter can be estimated
using the following empirical expression

�̂�overall = 1.2(1 − 0.9 cos (𝜃)) . (2.9)

Each of the 𝑃 terms in Eq. (2.8) are defined as

𝑃 = �̂�𝑆�̂��̂�, (2.10)

where �̂� is the flow energy conversion efficiency parameter (see Table 2.2) and 𝑆
is the aggregate surface integration effects [37], which depend on the geometry of
the LG components:

𝑆low = 𝜋𝑁wheel𝑤wheel𝑑wheel, (2.11)

𝑆mid =
strut

∑ �̂�strut, 𝑙strut, , (2.12)

𝑆high = �̂�𝑙high, (2.13)

where 𝑤wheel is the wheel width, 𝑁strut is the number of main struts in the LG
assembly, and �̂�strut, and 𝑙strut, are the perimeter of the cross section and the length
of the 𝑘th strut, respectively. The dimensionless parameter �̂� is the complexity factor
accounting for the geometric complexity of the small–scale components of the LG.
This parameter has a complicated expression depending on the takeoff weight of
the aircraft, but for NLG �̂� can be approximated by a constant value of 0.1 [37],
since a typical NLG is much simpler than a MLG and their complexity does not vary
significantly within different aircraft types. The characteristic length of the small–
scale components 𝑙high can be approximated as

𝑙high = 0.15
𝑆mid

𝜋∑ strut 𝑙strut,
. (2.14)

The Strouhal number is defined for each frequency range

𝑆𝑡low =
𝑓𝑑wheel
𝑉 , (2.15)

𝑆𝑡mid =
𝑓𝑆mid

𝜋𝑉 ∑ strut 𝑙strut,
, (2.16)

𝑆𝑡high =
𝑓𝑙high
𝑉 . (2.17)

The spectrum function �̂� can be calculated in a similar way as for Fink’s method,
see Eq. (2.7) using the parameters gathered in Table 2.2.

The frequency–dependent directivity function �̂� is defined as
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Table 2.2: Required empirical parameters for Guo’s noise prediction method.

Frequency �̂� �̂� �̂� ℎ̂ �̂� �̂� �̂� �̂�
Low 3.53 3 0.62 0.2 2.6 4.5 × 10 2.5 4
Mid 0.42 2 0.18 0.6 4.2 1.5 × 10 1.5 3
High 0.08 0.1 0.1 1 4.2 3.2 × 10 1.1 2

�̂� = (1 + ℎ̂ cos (𝜃)) (1 + �̂� sin (𝜙)) , (2.18)

where ℎ̂ and �̂� are empirical constants [38] whose values are listed in Table 2.2.
This directivity pattern peaks at the upstream and downstream directions and shows
a minimum near the overhead direction (𝜃 ≈ 90∘). Moreover, as the frequency
increases, the radiation pattern becomes more directional in the polar direction
[37]. In the azimuthal direction, the maximum emission direction corresponds to
𝜙 = 90∘.

The effect of the lower flow velocity impinging at the MLG compared to the NLG
is also accounted for, see section 2.2.3. With all these equations, all the 𝑃 terms in
Eq. (2.8) can be calculated and the far–field noise emissions can be obtained.

The predictions of this method have been shown to compare well with experi-
mental data from wind–tunnel and flight measurements [37, 38], both in parametric
trends and absolute noise levels.

2.2.6. Potential noise reduction measures
It was found that for the NLG the steering system and the axle area are the major
noise sources, whereas for the MLG the bogie area, the brakes, the articulation
link and the leg–door arrangement are the most important noise sources [2, 49].
Potential noise reduction measures have been investigated, such as streamlined
or perforated add–on fairings in order to cover complex gear structures. Noise
reductions up to 3 dBA or 2 EPNdB were documented with such devices [2]. An
increase in the local flow velocity due to flow displacement might be caused by
the presence of fairings. Therefore, fairing designs featuring porous materials,
meshes or elastic cloth have been proposed [50]. These devices offered reductions
of approximately 2 dB, but coupled with a high–frequency noise increase.

Other measures, such as optimized bay door designs, ramp spoilers, wheel hub
caps or flow–control techniques (such as air curtains, plasma actuators or boundary
layer suction devices) have also been proposed [2, 20, 21, 51]. These measures
need to fulfill operation, safety and cost constraints [2]. For example, pin–hole caps
could be used to avoid tonal noise due to cavities, but manufacturers hesitate in
employing this solution due to potential corrosion problems [2].
Chapter 5 focuses on this noise source and presents a comparison between experi-
mental and computational acoustic results, as well as with noise prediction models.
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2.3. Airfoil noise
2.3.1. Background and noise generation mechanism
Airfoil noise can have a non–negligible contribution to the overall noise emissions
on landing aircraft in case the leading and trailing edge devices are deployed, see
Fig. 2.2a. However, this noise source is especially important for wind turbines
[12, 13, 52]. Similar approaches to study airfoil noise as those listed in section
2.2.1 for landing gear noise are typically employed [48, 53–57], although for this
case field measurements on full–scale wind turbines [58, 59] are usually performed
instead of aircraft flyover measurements.

According to Brooks et al. [60] the different sound generation mechanisms of
airfoil noise can be divided into airfoil inflow turbulence noise and airfoil self–noise.
The inflow turbulence noise is caused by the interaction between the incident eddies
and the airfoil surface and, therefore, depends on the local atmospheric conditions.
This mechanism typically has a marginal effect on the overall sound emission in
wind turbines [12]. The main generation mechanisms for airfoil self–noise can be
separated into five categories:

a Laminar boundary layer instability noise: If the flow is in the laminar
regime (𝑅𝑒 < 10 ), Tollmien–Schlichting waves can occur [12], which induce
periodic surface pressure fluctuations as they convect over the airfoil sur-
face. These waves scatter when they reach the trailing edge and can form
a feedback mechanism with the Tollmien–Schlichting waves, amplifying them
effectively and generating loud tonal (or narrowband) sound from the trailing
edge, see Fig. 2.8a. This issue can be avoided by forcing the transition to the
turbulent regime by smart airfoil designs or by using tripping devices [52, 62].
An example of the performance of these tripping devices is shown in Fig. 2.9
for a NACA 0018 airfoil at zero–lift angle of attack (𝛼 = 0∘) tested at Delft
University of Technology. At a chord–based Reynolds number of 4.06 × 10
the airfoil is in the laminar regime and a strong tonal peak (almost 40 dB
louder than the surrounding broadband noise) at 1274 Hz and its harmonics
(at multiples of that frequency) appear. If transition to the turbulent regime
(see item b in this list) is forced by using a tripping device (in this case car-
borundum elements of 0.6 mm nominal size placed on a trip tape of 10 mm
width placed at 20% of the airfoil chord [62–64]) the tonal peaks disappear
and the overall 𝐿p,A is reduced by 22 dBA. Additional information about the
experimental setup used for this example is included afterwards in section
6.2.1 and Appendix E.

b Turbulent boundary layer trailing edge (TBL–TE) noise: If the flow
is in the turbulent regime (𝑅𝑒 > 10 ), eddies of different scales and ener-
gies convect within the turbulent boundary layer downstream. When these
unsteady surface pressure fluctuations arrive at the trailing edge, they ex-
perience a sudden change in acoustic impedance. In addition, a difference
exists between the pressure fluctuations acting on the pressure side and on
the suction side [60]. The pressure fluctuations scatter as broadband noise,
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Figure 2.8: Mechanisms of airfoil noise generation [12] (previously adapted from [60, 61]).
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see Fig. 2.8b, which is considered the dominant noise source of modern large
wind turbines for most operating conditions [13, 65].

c Trailing edge bluntness noise: In case the trailing edge thickness exceeds
a threshold value, von Kármán vortex streets can develop in the wake of the
airfoil, generating periodic pressure fluctuations [12, 52], see Fig. 2.8c. Tonal
(or narrowband) noise can be generated, whose frequency depends on the
bluntness of the airfoil. This mechanism can be avoided by careful airfoil
design or by using splitter plates [52].

d Separation and stall noise: For angles of attack 𝛼 higher than a threshold
value, flow separation occurs at the suction side with a large recirculation
bubble of unsteady flow [52], which generates broadband noise due to the
shedding of vorticity [12], see Fig. 2.8d. For even higher values of 𝛼, deep
stall can occur (see Fig. 2.8e), generating large–scale vortex shedding which
increases the low–frequency noise emissions [60]. Separation and stall can
be avoided by selecting the operation conditions of the airfoil carefully or by
the installation of vortex generators [52].

e Tip noise: Due to the finite length of the wings or blades, the pressure dif-
ference between the pressure and suction side can generate a strong vortex
at the tip [52], potentially causing flow separation [12], see Fig. 2.8f. The
contribution of this mechanism to the overall noise emissions is normally neg-
ligible for modern wind turbine blades [13].

According to the list above, TBL–TE noise is considered to be the most important
noise contributor for most modern wind turbines operating within their design enve-
lope [52, 65] and, henceforth, it will be the main airfoil noise generation mechanism
studied in this thesis (see Chapter 6). More detailed explanations about airfoil noise
and its generation mechanisms can be found in the papers of Howe [66, 67] and
the Ph.D. theses of Pröbsting [61], van der Velden [12] and Arce León [52].

Scattering of sound
Some of the noise generation mechanisms for airfoil noise mentioned above refer to
the term scattering of sound. Scattering occurs when a sound wave encounters an
obstacle and part of the wave energy is deflected from its original course, spreading
out from the obstacle in all directions [68]. Different scattering patterns occur
depending on the ratio between the acoustic wavelength 𝜆 and the characteristic
length of the obstacle 𝑙 [68], see section 2.3.2. Analytical solutions for the scattered
wave can be obtained for simple geometries [68], such as cylinders, spheres, etc.
Scattering also occurs when a sound wave enters a region in which the acoustic
properties (such as the acoustic impedance) are different, such as a region with
turbulent flow. This is typically the case for trailing–edge noise, where the pressure
fluctuations in the boundary layer meet a sharp impedance mismatch at the edge,
which causes them to scatter as sound waves. This is further explained in the
sections below. More information about scattering can be found in [68].
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Figure 2.9: Integrated sound pressure levels of a NACA airfoil for a chord–based Reynolds number
of . × , with (red) and without (black) tripping devices. The position of the tonal harmonics is
indicated with vertical black dashed lines.

2.3.2. Spectral shape and directivity
In case the eddies are larger than the characteristic length of the sound source 𝑙
(the airfoil chord for example), the acoustic wavelength 𝜆 will also be larger than
𝑙, i.e., 𝑙/𝜆 ≪ 1, and the source is considered as acoustically compact (see left part
of the graph in Fig. 2.10). The eddies interact with the whole airfoil, radiating
low–frequency noise as a compact dipole, i.e., as 𝑝 ∝ sin (𝜃TE), where 𝜃TE is the
emission angle with respect to the trailing edge, see Fig. 2.10. As mentioned in
section 2.2.2 this type of sources scales with the sixth power of the flow velocity
[40], i.e., 𝑝 ∝ 𝑉 .

For most practical cases, the size of the eddies is considerably smaller than
the airfoil chord [12], i.e., 𝑙/𝜆 ≫ 1, and the source is considered as acoustically
non–compact. Hence, the eddies only generate local pressure fluctuations and the
sound is scattered at the trailing edge. Ffowcs–Williams and Hall [69] provided an
approximate solution of the acoustic intensity for a semi–infinite flat plate in the
non–compact regime:

𝑝 ∝ 𝑉 𝑏𝛿⋆
𝑟 sin (𝜃TE/2), (2.19)

where 𝑏 is the span of the wing or blade section and 𝛿⋆ is the boundary layer
displacement thickness, which for turbulent boundary layers can be approximated
as [70, 71]
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Figure 2.10: Noise radiation and flow velocity dependence for compact and non–compact trailing–edge
noise sources for subsonic conditions. TE is the emission angle with respect to the trailing edge, is
the characteristic length of the sound source, is the acoustic wavelength, and is the flow velocity.
Adapted from [72].

𝛿⋆
�̂� ≈ 0.047𝑅𝑒 ̂ , (2.20)

where 𝑅𝑒 ̂ is the chord–based Reynolds number.
According to Eq. (2.19), the radiation pattern for high–frequency noise can be

modeled as a cardioid, i.e., as 𝑝 ∝ sin (𝜃TE/2), see Fig. 2.10. Thus, the maximum
radiation direction is towards the leading edge (𝜃TE = 180∘). The sound power in
this case, scales with the fifth power of the flow velocity [12], i.e., 𝑝 ∝ 𝑉 . This
type of noise can be characterized using 𝛿⋆ as characteristic local length scale,
providing a Strouhal number 𝑆𝑡 = 𝑓𝛿⋆/𝑉. Modern wind turbines show a broadband
spectrum around 𝑆𝑡 = 0.1 [12].

For a fixed airfoil, transition from the compact to the non–compact regime can
occur by a change in the characteristic length or in the flow velocity, because 𝑓 ≈
𝑉/𝑙. Both suction side and pressure side of the airfoil radiate in symmetry [12], but
since 𝛿⋆ on the suction side is typically larger than on the pressure side, the noise
generated by the suction side typically presents higher levels at lower frequencies,
compared to the one generated the pressure side, see Fig. 2.11.

2.3.3. Noise prediction models
In this section one of the most widely–used prediction models for trailing–edge
noise, Amiet’s theory [71], is briefly explained to provide an overview of the main
scaling laws. Additional models, such as Howe’s method [66], the TNO–Blake [72,
73] method or the method by Brooks–Pope–Marcolini [60] can be found in the
literature. Most of these models are based on the acoustic analogies by Lighthill [1],
Curle [40] and Ffowcs Williams and Hall [69] and they normally require information
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Figure 2.11: Contribution of the pressure and suction side boundary layers to the overall acoustic emis-
sions. Adapted from [61].

about the flow field within the boundary layer. In addition, a brief description of the
prediction model for clean airfoil noise by Lockard and Lilley [5, 74] is provided.

Amiet’s method
Amiet [71] developed a theory for turbulent–trailing–edge noise of an airfoil in the
1970s which requires the convecting surface pressure spectrum upstream of the
trailing edge as an input. This spectrum can be estimated using non–intrusive
methods, such as PIV [52, 75].

This method considers that the TE noise is generated almost entirely by the
induced non–compact surface dipoles near the trailing edge.This causes an equal
and anticorrelated sound radiation on the pressure and suction sides of the airfoil.
This theory assumes that the turbulence is stationary, in the statistical sense, as it
moves past the trailing edge (i.e., it assumes frozen turbulence) [71]. Moreover it
is assumed that the airfoil is semi–infinite with no leading edge, which is a good
approximation for wavelengths smaller than the local airfoil chord �̂� (𝑙/𝜆 ≫ 1 in Fig.
2.10).

The system of reference for this theory considers the 𝑥 axis in the streamwise
direction, with 𝑥 = 0 at the trailing edge location; the 𝑦 axis in the spanwise direction
and 𝑧 in the wall–normal direction. The Power Spectral Density (PSD, see Appendix
C.2.5) of the far–field sound spectrum �̃� for an observer in the 𝑦 = 0 plane can,
therefore, be estimated as

�̃� (𝑥, 𝑦 = 0, 𝑧, 𝑓) = ( �̂�𝑧𝑓2𝑐𝑟 ) |ℒ| �̃� (𝑦 = 0, 𝑓)𝑙 (𝑓), (2.21)

where ℒ is the acoustic transfer function, which depends on the surface pressure
jump at the trailing edge [71]; �̃� is the spanwise PSD of the surface pressure
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[71], and 𝑙 is the characteristic spanwise turbulence correlation scale defined as

𝑙 (𝑓) = 1
�̃� (𝑦 = 0, 𝑓) ∫ �̃� (𝑦, 𝑓)𝑑𝑦. (2.22)

Roger and Moreau [76] made an extensive review of the characteristics and lim-
itations of several airfoil self–noise prediction models and suggested a modification
of the term ℒ in Amiet’s theory (see Eq. (2.21)), in order to describe low–frequency
noise emissions more accurately by considering the back–scattered pressure from
the leading edge [77, 78].

Lockard and Lilley’s method
Lockard and Lilley [74] proposed a semi–empirical prediction model for clean air-
foils under limited load conditions (𝑐 ≤ 0.5), within turbulent flows that was later
adapted by Dobrzynski [5]. This method was originally developed considering flat
plates [5]. The far–field sound intensity for a wing without sweep angle of span 𝑏
and mean chord �̂� in the direction perpendicular to the trailing edge can be esti-
mated as

𝑝 ≈ 6.8
𝜋
𝑉 �̂�𝑏𝜌 𝛿⋆
𝑐 𝑟 0.046 . (2.23)

Further adjustments can be applied to account for the spectral, directivity, ve-
locity and geometry characteristics [5]. This method is currently implemented in
the noise prediction model PANAM [6, 79].

2.3.4. Potential noise reduction measures
According to Eq. (2.19) an obvious way to reduce the noise emissions of wind
turbines is to lower the tip speed (and hence the rotational speed). Whereas this
strategy is sometimes used during nighttime, it implies a loss in energy production
[52] and, therefore, of revenue. Several noise–reduction measures have been pro-
posed in the literature for reducing TBL–TE noise, such as flow injection [80, 81],
quiet airfoil design [58], brushed trailing edges [82, 83], trailing–edge serrations
[63, 64, 84–87] or porous materials [88–93]. A good overview of these measures
is further explained in the Ph.D. thesis of Arce León [52], but in this thesis, only the
last two measures are considered, see chapter 6.

Trailing–edge serrations
Ffowcs Williams and Hall [69] showed that trailing edge noise is scattered more
efficiently when the turbulent eddies convect pass the trailing edge perpendicu-
larly. Therefore, noise emissions can be reduced by modifying the edge shape with
respect to the flow direction, such as with trailing–edge serrations. The use of ser-
rated trailing edges for noise–reduction purposes was already studied by Howe [84]
in 1991 and they are supposed to only alter the acoustic scattering efficiency of the
trailing edge, while having a negligible effect on the aerodynamic performance of
the airfoil [12].
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The most common shape for trailing–edge serrations feature a sawtooth geom-
etry (see Fig. 6.3 in Chapter 6). This type of serrations is already being used in the
wind turbine industry [13, 52, 58, 65], although the noise reduction mechanism is
not fully understood yet. Hence, additional knowledge on the underlying physics for
this noise reduction is necessary for optimizing the performance of these devices.

Alternatives to the simple sawtooth geometry have also been proposed in the lit-
erature, such as slitted serrations [86], combed serrations that make the flow more
aligned with the trailing edge [85, 86] or iron–shape concave serrations that reduce
the noise more efficiently at the root of the serration [94]. Additional reductions
with respect to the sawtooth configuration of up to 2 dB have been measured when
using these alternative geometries with respect to the standard sawtooth serrations
[12, 85, 94].

Section 6.1 contains the results of experimental campaigns studying the per-
formance of different trailing–edge serrations for airfoil noise reduction, as well as
comparisons with numerical simulations and noise prediction models.

Trailing–edge porous inserts
Previous studies using porous materials in airfoils [88–92] showed that they of-
fered noise reduction at low and medium frequencies in exchange of a potential
reduction in the aerodynamic efficiency. A noise increase at high frequency might
also occur due to the higher surface roughness of the porous material [89]. One
of the major challenges is to properly design the porous material, since there are
several parameters to define [89–91], such as the porosity or the air flow resistiv-
ity. The exact physical mechanisms that provide this noise reduction are yet to be
accurately defined, although previous literature [83, 89, 93, 95] suggested some
potential causes:

• Modifications in the turbulent boundary layer mean flow field;

• Viscous damping of the pressure fluctuations within the porous material;

• Balance of the dynamic pressure (see Appendix B.6) difference between the
pressure and suction sides at the trailing edge because of the cross–flow
through the porous material;

• Reduction of the amplitude and spanwise coherence length of the pressure
fluctuations.

The use of these devices in industrial applications might be limited by the dura-
bility and required maintenance of the porous materials.

Section 6.2 presents some experimental results of wind–tunnel tests on several
porous materials applied to the trailing edge of an airfoil.

2.4. Engine noise
2.4.1. Background
One of the major reductions in aircraft engine noise in the last decades was due to
the implementation of turbofan engines in the 1970s, compared to the louder tur-
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bojet engines. Whereas turbojet engines produce thrust using a multistage system
consisting of a compressor, a combustion chamber and a turbine (normally referred
to as the core), turbofan engines add a large fan at the engine inlet which diverts
and accelerates a portion of the incoming air that mixes with the jet exhaust, de-
creasing the net exhaust velocity. Since jet noise is strongly correlated with the
exhaust velocity (see section 2.4.2), this technology considerably reduced jet noise
levels.

Current trends in turbofan engines consist of increasing the fan diameter and
bypass ratio (proportion of air mass diverted by the fan with respect to the air
mass that goes trough the core), which increases the fuel efficiently significantly.
Increasing the fan size, on the other hand, also increases fan noise levels consid-
erably. Fan exhaust noise (see Fig. 2.1) can be partially reduced by using acoustic
lining (a treatment of the engine inner nacelle with perforated materials that act as
Helmholtz resonators that attenuate specific sound frequencies) [3, 7], but fan inlet
noise is more difficult to treat and it is a dominant noise source for most modern
aircraft, see Fig. 2.2, especially in the forward direction (i.e., 0∘ < 𝜃 < 90∘), see
Figs. 2.5 and 2.6. Fan noise is discussed more extensively in section 2.4.3.

A different approach to reduce engine noise is to place the engines over the
wing or over the fuselage so the noise emissions can be shielded [96], such as for
the case of the Fokker 70 aircraft (see Fig. 7.16b).

The noise generated by the engine core is briefly explained in section 2.4.4.
A description of the noise generated by propeller engines, such as those typically
used in regional aircraft, is included in section 2.4.5.

2.4.2. Jet noise
Jet noise is a major aircraft noise source during takeoff (see Fig. 2.2b) and it
is the dominating noise source in aircraft equipped with turbojet engines (such
as military fighters or old commercial airliners). This source features broadband
noise especially strong below 500 Hz, with maximum values typically around 100
Hz [7, 43].

Jet noise is caused by the high–speed jet exhaust core intruding into the sur-
rounding air (bypass flow and ambient air) which has a relatively much lower flow
speed. This generates large and small scale turbulence and pressure fluctuations
in the shear layer between both regions that propagate as acoustic waves. This
sound source promoted the start of the field of aeroacoustics by Sir Michael James
Lighthill [1, 97], who suggested the acoustic analogy most CAA methods are based
on, by rearranging the fluid motion equations to account for pressure disturbances
in the flow due to sound sources [43]. The derivation of this equation is out of the
scope of this thesis but it can be found in the literature [1, 43, 97–99]. Lighthill’s
acoustic analogy provides an exact solution since no approximations are made in
the derivation, but for solving it certain assumptions need to be made, which lead
to several different approaches to solve this equation [98, 99].

If Lighthill’s acoustic analogy is applied to a free, cold turbulent jet the noise
generated can be approximated by the following equation:
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𝑝 ∝
𝜌 𝑉jet𝑑jet
𝑐 𝑟 , (2.24)

where 𝑉jet is the mean jet exhaust velocity, and 𝑑jet is the diameter of the jet nozzle.
Equation (2.24) shows the strong dependence of jet noise with the jet exhaust
velocity (𝑝 ∝ 𝑉jet), as mentioned in section 2.4.1. For jets with higher temperatures
than the ambient one, the jet velocity exponent is reduced to a value between 6
and 8 due to entropy fluctuations [43]. The jet mixing noise will decrease in case
the aircraft is in motion because the difference between the outflow and ambient
speed is reduced [7]. Lighthill [1, 97] showed that, since turbulence is the main
generation mechanism for jet noise, it presents a quadrupole–like radiation pattern
[99], i.e., 𝑝 ∝ sin(2𝜃).

A noise prediction method for jet noise was developed by Stone [100], which
provides frequency–dependent sound radiation patterns in one–third–octave bands.
This method is implemented in ANOPP.

2.4.3. Fan noise
Fan noise can be divided into five components [101]:

1. Tonal noise from the inlet

2. “Buzz–saw” tones from the inlet

3. Broadband noise from the inlet

4. Tonal noise from the exhaust

5. Broadband noise from the exhaust

The interaction between the fan blades and the stator vanes every blade passage
generates sound with a strong tonal component, which is specially noticeable in
the forward direction [7, 102] (i.e., for 𝜃 < 90∘), as mentioned in section 2.4. The
fundamental frequency of this sound, 𝑓 , is called the blade passing frequency (BPF)
and is calculated as:

BPF = 𝑓 = 𝐵 𝑛rot
60 , (2.25)

where 𝐵 is the number of fan blades and 𝑛rot is the fan rotational speed in rev-
olutions per minute. Typical BPF values for commercial turbofan aircraft during
the landing stage range from 500 Hz to 2 kHz approximately [102], because this
parameter strongly depends on the type of engine considered.

Higher harmonics of the BPF are usually found as well in the sound of aircraft
flyovers. The frequencies of these harmonics, 𝑓 , are multiples of the BPF (𝑓 ):

𝑓 = 𝑘𝑓 , 𝑘 = 1, 2, 3… . (2.26)

The term engine fan settings typically refers to the ratio between the fan ro-
tational speed, 𝑛rot, and the maximum fan rotational speed, 𝑛rot,max. This relative
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fan percentage speed is normally denoted as 𝑁1% = 100𝑛rot/𝑛rot,max because it
refers to the low–pressure shaft of the engine, on which the fan is mounted. In
contrast to the thrust or the jet velocity of the engine, it can be directly measured
during flight [103]. The expected value of 𝑁1% during approach is considerably
lower than during takeoff because of the descent [104]. A method to estimate the
𝑁1% from audio recordings of aircraft flyovers will be introduced in section 7.4,
[102, 104–106].

In addition, turbofan aircraft during takeoff can present the so–called buzz–saw
noise produced at the tip of the fan blades when they reach supersonic speeds,
thus, producing shock waves [7]. These waves gather in the inlet duct due to
blade imperfections [7]. These tones are harmonics of the engine shaft rotation
frequency, which is typically considerably lower than the BPF.

Broadband noise is generated due to the turbulence in the blade wakes, bound-
ary layers and unsteady flow of the engine, which are related to different length
scales, causing the emission of noise in a broad range of frequencies [7].

The fan noise model by Heidmann [101] is implemented in most aircraft noise
prediction tools (such as ANOPP) and has been updated using data from modern
engines.

2.4.4. Engine core noise
Although the noise emissions generated at the engine core are not dominant com-
pared to other noise sources on the aircraft, it is expected to become increasingly
important in the next decades as fan and jet noise levels are reduced [43, 107].
Engine core noise has two main components: combustion noise and turbine noise.

Combustion noise
Combustion noise is generated due to the expansion of the gas in the combustion
chamber and the convection of non–uniformities through the pressure gradients in
the turbine [7]. This type of noise is broadband, radiating mostly in the aft direction
of the engine and having maximum values around 400 Hz to 500 Hz [108]. At low
thrust settings, combustion noise can have a significant contribution to the overall
aircraft noise levels [43].

Turbine noise
The noise generated at the turbine follows similar mechanisms as those for fan
exhaust noise (see section 2.4.3): tonal noise due to the interaction between the
blades wake and the vanes and broadband noise due to the unsteady flow around
the turbine rotors and stators [43]. This kind of noise radiates mostly in the rear
direction of the engine as well. A noise prediction model by Matta [109] for turbine
noise is implemented in ANOPP.

2.4.5. Propeller noise
Even though the majority of this thesis considers the noise emissions of commercial
aircraft equipped with turbofan engines, open–rotor propeller propulsion has gained
resurgent interest in the last decades, due to its low fuel burn (up to 30% lower
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than current turbofan engines [110]). This interest has been partly motivated by
the high fuel prices in the last years. On the other hand, the commercial use of
propeller–driven aircraft is limited by the high levels of cabin noise [99]. Therefore,
in order to make open rotor engines competitive, they have to become acoustically
acceptable too [110].

The concept of Counter–Rotating Open Rotor (CROR) [111] especially looks
like a promising alternative to conventional aircraft engines, offering increased ef-
ficiency for the same disk loading compared to conventional open rotors, due to
the reduction of swirl behind the engine because of the counter–rotating rotors
[5, 112, 113]. However, they pose an even larger challenge with respect to noise
emissions than conventional open rotors. They present stronger tones at lower
frequencies than turbofan engines and also a higher number of tones [43]. This
can cause higher levels of annoyance since low–frequency tones are damped by
the atmosphere rather weakly [43], see section 3.1.2.

Rotating blades generate tonal noise due to phenomena repeated during each
rotation and broadband noise due to turbulent flow over the blades [99]. This re-
sembles the explanation given for fan noise in section 2.4.3 but the BPF for propeller
engines is typically considerably lower than for fans, due to the lower number of
blades.

Additional considerations that need to be taken into account with open rotors
are the installation effects. Two main options for pylon–mounted propellers can
be distinguished: a tractor configuration (where the propeller is set upstream of
a pylon) or a pusher configuration (where the propeller is located downstream of
a pylon). In the first option the slipstream of the propeller impinges on the pylon
and vice versa for the second option [110, 114, 115]. These phenomena alter the
performance of both the propeller and the pylon and can induce additional noise
emissions and vibrations that can be perceived by the passengers inside the aircraft
cabin [115].

Several theories and noise prediction models have been proposed to estimate
the acoustic emissions of propellers [10, 116, 117], such as as the open–source
software XROTOR [118] developed at the Massachusetts Institute of Technology
(MIT). In most models, the geometry of the propeller blade is of great importance
for the predictions.

Some reduction measures for propeller noise have been investigated in the past,
such as optimized blade design [99, 110], active flow blowing [114, 119] or porous
inserts in the pylon [115, 120, 121] to mitigate the installation effects of the pro-
peller. A recent study [121] on the noise reduction provided by porous inserts
compared the results obtained by wind–tunnel experiments and computational sim-
ulations, showing a very close agreement. Installing a duct around a propeller might
provide acoustic shielding in certain emission directions [122].
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3
Challenges in aeroacoustic

experiments

If the challenge we face does not scare us,
then it is probably not that important.

Tim Ferriss

The greater the obstacle, the more glory in overcoming it.

Jean-Baptiste Poquelin (Molière)

The major challenges involved in aeroacoustic experiments are gathered in
the present chapter. These are divided depending on the type of test to
be applied: wind–tunnel experiments (both in closed and open–jet test sec-
tions), field measurements (featuring aircraft flyovers and full–scale wind
turbines) or engine noise tests. Considerations about the sound propagation
that should be accounted for are listed. Additional recommendations about
the experimental setup and hardware use are also included1.

1Some of the contents of this chapter are included in [1].
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3.1. Types of aeroacoustic experiments
The aerospace noise sources described in chapter 2 can be studied using three main
types of aeroacoustic experiments:

1. Wind–tunnel measurements (closed test sections and open jets)

2. Field measurements (aircraft flyovers and full–scale wind turbines)

3. Engine noise tests

The three of them are described in this section, but the main focus of the present
research is placed on the first two, for which advantages and limitations are listed
below.

3.1.1. Wind–tunnel measurements
As in the field of aerodynamics, wind–tunnel measurements offer a controlled en-
vironment to perform acoustic measurements on scaled models of aircraft, aircraft
components and other test objects of interest, such as wind turbine blades or au-
tomobiles. It is, however, difficult to replicate the exact conditions present at an
aircraft in flight. As shown by Stoker et al. [2], differences occur when results from
a standard aeroacoustic wind–tunnel measurement with a closed test section are
compared to results obtained from flight tests. These differences can be explained
by lack of model fidelity, installation effects, a discrepancy in the Reynolds number,
and the applicability of the assumptions made in the acoustic processing. Depend-
ing on the size of the model, scale effects need to be taken into account for the
sound generation mechanisms [3]. Wind–tunnel acoustic measurements feature
the convection of sound waves, which can be corrected for [3, 4] but they lack the
important feature of the relative motion between source and receiver [5]. A major
issue is the high background noise levels, but mitigation techniques are available
[6–9], as will be explained in Chapter 4.

Wind–tunnel measurements can be performed in closed test sections or open
jets, each of these options having different challenges:

Closed test sections
Closed test sections offer well–controlled aerodynamic properties. Acoustic mea-
surements can be performed non–intrusively by mounting microphones flush in the
floor, ceiling or walls of the wind tunnel. However, the amplitudes of the near–field
pressure fluctuations inside the turbulent boundary layer (TBL) of the wind tunnel
are generally much larger than the acoustic signal from the model, see Fig. 3.1.
Mitigation of these near–field pressure fluctuations can be realized by mounting
the microphones in cavities covered by a perforated plate or wire mesh at some
distance from the TBL [10–12]. This solution takes advantage of the fact that TBL
pressure fluctuations decay exponentially with distance. Microphones recessed in a
cavity are offered commercially too [13]. A more radical solution for the TBL issues
is to replace the wind–tunnel walls by Kevlar sheets and to place the microphones
behind the sheets, outside of the flow, as in the stability “hybrid” wind tunnel of
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diffuser

source

microphone

Figure 3.1: Schematic experimental setup for aeroacoustic testing in a closed–section wind tunnel.
Adapted from [20].

Virginia Polytechnic Institute and State University [14]. In addition, acoustic mea-
surements are hampered by reflections by the test section walls [15–18] and by
the noise from the wind–tunnel circuit [6, 8, 19].

Open jets
The test chamber surrounding the jet is typically acoustically treated, so that most
reflections are suppressed. Moreover, the background noise levels are lower than
in a closed test section and the microphones can be placed outside of the flow,
not being subject to turbulence. However, the aerodynamic conditions are less
well–controlled and corrections are required to account for the refraction through
the shear layer, which produces some disturbances (distortion in phase) that need
to be taken into account [4, 21–23], see Fig. 3.2. Furthermore, the turbulence
in the shear layer causes spectral broadening [24, 25] and decorrelation [26, 27].
Decorrelation is especially important for high frequencies and is further explained
later in this section.

Comparability of wind–tunnel measurements
The comparability of measurements conducted with a similar model in different
wind tunnels (either of the same type of test section but conducted at a different
facility [28], or with different types of test sections at the same facility [20, 29, 30])
is still an open issue. In the work by Oerlemans et al. [30], the comparability of
absolute and relative source levels obtained from microphone–array measurements
in open and closed test sections on a scaled Airbus A340model has been addressed.
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V∞

microphone

source

Figure 3.2: Schematic experimental setup for aeroacoustic testing in an open–jet wind tunnel. Adapted
from [20].

Both measurements were conducted in the DNW–LLF2 wind tunnel and both the
open and the closed test sections were used for comparison. The source maps of
both measurements by Oerlemans showed a comparable source distribution. The
spatial resolution [31] in the open test section was higher than the resolution in
the closed test section, because of the higher ratio between array diameter and
distance to the scan plane. Some sources only appeared in one of the test sections
and were not present in the other. The difference in the source occurrence can most
likely be explained by the different flow conditions in each of the test sections, even
though the overall lift forces on the models were equal. In order to compare test
models with different sizes and operational conditions, the use of dimensionless
data representation is recommended, such as the Strouhal number, see Appendix
B.3. A systematic comparison between microphone measurements in both open
and closed test sections was performed by Kröber [20] who studied several types
of sound sources by evaluating comparable measurements. In Fig. 3.3 an overview
of the advantages and disadvantages of both types of test sections is outlined. In
general, background noise is a low–frequency issue for both cases. The importance
of the reflections and the TBL influence is higher at low frequencies for closed–
section wind tunnels, whereas the influence of scattering and refraction through
the shear layer is more dominant at high frequencies for open–jet wind tunnels
[20].

Therefore, open–jet wind tunnels are recommended for measuring models emit-
ting low frequency noise with a low source strength, whereas closed–section wind
tunnels are preferred for measuring high–frequency noise sources [20]. For middle
2Large low–speed facility at the German–Dutch wind tunnels in Marknesse, Netherlands.
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Figure 3.3: Illustration of the frequency–dependent influences on acoustic imaging results caused by
boundary–layer and propagation effects in the open (os, in red) and closed test sections (cs, in blue)
[20].

frequencies both test sections provide comparable acoustic performance. In prac-
tice, far–field noise measurements can almost only be performed in open–jet wind
tunnels, since it is typically possible to place the microphone array further away
from the source than in closed–section wind tunnels.

Reynolds number dependence
In standard wind–tunnel measurements a sole discrepancy in Reynolds number at
otherwise similar conditions can lead to a difference in results (as aforementioned
in this section). The effect of a varying Reynolds number on the noise generated
was investigated by Ahlefeldt [32]. Acoustic measurements were performed on a
small–scale aircraft model in high–lift configuration at both, a real–flight Reynolds
number (𝑅𝑒 = 20.1×10 ) and a lower Reynolds number corresponding to standard
wind–tunnel conditions (𝑅𝑒 = 1.4 × 10 ). Measurements were performed in the
European Transonic Wind tunnel (ETW) which, due to its pressurized and cryogenic
environment, enabled a variation of Reynolds number up to real–flight Reynolds
numbers. Other parameters were kept unchanged. Thus, Reynolds number effects
on aeroacoustic behavior were separated from effects of model fidelity and Mach
number.

Several noise sources with significant Reynolds number dependency were found
and exemplary differences at selected Strouhal numbers are shown in Fig. 3.4.
Several dominant sources can be found at real–flight Reynolds number but are
not present at standard conditions. Contrary to that, sources are present in the
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Figure 3.4: Beamforming source plots (using CLEAN–SC, see section 4.5) of an Airbus A model for a
Reynolds number of . × (top, standard wind–tunnel conditions) and . × (bottom, real–flight
conditions) in the ETW [32].

standard measurement but not at real–flight Reynolds number, as can be seen for
example in the slat region.

The locally–integrated sound spectra of sources from the slat and the flap are
shown in Fig. 3.5. The strong tonal components in the spectrum in the slat re-
gion measured at standard wind–tunnel conditions (lower Reynolds number) dis-
appeared at real–flight Reynolds numbers. In standard wind–tunnel measurements
these so–called “slat tones” are avoided using different transition forcing concepts
as mentioned in section 2.3. For the flap, the real–flight Reynolds number flap
sources show their dominant character.

An example of the influence of the flow regime (laminar or turbulent) for the
same Reynolds number was mentioned when airfoil noise was explained in Fig. 2.9
in section 2.3. The noise emissions of a symmetric airfoil remarkably varied when a
tripping device was applied in order to force the transition to the turbulent regime.

Coherence loss
The impact of decorrelation of acoustic waves when passing through the shear
layer in open–jet wind tunnels or through the boundary layer in closed–section wind
tunnels is usually neglected. Decorrelation, however, results in both a loss of image
resolution and a corruption of the sound pressure levels in the source map. The
influence of decorrelation can be estimated by means of an analytical model where
the shear (or boundary) layer is modeled as a random medium with a single length
scale [26, 27, 33]. In Fig. 3.6 a comparison between the theoretical predictions



3.1. Types of aeroacoustic experiments

3

63

Figure 3.5: CLEAN–SC (see section 4.5) locally (slat and flap) integrated sound pressure levels of an
Airbus A model with respect to the Strouhal number for a Reynolds number of . × (black,
standard wind–tunnel conditions) and . × (red, real–flight conditions) in the ETW [32].

[26, 34, 35] assuming a Gaussian turbulence model and the measured coherence
in the DNW–NWB3 open–jet wind tunnel [27] is shown. It can be seen that, as
expected, the coherence loss increases with the freestream velocity, the sound
frequency and the streamwise distance of the microphone. The agreement between
measurements and theoretical predictions is deemed as acceptable in most cases
for microphone positions within a common distance range used in practice (below
2 m). It seems like the theoretical models overpredict the coherence values for
distances close to the source and then, after a threshold distance, they underpredict
the coherence with respect to the experimental measurements.

3.1.2. Field measurements
Aircraft flyovers
Measurements on flying aircraft provide the most reliable results of engine and air-
frame noise emissions of a certain aircraft type [36], especially if the measurements
are taken under operational conditions [37, 38]. However, less controlled experi-
mental conditions, like propagation effects [39],larger distances between the sound
source and the observer, and the accurate tracing of the source movement [40, 41]
need to be considered.

Michel et al. [42] from DLR Berlin were the pioneers in the use of ground
microphone arrays for aircraft flyover measurements in 1998 by employing 96 mi-
crophones distributed in a 8 m × 8 m array for airframe noise analysis. Since then,
a large amount of studies have been performed using larger arrays with a higher
number of microphones [37, 43–49]. The Boeing Company used an elliptical array
shape for their aircraft flyover tests in the Quiet Technology Demonstrator II pro-
gram [50] consisting of 614 microphones in five subarrays with an overall size of
approximately 91 m by 76 m, likely the largest array ever used in aircraft flyover
tests. Sijtsma and Stoker [51, 52] showed in 2002 that the absolute noise contribu-
tions of different aircraft components could be determined and ranked. Researchers
from NASA Langley have developed field–deployable microphone phased arrays for

3Low–speed wind tunnel at the German Aerospace Center facilities in Braunschweig, Germany.
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Figure 3.6: Comparison of the predicted and measured coherence loss with respect to the microphone
spacing at one–third–octave bands ( . kHz, . kHz, kHz) and different freestream velocities (
m/s, m/s, m/s) in the DNW–NWB open–jet wind tunnel [27]. Note the different scales in the
vertical axes.

flight tests [47], including acoustic measurements of small Unmanned Aerial Sys-
tem (sUAS) vehicles [53]. Investigations of the use of array processing techniques
to cross–validate computational and experimental results of airframe noise analysis
have also been performed [54, 55] with satisfactory results.

Some acoustic imaging results by Sijtsma et al. [41] for flyover measurements
are illustrated in Fig. 3.7, where typical one–third–octave band source plots for
MD82, Fokker 100, Airbus A340, and Boeing 777 aircraft are included. An acoustic
array with 243 microphones and a diameter of 12 m was employed. The average
aircraft height overhead was approximately 43 m. The large aperture and relatively
short distance between the array and the aircraft allow for the separation of different
noise sources, such as the landing gear system, the slat, the flap–side–edge and
the engine inlet and exhaust. The algorithm used for Fig. 3.7 is an adapted time–
domain version of conventional beamforming for moving sources [41], see Chapter
4.

Full–scale wind turbines
Aeroacoustic field measurements with full–scale wind turbines provide valuable in-
formation, since they represent the real blade geometries and operational condi-
tions, compared to wind–tunnel experiments that only deal with airfoil sections.
Moreover, the time dependency of the noise levels, such as amplitude modulation
at the blade passing frequency, can also be studied in this kind of experiments [56].

Some of the challenges of this type of measurements are the typically large di-
mensions of the wind turbine (with rotor diameters of about 100m) and the fact that
the sound sources (i.e., the blades) are in rotating motion with tip speeds as high as
80 m/s. Moreover, the microphone array is typically located on the ground whereas
the rotating plane of the sources is approximately vertical. These issues make the
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Figure 3.7: Conventional beamforming source plots for flyover measurements of MD , Fokker ,
Airbus A m and Boeing aircraft. Adapted from [41].
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Figure 3.8: Beamforming results of field measurements on a full–scale G wind turbine: (a) Using
conventional beamforming [57]. (b) Using the Rotating Source Identifier technique ROSI [41], adapted
from [59].

imaging and analysis of the noise sources more complicated, requiring large aper-
ture microphone arrays and the use of acoustic imaging algorithms that account for
the source motion [41, 57], see Chapter 4. An example of this phenomenon is illus-
trated in Fig. 3.8, where the acoustic images of a full–scale G58 wind turbine from
Gamesa rotating clockwise are depicted. In Fig. 3.8a conventional beamforming
(see Chapter 4) was employed, whereas in Fig. 3.8b the Rotating Source Identifier
technique (ROSI) [41] was used. In both cases, the rotor hub is identified as a
secondary noise source and the outer part of the blade is the main noise source.
Conventional beamforming only localizes the downstroke going blade since TBL–TE
noise scatters more efficiently towards the leading edge for non–compact sources,
as mentioned in section 2.3.2. ROSI, on the other hand, is able to successfully
localize the noise sources on each blade, which allowed for a detailed study of a
different type of treatments (tripping or cleaning) on each blade at the same time
[58].

Sound propagation considerations
Due to the typically large distances between sound source and observer in field
tests, additional sound propagation considerations need to be taken into account.
These physical phenomena may also be present in other types of experiments
(wind–tunnel or engine noise tests) but their effect is often negligible. Therefore,
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Figure 3.9: Diagram explaining the relative movement of an aircraft with respect to the observer [62].

they are explained in this section, although it is recommended to evaluate their
influence in every type of experiment. These considerations can be grouped in four
points:

• Motion of the sound source: The relative motion of a sound source (such
as an aircraft or a wind turbine) with respect to the observer causes the well–
known Doppler effect. This affects the perceived sound by the observer in
terms of frequency and amplitude.

The expression for the Doppler–shifted frequency, 𝑓 , is

𝑓 = 𝑓
1 − ‖𝑴‖ cos (𝜃) , (3.1)

where ‖⋅‖ is the Euclidean norm of the vector, 𝑓 is the observed frequency, 𝑓
is the emitted frequency, 𝑴 is the Mach number vector, 𝑴= (𝑀 , 𝑀 , 𝑀 ) =
( , , ) = 𝑽 , 𝑽 is the source velocity vector, and 𝜃 is the emission angle,
i.e., the angle between the relative position vector of the source with respect
to the observer, 𝒓, and the source velocity vector, 𝑽, see Fig. 3.9. The pa-
rameter 𝑓 /𝑓 is normally referred to as Doppler shift. This frequency shift can
be corrected by de–Dopplerizing the microphone signals by re–sampling the
original time series by interpolation [40]. Interpolation errors were shown to
be small if the maximum frequency of analysis is restricted to one tenth of the
sampling frequency and for flight Mach numbers up to 0.81 and flyover alti-
tudes as low as 30 m [60]. Upsampling can be performed numerically before
interpolation to alleviate this requirement [61].

The amplitude of the perceived sound pressure at the observer position is
also affected by the motion of the sound source [63], and multiplied by the

convective amplification factor 1/[1 − ‖𝑴‖ cos (𝜃) ] . Thus, when the sound
source is moving towards the observer, the perceived frequency and amplitude
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are higher than those emitted, and vice versa. A detailed derivation of these
formulae can be found in the Ph.D. thesis of Arntzen [63].

More general expressions for Eq. (3.1) can be derived in case the propagation
medium is also in motion (i.e., the effect of wind) or if the observer is also
moving [64, 65]. For aeroacoustic measurements, the observer is typically
stationary and the sound speed can be considered as constant in the prop-
agation medium if the distance between the source and the observer is not
too large [66] (below 100 m). For relatively short recording times (as usual
for flyover measurements), the source velocity vector 𝑽 and the medium ve-
locity vector 𝑽 can be approximated as constant. With these assumptions,
a modified version of Eq. (3.1) is derived

𝑓
𝑓 = ‖𝒙 − 𝝃(𝜏em)‖ +𝑴 ⋅ [𝒙 − 𝝃(𝜏em)]

‖𝒙 − 𝝃(𝜏em)‖ − (𝑴 −𝑴 ) ⋅ [𝒙 − 𝝃(𝜏em)]
, (3.2)

where 𝒙 is the observer position vector, 𝝃(𝜏em) is the source position vector
at the emission time 𝜏em, and 𝑴 is the Mach number vector of the moving
medium 𝑴 = 𝑽 . From Eq. (3.2) it can be derived that, if both the source
and the observer are stationary, there is no change in frequency, despite the
motion of the medium [64].

The effect of the motion of the sound source should also be accounted for in
the steering vector formulation when applying acoustic imaging methods in
the frequency domain [31, 67] or use imaging methods in the time domain
[41], see Chapter 4. Strictly speaking, the Doppler shift should be calculated
for every single grid point and microphone combination, which is computation-
ally expensive [68–70]. For aircraft flyovers at low Mach numbers measured
with microphone arrays of small aperture and for emission angles close to
the vertical (𝜃 ≈ 90∘), an approximation can be made of considering a single
Doppler shift value for the whole scan grid and for each time block, which
considerably speeds up the processing. This is not applicable, however, for
rotating sources, such as wind turbines, since each grid point has a different
velocity vector 𝑽, and hence a considerably different Doppler shift. Additional
considerations need to be taken when applying deconvolution algorithms to
moving sources [68, 69, 71].

• Spreading losses: If monopole sound sources are considered, the acoustic
energy will spread in spherical wavefronts. As the distance to the source 𝑟
increases, this results in a larger wavefront area, decreasing the sound inten-
sity as 1/𝑟 . This phenomenon is normally referred to as spherical spreading
[39, 72].

Sound is also absorbed by the atmosphere due to viscous and molecular re-
laxation effects [39, 63]. Hence, the 𝐿 at the source position, namely at
a distance of one meter from the source center (𝑟 = 1 m), is estimated
by adding the transmission losses due to the geometrical spreading and the
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atmospheric absorption to the sound recorded at the observer position at a
distance 𝑟 as

𝐿p (𝑟 , 𝑓) = 𝐿p (𝑟, 𝑓) + 20 log(
𝑟
𝑟 ) + �̂� (𝑓) 𝑟. (3.3)

The atmospheric absorption coefficient (in dB/m), �̂�, depends on the sound
frequency 𝑓, and the temperature, relative humidity and static pressure of the
atmosphere. More information about how to estimate this coefficient can be
found in the literature [39, 72].

A potential risk when applying Eq. (3.3) is to amplify the background noise
(such as the noise generated by the microphone electronics and the ambient
noise), especially at higher frequencies, since 𝛼 increases with frequency.
Hence, a common practice is to neglect 𝐿p values in the spectrogram under a
threshold value (30 dB for example) before using Eq. (3.3) [73, 74].
Spherical spreading can be considered when applying beamforming by using
the 1/𝑟 term in the steering vector formulation, see Eq. (4.2). The atmo-
spheric absorption per frequency can also be easily accounted for [67].

• Ground reflection: When an acoustic wave arrives to a surface it is reflected
and/or absorbed. In practical cases, most surfaces present some roughness
so the reflected wave is scattered in many different directions as diffuse re-
flection. This is normally the case for field measurements taken outdoors, but
also for wind–tunnel measurements, although there the walls can be normally
treated with acoustically absorbent materials, as mentioned in section 3.1.1.
As a consequence, a microphone situated over the ground records the direct
wave coming from the source, as well as that reflected by the ground. This
may create interference patterns in the recording depending on the sound
frequency, ground impedance [75] and the relative position of the observer
with respect to the source. If both waves arrive in phase a maximum coherent
amplification of 6 dB can occur [63], whereas if both waves arrive with op-
posite phase destructive interference takes place. Therefore, the manner in
which microphones are placed for field measurements condition the influence
of the ground reflection effects [76]. Siller [70] recommended placing the
microphones near the ground on flat and acoustically hard surfaces (such as
concrete) and to avoid placing them near surfaces with impedance changes
or where they can be easily reached by reflected sound waves. The applica-
tion of sound absorbing materials [77] or optimized shapes for the mounting
structure [76] can also mitigate the interference effects from ground reflec-
tions.

• Atmospheric inhomogeneities: A common assumption in acoustics is to
consider a uniform propagation medium with homogeneous and constant
properties, which leads to the consideration that the sound travels along
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a straight–line path between source and observer [63]. In practice, how-
ever, temperature gradients (and their effects on sound speed) and non–
uniform wind speeds lead to curved sound propagation paths due to refrac-
tion [72, 75]. This phenomenon leads to differences in the spreading losses
and ground reflection effects, which are normally negligible for relatively small
vertical distances between source and observer (less than 100 m) [66].
For larger source heights, calculation methods, such as ray tracing [63, 75],
can be used. Ray tracing is frequency independent and considers refraction
using Snell’s law for fast propagation computations. If the gradient of sound
speed is positive (i.e., if 𝑐 increases with height) the rays will bend down-
wards and vice versa. Depending on the sound speed profiles and source
position, areas with higher (caustics) or with lower sound pressure levels
(shadow zones), with respect to the expected spherical spreading, can occur
relatively far away from the source position (for horizontal distances in the
order of kilometers) [63]. Diffraction phenomena should also be considered
per frequency for large–distance propagation. For typical field measurements
featuring microphone arrays, however, the distances to the sound source are
considerably small in both the vertical and horizontal direction [31, 42, 67, 78],
so these considerations can be neglected. Recent publications consider the
application of ray tracing methods applied to measurements with microphone
arrays in wind tunnels [23] or field measurements featuring full–size wind tur-
bines [79]. The convection of sound waves [80] due to the wind has to be
taken into account in the same way as for wind–tunnel measurements, see
section 3.1.1.

Additionally, coherence loss can also occur in case that high turbulence levels
are present in the atmosphere, as explained for the case of wind tunnels in
section 3.1.1.

As an example, the result of first two corrections (source motion and spreading
losses) is depicted in Fig. 3.10 in the form of two spectrograms corresponding to an
Airbus A321 flyover: the picture on the left represents the spectrogram recorded
at the ground before any correction and the picture on the right the spectrogram
at the source position after correcting the data. Notice the different decibel color
scales and the change in the Doppler shifted fan tones to straight lines. Whereas
the spectrograms provide an overview on the time–varying frequency content of
a sound signal, acoustic imaging methods offer information in the spatial domain,
i.e., the location of the sound sources, see Chapter 4.

3.1.3. Engine noise tests
As aforementioned in section 2.4, engines are still one of the major noise sources
on aircraft. Therefore, several studies focusing only on the noise emitted by the
engines have been performed. Acoustic imaging techniques have been applied to
engine indoor tests [81], ground tests with an aircraft model [82–84], measure-
ments of a CROR model in an open–jet wind tunnel [85, 86], measurements of
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Figure 3.10: (a) Spectrogram recorded on the ground during an Airbus A flyover. (b) Spectrogram at
the source position ( m) after applying the propagation and source motion corrections. The white
part represents the background noise deletion and the solid black line represents the time overhead
[74].

scale turbofan–nozzles in an open–jet wind tunnel [87] and to ducted rotating ma-
chinery [88–90].

The acoustic imaging method SODIX [91, 92] was specifically developed for
studying the noise emissions and directivity of turbofan engine noise tests, see
section 4.11.

3.2. Experimental and hardware considerations
The main challenges regarding the use of phased microphone arrays for the aeroa-
coustic measurements explained in section 3.1 are:

• Limited spatial resolution, especially at low frequencies, i.e., the capability
to separate two different sound sources placed at a small distance from each
other. This is related to the beamwidth 𝐵𝑊 of the main lobe (normally defined
as the (maximum) width 3 dB below the peak) in the source map [3, 93], see
Fig. 3.11. Therefore, it is desirable to have a 𝐵𝑊 as narrow as possible. The
spatial resolution for a circular array can be approximated using the Rayleigh
resolution limit [94], which provides the angular resolution 𝜃scan,0 for an array
of diameter 𝐷, see Eq. (3.4).

𝜃scan,0 ≈ 1.2196
𝑐
𝐷𝑓 = 1.2196

𝜆
𝐷 . (3.4)

The spatial resolution for planar arrays in the direction perpendicular to the
array plane is much lower than the lateral resolution. This phenomenon can be
an advantage, as it makes the acoustic results of the array rather insensitive
to small errors in the distance to the array plane [95]. More information about
the spatial resolution limits can be found in Appendix D.
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Figure 3.11: Schematic illustration of an example Point Spread Function (PSF). Adapted from [20].

• The presence of sidelobes or “spurious sources”, due to the array re-
sponse function, which can be misidentified as real sources. This phenomenon,
as well as the spatial resolution, is characterized by the array Point Spread
Function (PSF), see Fig. 3.11, which is the array response (beam pattern) to
a unitary–strength point source [3], and it is the consequence of the finite
number of microphones in the array. The sidelobe level 𝑆𝐿 (also known as
dynamic range [3]) is defined as the difference in dB between the main lobe
peak and the highest sidelobe, see Fig. 3.11. It is, thus, desirable to have
the largest dynamic range as possible. The number of microphones 𝑁 in the
array and its distribution (see section 3.2.2) are the dominant parameters in-
fluencing the 𝑆𝐿 [3, 96]. The theoretical 𝑆𝐿 in decibels for a random planar
array can be approximated by 10 log (1/𝑁) + 3 [96]. The 𝑆𝐿 can also be
estimated by empirical formulae [97]. One characteristic of the sidelobes is
that they are coherent with their main lobe [98]. In case the spacing be-
tween microphones is larger than half the wavelength (𝜆/2), spatial aliasing
occurs, causing an increase of the amplitude of some sidelobes, which can
reach similar peak levels as that of the main lobe. These lobes are called
“grating lobes” [99]. Avoiding this phenomenon can require very small spac-
ings between microphones in case the study of very high frequencies is of
interest.

• High background noise levels. This is especially the case for noisy envi-
ronments, such as closed–section wind tunnels.

• Reliability of both the estimated location and strength of the sound sources.

The influence of each of these four factors (and hence the quality of the acoustic
results) is determined by the experimental and hardware characteristics as well as
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by the acoustic imaging method employed. This section (3.2) provides some recom-
mendations and guidelines to improve the quality of the acoustic results obtained by
microphone arrays regarding the experimental and hardware conditions, whereas
the discussion about the most appropriate acoustic imaging methods depending on
the intended application is included later in Chapter 4.

3.2.1. Hardware requirements
Processing multiple microphone signals increases the Signal–to–Noise Ratio (SNR)
and the spatial resolution compared to a measurement with only one microphone
[3]. The choice of the microphones highly depends on the particular experiment
to be performed. Characteristics such as the dynamic range, frequency range and
sensitivity have to be selected with care. In general, smaller microphones can
measure up to higher frequencies and larger microphones have higher sensitivities.
The directivity of the microphones has to be taken into account as well, especially for
higher frequencies. Most of these specifications are provided by the manufacturer.

A microphone array comprises a set of microphones, an electronic amplifier
with signal conditioning and an Analog to Digital Converter (ADC) together with
frequency filters (typically low–pass). All the channels are connected by cables to
the Data Acquisition System (DAS), which simultaneously samples all the micro-
phone signals, typically using 24–bit resolution for signal recording. The sampling
frequency should be at least twice the maximum frequency of interest, according
to the sampling theorem [93]. As mentioned in section 3.1.2, the sampling fre-
quency is recommended to be ten times the maximum frequency of interest in the
case of moving sources. Monitoring the data acquisition during the experiment is
recommended, in order to check that the frequency spectra obtained are valid.

Typical microphone arrays are equipped with high–accuracy analog microphones.
For analog systems, the DAS normally contains all the necessary circuitry for the
analog–to–digital conversion. In this configuration, the cables connecting the mi-
crophones to the DAS should have good electromagnetic shielding properties, oth-
erwise electromagnetic interference (EMI) will degrade the data, as the signal inside
the cable is analog. In general, this results in a rather complicated and expensive
system [100].

Recent technological advances in digital microphones, such as micro electrome-
chanical systems (MEMS), offer a less expensive and simpler alternative with re-
spect to conventional analog microphones for phased array applications. These
microphones are normally found in modern cellphones and are, therefore, usually
optimized for the human speech frequency range (approximately from 300 Hz to 3
kHz) [100]. Digital sensors are more complex as they have the filtering and ADC
embedded. A positive feature of this type of systems is that cables transporting
digital data are less sensitive to EMI. Another important aspect is the quality of the
ADC embedded in each sensor. ADC systems are usually expensive especially if
precision (> 16–bits) and simultaneous sampling are required. Therefore, having
this feature embedded in a cheap sensor can save a reasonable amount of the bud-
get. On the other hand, it is difficult to ensure the precision of this data conversion
[100].
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The results of a recent study [101] comparing the performance of two micro-
phone arrays (one equipped with digital MEMS microphones and the other with ana-
log condenser microphones) for aeroacoustic measurements are presented later in
section 6.1.2 in Chapter 6.

Lastly, for microphone arrays installed in small plates, the sound waves diffract
and scatter at the edges of the plate. Reflections from walls in wind tunnels and
from the ground in field measurements should also be taken into account, as it
was mentioned in section 3.1.2. These phenomena produce phase and amplitude
changes on the measured signal [76, 102, 103]. Thus, it is recommended to either
use hard plates (for complete reflection) or on an acoustically transparent structure,
by using sound absorbing materials, for example.

3.2.2. Microphone distribution guidelines
A detailed study of the optimization of the array microphone distribution is out of
the scope of this thesis since it is a whole research topic in its own, but few basic
guidelines are listed in this subsection.

In general, lower sidelobe levels are obtained by having microphones densely
distributed around the center of the array and lower beamwidths are achieved when
placing the microphones close to the edges of the array [104, 105]. Therefore, a
compromise solution has to be found between the 𝐵𝑊 and the 𝑆𝐿 [106]. In general,
periodicities in the microphone locations should be avoided [96].

Microphone arrays consisting of spirals or of several circles with an odd number
of regularly spaced microphones seem to perform best [3, 36]. In addition, the
microphone density close to the center of the array is normally higher than in the
periphery to minimize coherence loss and to simultaneously have both good spa-
tial resolution at low frequencies and low sidelobe levels at high frequencies, see
sections 3.1.1 and 3.2.4. Interesting studies using optimization methods [104, 107–
109], iterative microphone removal [110] and thorough parametric approaches
leading to Paretto–optimal arrangements [105] can be found in the literature.

The microphone positions in the first large test campaign of aircraft flyovers
[111] were optimized with a genetic algorithm. To study moving sources, such as
aircraft flyovers, the array shape can be elongated in the flight direction [50, 112]
to compensate for the loss of resolution due to emission angles other than 90∘.

An alternative to the optimization of the microphone positions is to repeat the
measurements with different array positions and perform an average of the source
maps [113]. This can be an approach for stationary sources in wind–tunnel mea-
surements that do not present strong sound radiation directivities, but ensuring
an accurate knowledge of all the relative array positions may be a cumbersome
procedure.

In case a very large number of microphones is available, the use of subarrays
can lead to improved results, providing adaptable aperture with a high dynamic
range over a large range of emission angles [114].

3.2.3. Microphone array calibration
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Amplitude and phase calibration of individual microphones
All the microphones in a phased array should be individually calibrated in both
amplitude and phase. Normally, the microphone manufacturer provides some initial
calibration data sheets per frequency. Additional calibrations can be performed
employing a calibration pistonphone which generates a sinusoidal signal of known
amplitude at a certain frequency, typically 250 Hz or 1000 Hz.

Metrological determination of the microphone positions
A precise calibration of the microphone positions is crucial for accurate aeroacoustic
measurements [3]. Small sound sources with omni–directional radiation patterns
and with known sound pressure levels are recommended for the calibration of the
microphone array in both source location and quantification [20].

The acoustic GPS is a tool to determine the positions of an arbitrary number of
microphones, especially for large–aperture and three–dimensional arrays. Similar
to the satellite Global Positioning System (GPS), microphone positions are calculated
based on the time delays between known reference positions and the microphones.
The procedure requires that the pathway of acoustic waves propagating from the
acoustic GPS to each microphone is not obstructed by any obstacle. However,
perfect free–field conditions are not required. The basic acoustic GPS consists of
𝑁speakers speakers and one reference microphone. They are mounted at known
positions on a plate, see Fig. 3.12. The speakers are then driven with a noise signal,
one speaker at a time, and the time delays between the reference microphone and
all the array microphones are calculated. The sampling frequency is chosen as high
as possible. Using these time delays, a set of 𝑁speakers non–linear equations can be
set up for every microphone.

‖𝒙 − 𝝃 ‖ − ‖𝒙ref − 𝝃 ‖ = 𝑐Δ𝑡 ,ref, , 𝑗 = 1, ..., 𝑁speakers, (3.5)

where 𝒙 is the 𝑛th unknown microphone position, 𝝃 are the known speaker posi-
tions, 𝒙ref is the known reference microphone position, and Δ𝑡 ,ref, is the measured
time delay between the array microphone and reference microphone for the 𝑗th
speaker. Since there are three coordinates to calculate, the number of speakers
should be at least three. Lauterbach et al. [115] chose 𝑁speakers = 8, whereas Ernst
et al. [116] chose 𝑁speakers = 6 and used two reference microphones to calculate
the speed of sound and a more advanced algorithm to account for errors of the
known speaker and reference microphone geometrical positions. The positioning
accuracy decreases with increasing distance between the acoustic GPS and the ar-
ray microphones. Usually the positioning error is smaller than 1 mm. Moreover,
this method is capable of compensating small individual phase errors of each array
microphone and accounts for these by providing a more suitable “acoustic position”
rather than just a geometric position. More details about how to solve the system
of equations and process the data can be found in the literature [115, 116].

3.2.4. Microphone weighting
Different weighting or “shading” functions can be applied to the signals of each
microphone to obtain acoustic imaging results of higher quality [31, 48, 95, 117,
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Figure 3.12: Experimental setup for an array calibration with calibration unit and line array in the anechoic
chamber at DLR Göttingen [115].

118].
As explained in section 3.1.1, coherence loss increases with the frequency and

with the distance between microphones. Thus, for high frequencies, the outer mi-
crophones of the array have low or no correlation with the inner microphones, and
therefore, they do not contribute to the source 𝐿p and this leads to an underesti-
mation of the noise levels. To overcome this issue, the aperture of the array can
be reduced for increasing frequency by neglecting the signals from all microphones
further away from the array center than a threshold frequency–dependent distance
[95]. This way, the width of the main lobe can be kept roughly constant by selecting
smaller sub–arrays for higher frequencies [119].

For this reason, the inner part of most arrays present a higher microphone
density than the outer part, as mentioned in section 3.2.2. This can be an issue
when analyzing low frequencies because the inner part is more heavily weighted
than the outer part, leading to a lower spatial resolution [95]. Hence, to compensate
for the non–uniform microphone density, a weighting can be applied so that the
weight per unit area covered by a microphone is roughly constant over the surface of
the array. Thus, sparsely spaced microphones will be weighted more than clustered
microphones. This correction only depends on the array distribution.
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4
Acoustic imaging methods in

aeroacoustics

Give us the tools and we will finish the job.

Sir Winston Leonard Spencer–Churchill

An ounce of algebra is worth a ton of verbal argument.

John Burdon Sanderson Haldane

A vast list of acoustic imaging algorithms exists in the literature. In this chap-
ter, a brief explanation of the basics of acoustic beamforming is given. Some
advanced methods are based on the deconvolution of the sound sources, i.e.,
the removal of the effect of the Point Spread Function (PSF) of the microphone
array, such as CLEAN–SC, DAMAS, etc. These methods aim at enhancing the
results of conventional beamforming, but their computation time is consider-
ably larger. This chapter aims to summarize the most widely–used acoustic
imaging methods and their applicability for aeroacoustic experiments. An il-
lustrative benchmark case for simulated trailing–edge noise is included, com-
paring the performance of several methods1.

1Some of the contents of this chapter are included in [1–7].
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Figure 4.1: Diagram explaining the performance of delay–and–sum beamforming in the time domain.

4.1. Basics of beamforming
To provide an introductory understanding to acoustic imaging algorithms, the delay–
and–summethod [8–10] is explained in this section as an illustrative technique. This
algorithm works in the time domain and is based on the time delays and pressure
amplitudes recorded by the microphones in an array.

In practice, the locations of the sound sources are not known a priori, so a scan
grid covering all the potential expected source locations is defined. Figure 4.1 il-
lustrates an example application case of delay–and–sum beamforming. Consider
a single sound source located in the scan point 𝝃 and a linear array of 𝑁 micro-
phones2. Due to the relative position of the microphones with respect to the sound
source, the sound will arrive earlier at the nearest microphones. In this case, mi-
crophone 1 will be the first to receive the sound signal and microphone 𝑁 will be
the last (𝑟 , < 𝑟 , , where 𝑟 , is the distance between the 𝑗th grid point and the
𝑛th microphone). The time delay between both microphones depends on the travel
distances from the source to each microphone Δ𝑡 = (𝑟 , − 𝑟 , )/𝑐. Moreover, the
pressure amplitude recorded by microphone 𝑁 will also be slightly lower than the
one recorded by microphone 1, due to the larger travel distance, see section 3.1.2.

An exhaustive search process is performed by evaluating each point of the scan
grid, for which the microphone time signals are shifted to account for the different
relative time delays Δ𝑡 and the amplitude losses due to the sound spreading [11].
Afterwards, the corrected time signals from all microphones are summed for that
grid point. In case there is actually a sound source at the considered location
(such as for 𝝃 in Fig. 4.1), the summed signals will be in phase and their sum will
provide a high amplitude. On the other hand, if no sound source is present in the
considered grid point (such as for 𝝃 in Fig. 4.1), the summed signals will present
random phase and their sum will have a low amplitude. Therefore, the phased
microphone array amplifies the sound from the grid point considered with respect
to the sound coming from other directions [11].

2For simplicity a linear array is considered here, but the explanation can be easily extended to a planar
array.
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If the squared pressures of each grid point are plotted (normally in logarithmic
scale in dB, i.e., 𝐿p, see Appendix A.1), a source map (also known as beamform
plot) is obtained, see right part of Fig. 4.1. In this plot, the beamwidth (𝐵𝑊), main
lobe and sidelobes introduced in Fig. 3.11 can also be observed, which determine
the concepts of spatial resolution and sidelobe level (𝑆𝐿) introduced in section 3.2.
For quantifying the strength of the sound source, the summed signal needs to be
averaged by the number of microphones 𝑁.

More advanced time–domain methods have been developed in the past [12–15],
some of them are especially tailored for moving sources [16], with special focus on
rotating sources, such as wind turbines or propellers.

4.2. Conventional Frequency Domain Beamforming
(CFDBF)

If we transfer the delay–and–sum beamforming method explained in section 4.1
to the frequency domain, we obtain the so–called Conventional Frequency Domain
Beamforming (CFDBF) [8, 9]. CFDBF is a very popular method, since it is robust,
fast and intuitive. However, this algorithm (as well as its time–domain version)
suffers from the Sparrow resolution limit [17] (see Appendix D) and presents a
high sidelobe level, especially at high frequencies, see Fig. 3.11.

The CFDBF algorithm considers the Fourier transforms (see Appendix C.1) of
the recorded pressures in each of the 𝑁 microphones of the array (�̃� ) as an 𝑁–
dimensional vector 𝒑(𝑓) ∈ ℂ × , with frequency (𝑓) dependence

𝒑(𝑓) = (
�̃� (𝑓)
⋮

�̃� (𝑓)
) . (4.1)

Assuming a single sound source in the scan point 𝝃 , the received signal is
modeled as 𝑠 𝒈 , where 𝑠 is the source strength and 𝒈 ∈ ℂ × is the so–called
steering vector. The steering vector has 𝑁 components, 𝑔 , , 𝑛 ∈ [1, … , 𝑁], which
are the modeled pressure amplitudes at the microphone locations for a sound source
with unit strength at that grid point [18].

There are several possible steering vector formulations in the literature [19, 20],
each of them with different advantages and limitations. For simplicity, monopole
sources are normally considered, although it is possible to consider other sources,
such as dipoles [21, 22]. For a stationary point source, the steering vector is the
free–field Green’s function of the Helmholtz equation [23]

𝑔 , =
exp (−2𝜋𝑖𝑓Δ𝑡 , )
4𝜋 ‖𝒙 − 𝝃 ‖ =

exp [ ‖𝒙 𝝃 ‖ ]

4𝜋 ‖𝒙 − 𝝃 ‖ , (4.2)

where 𝑖 = −1, 𝒙 = (𝑥 , 𝑦 , 𝑧 ) ∈ ℝ × , 𝑛 = 1,… ,𝑁 are the locations of the
𝑁 microphones, and Δ𝑡 , is the time delay between the emission at 𝝃 and the
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reception of the signal by the observer at 𝒙 . The distance between the 𝑗th grid
point and the 𝑛th microphone ‖𝒙 − 𝝃 ‖ is sometimes referred to as 𝑟 , .

For the case of moving sources (see section 3.1.2), a more complex expression
of Eq. 4.2 can be derived [1, 11, 16] that accounts for the source movement
[24]. An example of the application of the time–domain algorithm Rotating Source
Identifier (ROSI) [16] was shown in Fig. 3.8.

An estimate for the source autopower, 𝐴, at a source located at grid point 𝝃 is
obtained by minimizing (in a least–squares sense [11]) the difference between the
recorded pressure vector, 𝒑, and the modeled pressures for a source at that grid
point 𝝃 , 𝑠 𝒈

𝐴 (𝝃 ) = 1
2
𝒈∗⟨𝒑𝒑∗⟩𝒈
‖𝒈 ‖

= 𝒘∗𝑪𝒘 . (4.3)

In Eq. (4.3), an asterisk, (⋅)∗, denotes the complex conjugate transpose, ⟨ ⋅ ⟩
denotes the time average of several snapshots and 𝒘 is the weighted steering
vector (once again, several different formulations for the weighted steering vector
exist in the literature [19]):

𝒘 =
𝒈
𝒈∗𝒈 =

𝒈
‖𝒈 ‖

, (4.4)

and 𝑪 is the 𝑁×𝑁 Cross–Spectral Matrix (CSM) of the measured pressures, gener-
ated by averaging the Fourier–transformed sample blocks over time (see Appendix
C.3). The CSM is Hermitian (i.e., conjugate symmetric) and positive–semidefinite:

𝑪 = ⟨𝒑𝒑∗⟩. (4.5)

A source map (also known as beamform plot or acoustic image) obtained with
CFDBF is the summation of the PSFs of the actual sound sources, and since the
strengths of the sources are always positive because 𝑪 is positive–definite, (and
due to the fact that noise is present in practice) the source plot represents, in
practice, an overestimation of the actual source levels when multiple sound sources
are present.

4.2.1. Background noise suppression
For measurements featuring strong wind noise or TBL noise, such as in closed–
section wind tunnels [10, 18], the flow–noise signals can be approximated as inde-
pendent stationary stochastic processes [25]. If the averaging time is sufficiently
long, then the flow noise will contribute almost exclusively to the main diagonal of
the averaged CSM (see Appendix C.2.6), which does not include any phase infor-
mation and is, therefore, not critical for the array performance [11]. The elements
of the main diagonal of 𝑪 normally have much higher levels than the cross–powers
and they contribute to the beamforming results at each grid point, because there is
no phase cancellation [11] and, therefore, impose a noise floor in the source plots
that hampers the source identification process, see the left plot in Fig. 4.2.
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Figure 4.2: CFDBF source plots of a Fokker half–model in a closed–section wind tunnel without
diagonal removal (left) and with diagonal removal (right) [18].

Thus, the main diagonal of 𝑪 can be removed (converted to zeros) in order to
neglect the contribution of the noise which is incoherent for all the array micro-
phones. However, precaution has to be taken when removing the main diagonal of
𝑪, because, after that, 𝑪 is no longer positive–definite and the PSF can present neg-
ative values (which are not physical) and the negative sidelobes of strong sources
can eliminate weaker sources in some situations. This is explained by the appear-
ance of negative eigenvalues in 𝑪 when the main diagonal is removed, since the
sum of the eigenvalues of a square matrix is always equal to the sum of its diagonal
elements (zero, in this case). Hence, all the methods based on the CFDBF algorithm
will suffer from this issue with the Diagonal Removal (DR) process.

An example of the application of this technique can be observed in Fig. 4.2 for
a half–model of a Fokker 100 aircraft tested in the DNW–LST3 closed–section wind
tunnel [18]. A 96–microphone array was used, flush–mounted on one of the walls
of the wind tunnel.

4.2.2. Integration methods
For well–separated monopole sources, CFDBF provides the correct source sound
pressure levels 𝐿p as the peak levels in the source map[11]. In practice, this sit-
uation rarely occurs. Main lobes of closely–spaced sound sources can overlap,
sidelobes can deteriorate the source map, and the sound sources can be spatially
distributed, such as for trailing–edge noise. In these cases, the peak levels obtained
from CFDBF correspond to erroneous source levels. In addition, if coherence loss
[26] applies, the main lobe becomes broader and gets reduced in strength [11].

Different integration methods have been proposed [6, 7], to overcome all these

3Low–speed facility at the German–Dutch wind tunnels in Marknesse, Netherlands.
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issues. Three of them are described below, in increasing order of sophistication.

Source Power Integration (SPI)
In order to limit the effect of the array’s PSF, the Source Power Integration (SPI)
technique [18, 27] was proposed. The idea of the SPI method is to integrate the
source power within a predefined Region Of Integration (ROI), and suppose that
the integrated source power is represented by a simulated unit monopole. The
integrated source power needs to be scaled by determining a certain scaling factor
to normalize the total source power to a unit monopole source. This scaling factor,
therefore, represents the total sound power within the ROI.

Figure 4.3a shows an arbitrarily distributed sound source obtained from an ex-
periment. At the 𝑗th grid point, the source power estimate is 𝐴 ,exp (with 𝑗 ∈ 𝐽). By
applying the SPI method, the source powers from 𝐽 grid points within a predefined
ROI (framed by the dashed lines) are integrated and represented by a simulated
monopole source indicated by the 𝑘th grid point, as shown in Fig. 4.3b. The loca-
tion of the simulated monopole is usually defined in the center of the ROI. Instead
of 𝐴 ,exp in Fig. 4.3a, 𝐴 ,sim in Fig. 4.3b provides the source power of the simulated
monopole’s PSF at the 𝑗th grid point in the ROI. Normally, the maximum value of
𝐴 ,sim, i.e., the peak of the simulated monopole’s PSF at the 𝑘th grid point, is con-
sidered as one. Thus, the integrated source power from the experiment needs to
be scaled to match with the integrated source power of the monopole within the
ROI by dividing it by the sound power 𝑃exp as

𝐽

𝑗=1

∑𝐴𝑗,𝑒𝑥𝑝 

(a)

𝐽

𝑗=1

∑𝐴𝑗,𝑠𝑖𝑚 

𝑃𝑠𝑖𝑚 

+

(b)

Figure 4.3: (a) Example of the application of the SPI technique: Experimental distributed sound source
and (b) simulated point source. The dashed black rectangle denotes the ROI, and the white + marker
the location of the simulated point source [6].

∑ 𝐴 ,exp
𝑃exp

=
∑ 𝐴 ,sim
𝑃sim

, (4.6)

where 𝑃sim is typically taken as one. In order to correctly scale the integrated source
power from the experiment, the sound power 𝑃exp should represent the total sound
power within the ROI. The value of 𝑃exp can be solved from Eq. (4.6) as
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𝑃exp =
𝑃sim ∑ 𝐴 ,exp

∑ 𝐴 ,sim
=

𝑃sim ∑ (𝒘∗𝑪𝒘 )
∑ [𝒘∗ (𝒈 𝒈∗ )𝒘 ]

, (4.7)

where 𝒈 is the steering vector to the 𝑘th grid point, and 𝒘 = 𝒈 /‖𝒈 ‖ is the
weighted steering vector [18].

The ROI should encompass the complete sound source (see Fig. 4.3a) and be
large enough to capture the potential main–lobe broadening due to coherence loss
[11]. However, it should be ensured that the variation of the main lobe width is
always captured in the ROI for all considered frequencies. Furthermore, the choice
of the ROI should also avoid the contributions and sidelobes from other sound
sources and the noise floor from the source map [11].

This integration technique has been successfully applied to several wind–tunnel
experiments [18, 28–34] and aircraft flyover measurements[35–37], yielding ac-
curate sound pressure levels, even in the cases when coherence loss is present
[11].

Extension to line sources (SPIL)
In aeroacoustic measurements of leading– and/or trailing–edge noise, the presence
of a line source can be expected. When a certain source distribution is known be-
forehand, the simulated monopole source in the SPI method can be replaced by
another predefined source distribution to better represent the physical character-
istics of the source. In this case, the simulated monopole is replaced by a set of
linearly–arranged incoherent monopoles.

In practice, a large number 𝐾 of simulated incoherent point sources of equal
power level are placed along the expected location of the experimental line source
with steering vectors 𝒈 , 𝑘 ∈ 1, 2, … , 𝐾. To obtain the line source level, a minimiza-
tion problem can be solved for the difference between the measured CSM (𝑪) and
the CSM corresponding to the line source, 𝑳. This can be formulated as

min ‖𝑪 − 𝑃exp𝑳‖ , (4.8)

where 𝑳 is the CSM due to the simulated line source. By solving Eq. (4.8) for 𝑃exp
using a least–squares approach, Eq. (4.7) is updated as

𝑃exp =
𝑃sim ∑ (𝒈∗𝑪𝒈 )

∑ [𝒈∗ (∑ 𝒈 𝒈∗ )𝒈 ]
=
𝑃sim ∑ (𝒈∗𝑪𝒈 )
∑ (𝒈∗𝑳𝒈 )

. (4.9)

where 𝑃sim now is due to all 𝐾 simulated sources.
For distributed sound sources, the source coherence should be taken into ac-

count. However, the coherence length of a source is typically much smaller than
the main lobe width, so the assumption of distributed incoherent monopoles is, in
essence, valid [11].

This integration technique (SPIL) has proven to provide very accurate results
on synthetic data simulating trailing–edge noise in a closed–section wind–tunnel
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measurement, heavily contaminated by background noise, within the Array Methods
Benchmark [6, 32], see section 4.17. This technique even surpassed other more
sophisticated methods such as DAMAS or CLEAN–SC, see sections 4.6 and 4.5,
respectively. A sensitivity analysis of the choice of the ROI for this method has been
performed [6], see section 4.17. It has been recently applied to trailing–edge–noise
measurements in closed–section [38] and open–jet [7, 39] wind tunnels.

Inverse SPI (ISPI)
The SPI method can be extended to include multiple ROIs for which the simulated
sources are allowed to differ in power. This extension is known as Inverse SPI
(ISPI). It addresses a similar minimization problem as the one presented in Eq.
(4.8) considering 𝑍 different ROIs simultaneously (each of them with different sound
powers 𝑃exp, ). It is, therefore, assumed that the CSM results from 𝑍 line sources.
The minimization problem can be formulated as

min‖𝑪 −∑𝑃exp, 𝑳 ‖ . (4.10)

where the 𝑍 ROIs can have different sizes. This problem needs to be solved under
non–negative constraints of 𝑃exp, ≥ 0. A standard Non–Negative Least Squares
(NNLS) solver can be used [40].

This integration technique is especially useful for wind–tunnel measurements
featuring mounting plates for the test model, which can cause extraneous noise
sources on the junction between the test model and the mounting plates, also
known as “corner” sources [41]. These sources can contaminate the results of the
ROI of interest in experiments [30, 31, 33, 34, 42]. The aim of the ISPI technique
is to exclude their influence on the actual results by defining dedicated ROIs at the
expected locations of the “corner” sources.

If this method is taken to the limit of considering each single grid point as an
integration area (i.e., 𝑍 = 𝐽), the obtained method is in essence DAMAS [43],
explained later in section 4.6.

To demonstrate the added value of the ISPI method, a simulated line–source
benchmark similar to the one presented in section 4.17.1 was considered, but two
additional incoherent point sources were placed at both ends of the line, represent-
ing “corner sources” [6].

Figure 4.4 shows the ISPI and the SPI results of the mid–span integration area.
Results obtained with CLEAN–SC [44] (see section 4.5) are included as well. It is
observed that both SPI and CLEAN–SC fail at low frequencies, say below 700 Hz.
The ISPI results, however, show very small errors (with maximum differences of
0.18 dB) for the whole frequency range.

The absolute errors made by each method averaged over the whole frequency
range 𝜀 = ̄|Δ𝐿p| are indicated in Table 4.1. The three methods show relatively small
errors, although, for frequencies lower than 700 Hz, SPI considerably overpredicts
the results and CLEAN–SC shows an oscillating behavior. The results obtained with
the ISPI technique collapse almost perfectly with the exact solution.
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Figure 4.4: Results of the line–source with corner sources benchmark for the SPI, CLEAN–SC and ISPI
methods with . m. The exact solution is a constant level of dB per frequency (depicted in
blue) [6].

Table 4.1: Average absolute errors made by each method with respect to the exact solution.

Method 𝜀, [dB]
SPI 1.4031

CLEAN–SC 0.9266
ISPI 0.0754
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4.3. Functional beamforming
Functional beamforming is a method developed by Dougherty [45, 46] which is a
modification of the CFDBF algorithm. A similar formulation was first proposed by
Pisarenko [47]. Since the CSM is Hermitian and positive semidefinite, it can be
expressed as its eigenvalue decomposition

𝑪 = 𝑼𝜮𝑼∗ = ∑𝜎 𝒖 𝒖∗ , (4.11)

where 𝑼 is a unitary matrix whose columns are the eigenvectors (𝒖 , … , 𝒖 ) of 𝑪,
and 𝜮 is a diagonal matrix whose diagonal elements are the real–valued eigenvalues
(𝜎 , … , 𝜎 ) of 𝑪. In general, the number 𝐾 of non–zero eigenvalues is equal to the
number of incoherent sound sources that can be distinguished by the array [25].

The expression for the functional beamformer is

𝐴 (𝝃) = (𝒘∗𝑪 𝒘) = (𝒘∗𝑼𝜮 𝑼∗𝒘) , (4.12)

with 𝜈 ≥ 1 a parameter which needs to be set by the user. It can be easily proven
that for the case of 𝜈 = 1 the CFDBF method is obtained and that 𝜈 = −1 provides
the adaptive beamforming formula, see section 4.9.

For single sound sources, the PSF, which has a value of one at the correct source
locations (and alias points) and a value less than one elsewhere, is powered to the
exponent 𝜈. Therefore, powering the PSF at a sidelobe will lower its level, leaving
the true source value virtually identical [45] if an adequate grid is used [1]. For ideal
conditions, the dynamic range of functional beamforming should increase linearly
with the exponent value, 𝜈. Thus, for an appropriate exponent value the dynamic
range is significantly increased. The beamwidth of the main lobe decreases rapidly
with increasing 𝜈 approaching an asymptotic value of about 20% of the beamwidth
of the main lobe obtained with CFDBF [1]. In general, values higher than 𝜈 = 100
barely show further decrease.

In practice, the position vectors for the considered grid may not exactly coincide
with the actual position vector of the sound source (𝝃 ). In that case, the closest
scan point to the actual sound source (𝝃 ) will be treated in the same way as a
sidelobe since the PSF will have a value less than one there. Around the true
source location, the shape of the PSF can be approximated as cos (𝜑), where 𝜑
is the angle between 𝒈 and 𝒈 in the 𝑁–dimensional steering vector space [45].
After applying functional beamforming with an exponent 𝜈 (employing Bernoulli’s
inequality and considering small values of 𝜑), the PSF at 𝝃 can be approximated
as

cos (𝜑) ≈ (1 − 𝜑2 ) ≥ 1 − 𝜈𝜑 . (4.13)

Therefore, any potential difference between the source position 𝝃 and the clos-
est grid point 𝝃 would imply an approximate autopower reduction given by the
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factor (1 − 𝜈𝜑 ). Therefore, finer grids and accurate array calibration are recom-
mended, because they imply lower values of 𝜑, with the limitation of their higher
computational demand [1]. Additionally, a careful study of the influence of 𝜈 on
the source levels is recommended in experimental applications [48]. In case signif-
icant 𝐿p reductions are observed, the value of the main lobe provided by the CFDBF
method should be taken as a reference. A solution for this issue is to scale the
whole source map so that the maximum 𝐿p coincides with that obtained with the
CFDBF method, which is assumed to provide the correct value [2].

The application of the diagonal removal technique aforementioned (Sec. 4.2) to
functional beamforming is even more prone to errors, since this algorithm is based
on the eigenvalue decomposition of the CSM. Mitigation of the diagonal removal is-
sue is possible with CSM diagonal reconstruction methods (also known as diagonal
denoising) [25, 49, 50] that reduce the autopower elements on the CSM diagonal as
much as possible, while maintaining the matrix positive semidefinite. This problem
can be solved efficiently and with guaranteed convergence using convex optimiza-
tion [25]. This technique performs more efficiently if the number of incoherent
noise sources 𝐾 is smaller than the number of microphones 𝑁.

In previous work, functional beamforming has been applied to numerical simula-
tions [1, 45, 46], controlled experiments with components in a laboratory [45, 46]
and to full–scale aircraft flyover measurements under operational conditions [1,
2, 35, 37, 51]. More details about the experimental setup can be found in section
5.1.1. Figures 4.5 and 4.6 present the results of different acoustic imaging methods
(CFDBF, functional beamforming, CLEAN–SC (see section 4.5) and robust adaptive
beamforming (see section 4.9)) applied to two aircraft flyovers which belong to a
measurement campaign in Amsterdam Airport Schiphol, where 115 landing aircraft
were recorded with a 32–microphone array [1, 2, 35, 36, 51] and a diameter of
1.7 m (i.e., about seven times fewer microphones and seven times smaller than
for the array used in Fig. 3.7). A more detailed description of the experimental
setup is included later in section 5.1.1. These flyovers were selected because they
presented a strong tonal component at the presented frequencies: 1630 Hz and
7140 Hz, respectively [1].

Figure 4.5 shows the source plots for an Airbus A321 flyover at 1630 Hz, where
the main noise source seems to be the nose landing gear (see Chapter 5 for more
details). Functional beamforming (with 𝜈 = 100) and CLEAN–SC present the highest
dynamic ranges. Figure 4.6 shows the source plots for a Fokker 70 flyover at 7140
Hz, where the main noise sources appear to be located at the MLG wheels. Once
again, functional beamforming (with 𝜈 = 100) and CLEAN–SC present the highest
dynamic ranges, but CLEAN–SC only shows one of the two sources (left). Figures
4.5 and 4.6 show that even with a relatively cheap and small experimental setup,
satisfactory results can be obtained for aircraft flyover measurements.

The computation time for the functional beamforming is basically identical to the
CFDBF one, since the only relevant operation added is the eigenvalue decomposition
of 𝑪 [1], which is typically a fast process.

A similar integration method as the SPI technique explained in section 4.2.2 was
used for quantifying noise sources in flyover measurements [38, 52]. A somewhat
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Figure 4.5: Acoustic source plots for an Airbus A flyover at Hz. From left to right and from top
to bottom: CFDBF, functional beamforming with , CLEAN–SC and RAB . . The outline
of the aircraft has been added for clarity reasons. Adapted from [1].
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Figure 4.6: Acoustic source plots for a Fokker flyover at Hz. From left to right and from top
to bottom: CFDBF, functional beamforming with , CLEAN–SC and RAB with . . Adapted
from [1].
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similar time domain technique based on the generalized mean of the generalized
cross correlation has been developed recently [53, 54].

4.4. Orthogonal beamforming
Orthogonal beamforming [55–57], similarly to functional beamforming, is also based
on the eigenvalue decomposition of the CSM. It builds on the idea of separating the
signal and the noise subspace [58]. In a setup with 𝐾 incoherent sources and
𝐾 < 𝑁, it is reasonable to assume that the (𝑁 − 𝐾) smallest eigenvalues are at-
tributed to noise and are all equal to �̂� . The CSM eigenvalue decomposition can
be written as

𝑪 = 𝑼 𝜮 𝑼∗ + �̂� 𝑰, (4.14)

where �̂� contains the power from uncorrelated sound sources (e.g., generated by
non–acoustic pressure fluctuations, the microphone electronics and data acquisition
hardware). Hence, the eigenvectors in 𝑼 span the signal subspace of 𝑼, whereas
the remaining eigenvectors span the noise subspace.

Let the 𝑁×𝐾 matrix 𝑮 contain the transfer functions (i.e., the steering vectors)
between the 𝐾 sources and 𝑁 microphones [𝒈 ,… , 𝒈 ] (see Eq. (4.2)). As shown
in [57], the matrix 𝜮 is mathematically similar to (𝑮∗𝑮)𝑪 and, therefore, it has the
same eigenvalues. Here 𝑪 is the CSM of the source signals. The main idea behind
orthogonal beamforming is that each eigenvalue of 𝜮 can be used to estimate the
absolute source level of one source, from the strongest sound source within the
map to the weakest, assuming orthogonality between steering vectors.

In a second step, these sources are mapped to specific locations. This is done
by assigning the eigenvalues to the location of the highest peak in a special beam-
forming sound map, which is purposely constructed from a rank–one CSM that is
synthesized only from the corresponding eigenvector. Hence, the map is the out-
put of the spatial beamforming filter for only one single source and the highest
peak in this map is an estimate of the source location. The main diagonal of the
reduced CSM for each eigenvalue may be removed to reduce uncorrelated noise.
The beamforming map can be constructed on the basis of vector–vector products
and is, therefore, computationally very fast.

An important parameter in the eigenvalue decomposition, which has to be ad-
justed by the user, is the number of eigenvalues 𝑘 that span the signal subspace
𝑼 . In a practical measurement, a reliable approach is to estimate the number
of sources 𝐾 and choose a value 𝑘 > 𝐾. If the last eigenvalues represent sources
that only marginally contribute to the overall sound level, the most important sound
sources will be correctly estimated by using a value of 𝑘 considerably smaller than
𝑁. The influence of the number of eigenvalues 𝑘 considered for orthogonal beam-
forming can be observed in Fig. 4.7 for trailing–edge noise measurements of a
tripped NACA 0012 airfoil with a span of 0.15 m with a freestream velocity of 81.5
m/s and zero angle of attack. As expected, the results converge to a final solu-
tion when the value of 𝑘 is increased. The results obtained with DAMAS with 500
iterations are also plotted for comparison purposes. Ray tracing was applied to
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Figure 4.7: Trailing–edge noise spectra for a NACA airfoil using orthogonal beamforming consid-
ering different number of eigenvalues [5].

the results to account for refraction at the shear layer and diagonal removal was
applied for both methods. The results in Fig. 4.7 represent the integrated source
maps over a region covering a part of the trailing edge. Further comparisons of
orthogonal beamforming with other acoustic imaging methods can be found in the
literature [59–62].

Since the eigenvalue decomposition of the CSM results in a reduced number
of point sources in the map, which is always less than or equal to the number of
microphones, the sum of all source strengths within the map is never greater than
the sum of the microphone auto spectral densities. Hence, the sum of the acoustic
source strengths is never overestimated.

4.5. CLEAN–SC
CLEAN–SC [44] is a frequency domain deconvolution technique developed by Si-
jtsma and based on the radio–astronomy method CLEAN–PSF [63]. Dougherty and
Stoker [64] already applied CLEAN–PSF to aeroacoustic measurements for the first
time in 1998. CLEAN–SC uses the fact that the sidelobes are spatially coherent with
the main lobe [44].

CLEAN–SC assumes that the CSM can be written as a summation of contributions
from 𝐾 incoherent sources:

𝑪 = ∑ ⟨𝒑 𝒑∗ ⟩. (4.15)

Herein, 𝒑 are the 𝑁–dimensional acoustic “source vectors” representing the
Fourier components of the signals from the 𝑘th source. The assumption of Eq.
(4.15) is valid under the following conditions:
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• The CSM is calculated from a large number of time blocks, so that the en-
semble averages of the cross–products 𝒑 𝒑∗, 𝑘 ≠ 𝑙, can be neglected, see
Appendix C.

• There is no decorrelation of signals from the same source between different
microphones (e.g., due to sound propagation through turbulence, see section
3.1.1).

• All sound sources present are incoherent.

• There is no additional incoherent noise.

The CLEAN–SC algorithm starts by finding the steering vector yielding the max-
imum value of the beamforming source plot (Eq. (4.3)), say at scan point 𝝃 :

max(𝐴) = 𝐴 (𝝃 ) = 𝒘∗𝑪𝒘 . (4.16)

The corresponding “source component” 𝒉 representing the identified source’s
contribution to the CSM is defined by

𝒉 =
𝑪𝒘
𝐴 (𝝃 ) . (4.17)

Insertion of Eq. (4.15) yields

𝒉 =
∑ (𝒑∗𝒘 )𝒑

𝐴 (𝝃 ) . (4.18)

The source component 𝒉 can be considered as an improved version of the
steering vector 𝒈 because it is more proportional to the unknown source vector 𝒑 .
Thus, CLEAN–SC has low sensitivity to errors made in the source model that describe
the sound propagation, i.e., if the steering vectors considered do not exactly match
with the source vectors [3].

If the sources are well separated, then the term between parentheses in Eq.
(4.18) is large when there is a close match between 𝒘 and the peak source and
small for the other sources. Then, the source component 𝒉 provides a good esti-
mate of the loudest source vector, even if this vector is not exactly proportional to
the corresponding steering vector.

Thus, the following estimate is obtained:

𝒑 𝒑∗ =
[𝐴 (𝝃 )] 𝒉 𝒉∗
|𝒑∗𝒘 | ≈ 𝐴 (𝝃 )𝒉 𝒉∗ . (4.19)

This expression is subtracted from the CSM and the source is given an amplitude
which is related to the average autopower of the microphone array. This quantity
is often multiplied by a so–called loop gain or damping factor �̃�, with 0 < �̃� ≤ 1
[44]. This is done to take into account the contributions of other sound sources,
which are normally small [65]. Hence, the CSM for the 𝑖th iteration of CLEAN–SC is
calculated as
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Figure 4.8: Acoustic source plots of an Airbus A half–model in a closed–section wind tunnel at
Hz for CFDBF (left) and CLEAN–SC (right) [16].

𝑪( ) = 𝑪( ) − �̃�𝐴 (𝝃 )𝒉 𝒉∗ . (4.20)

Then, the same procedure is repeated for the remaining CSM, until a certain stop
criterion is fulfilled [44]. Ideally, the remaining CSM is “empty” after the iteration
process. In other words, its norm should be small compared to the one from the
original CSM. The new source map is obtained by the summation of the clean beams
of the 𝐾 identified sound sources and the remaining degraded CSM [65]. This
method can also be applied after applying diagonal removal to the CSM [3].

This method works well for the case of a well–located source and it is espe-
cially suitable for closed–section wind–tunnel measurements. A successful exam-
ple of CLEAN–SC is presented in Fig. 4.8 for a scale model of an Airbus A340 in
the closed test section of the DNW–LLF4 wind tunnel [44]. The application of the
CFDBF algorithm at a frequency of 12360 Hz shows a dominant outer–wing slat
noise source (which was found to be due to the low Reynolds number of the flow)
but its sidelobes mask useful information about other noise sources. CLEAN–SC
reveals additional leading–edge noise sources between the main source and the
outer engine, which are not visible with CFDBF. An application of this method for
aircraft flyover measurements [1] can be found in Figures 4.5 and 4.6. CLEAN–SC
has also been applied to turbofan engine noise tests [66].

Another algorithm called TIDY [67] is similar to CLEAN–SC but works in the
time domain, using the cross–correlation matrix instead of the CSM. TIDY has been
used for the imaging of jet noise [67, 68] and motor vehicle pass–by tests [69]. An
implementation of CLEAN–PSF in the time domain called CLEANT was proposed by
Cousson et al. [70] and applied to rotating sound sources in a laboratory.

4Large Low–speed facility at the German–Dutch wind tunnels in Marknesse, Netherlands.
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Figure 4.9: One–third–octave band ( kHz) acoustic source plots for two sound sources in an anechoic
chamber separated . m and located at the intersections of the dashed lines. Each source plot cor-
responds to a different method: CFDBF (left), CLEAN–SC (center) and HR–CLEAN–SC (right). Adapted
from [3]

4.5.1. High–Resolution CLEAN–SC
A disadvantage of CLEAN–SC is that it does not provide a spatial resolution beyond
the Rayleigh limit (see Appendix D), i.e., if two sources are too close to each other,
the CFDBF peak is somewhere in between both sources (the “source marker”) and
the corresponding CLEAN–SC source component is a linear combination of the two
individual sources [3]. In these cases, an alternative source marker can be consid-
ered, away from the actual peak position in a location within the main lobe of the
PSF where the CFDBF source map is dominated by either one of the sources, so
that the relative influence of the PSFs of the other (𝐾−1) sources is minimized. The
location of the source markers can be restricted to a predefined set of grid points de-
termined by the source marker constraint �̃�, which limits how far the source marker
is allowed to move from the main lobe’s peak [65]. It is desirable to remain on the
main lobe because other sources might have different PSFs [3, 4] and also to have
�̃� larger than the Maximum Sidelobe Level (MSL) [65]. The source components
obtained this way are considerably better estimates of the microphone array data
from the true sources. To determine the best source marker positions, an iterative
procedure starting with the standard CLEAN–SC solution can be performed. The
improved sources locations can be calculated by applying CFDBF to the improved
source components. These steps constitute the basis of the high–resolution version
of CLEAN–SC (HR–CLEAN–SC) [3, 4, 71]. The additional required computation time
with respect to the standard version of CLEAN–SC is limited as long as the number
of incoherent sound sources 𝐾 is limited. Normally, the solution converges in less
than 20 steps [3, 4].

HR–CLEAN–SC has been applied successfully to simulated data [71], to experi-
mental data using two speakers in an anechoic chamber [3, 4], see Fig. 4.9, and
to aeroacoustic measurements of a nose landing gear in an open–jet wind tunnel
[52]. The spatial resolution in these cases was increased by, typically, a factor
of two with respect to the standard CLEAN–SC method. Therefore, the Rayleigh
resolution limit can be surpassed because the method considers additional informa-
tion, such as the number of sound sources present. This parameter is normally not
known a priori, but a simple iterative process can be performed, where different
number of sources can be considered until the solution converges. A first guess for
the number of sound sources present may be the number of non–zero eigenvalues
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of the CSM [57], which is at most the rank of the matrix.
An adaptive version of HR–CLEAN–SC was recently proposed by Luesutthiviboon

et al. [65, 72], which considers a frequency–dependent source marker constraint
�̃� = �̃�(𝑓) because the sidelobe level strongly depends on the frequency considered
[10]. This value can be obtained by calculating the MSL per frequency and choos-
ing �̃� accordingly or by approximating it through empirical formulae [73] to ease
the computational effort. The adaptive HR–CLEAN–SC method was applied to an
experiment with several speakers in an anechoic chamber showing that even better
results than with the simple HR–CLEAN–SC can be obtained.

4.6. DAMAS
The Deconvolution Approach for the Mapping of Acoustic Sources (DAMAS) is a tool
for quantitative analysis of beamforming results that was developed in the NASA
Langley Research Center by Brooks and Humphreys [43, 74, 75]. This method
solves the following inverse problem in an attempt to remove the influence of the
array geometry and aperture from the output of CFDBF:

𝒚 = �̃��̃�, (4.21)

where 𝒚 ∈ ℝ × is a column vector whose elements are the source autopowers of
the 𝐽 grid points of the source map obtained with CFDBF, �̃� ∈ ℝ × is the propagation
matrix whose columns contain the PSF at each of the 𝐽 grid points, and �̃� ∈ ℝ × is a
column vector containing the actual unknown source autopowers. Due to the finite
resolution and the presence of sidelobes �̃� ≠ 𝒚. For practical cases, the number of
grid points 𝐽 is high and much larger than the number of actual sources 𝐾.

DAMAS considers distributions of incoherent point sources located at the grid
points and attempts to determine each source power by solving the inverse problem
of Eq. (4.21), subject to the constraint that source powers are non–negative. The
problem is commonly solved using a Gauss–Seidel iterative method, which typically
requires thousands of iterations to provide a “clean” source map. For practical grids,
the large size of �̃� can become an issue. The computation time of DAMAS employed
this way is proportional to the third power of the number of grid points, 𝐽 . In most
applications �̃� is singular and not diagonal dominant [76] and the convergence
towards the exact solution is not guaranteed. DAMAS has no mechanism to let the
iteration converge towards a well–defined result and the solution may depend on
how the grid points and the initial values are ordered [76].

The inverse problem in Eq. (4.21) can also be evaluated using efficient NNLS
solvers [40, 76, 77]. In case the sparsity of the vector �̃� is considered, the in-
verse problem can also be solved with greedy algorithms, such as the Orthogonal
Matching Pursuit (OMP), which approximates the solution in a considerably lower
computation time, proportional to 𝐽 instead of 𝐽 . The different steps of OMP are
summarized in [78]. The Least Angle Regression Lasso algorithm (LarsLasso) also
benefits of the sparsity of �̃� but requires the choice of a regularization factor by the
user, which can be quite complicated for non–experienced users [77]. Herold et al.
[77] compared the NNLS, OMP and LarsLasso approaches on an aeroacoustic exper-
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Figure 4.10: NASA image source for kHz and / . [74].

iment and found that only NNLS and LarsLasso (using an appropriate regularization
factor) surpass the classic DAMAS algorithm in terms of overall performance.

One of the most famous results of DAMAS is depicted in Fig. 4.10, where sim-
ulated incoherent monopoles were distributed to form the word NASA [74]. The
grid spacing Δ𝑥 was chosen to be 25.4 mm (1 inch), which normalized by the array
beamwidth 𝐵𝑊 provides Δ𝑥/𝐵𝑊 = 0.25. Apart from considerably improving the
results of CFDBF (top left), the integrated sound levels rapidly converged to the
correct value (within 0.05 dB after 100 iterations) [74].

DAMAS was later extended to allow for source coherence (DAMAS–C) [79].
Whereas the computational challenges in the use of DAMAS–C have limited its
widespread application, conventional DAMAS has shown its potential with coherent
source distributions in jet–noise analyses [80]. This jet–noise study also demon-
strated the use of in–situ point source measurements for the calibration of array
results. Slat–noise measurements in a wind tunnel [42] showed that DAMAS pro-
vides very similar results as CFDBF.

A similar method to DAMAS–C called noise source Localization and Optimization
of Phased Array Results (LORE) was proposed by Ravetta et al. [81, 82]. LORE first
solves an equivalent linear problem as DAMAS using a NNLS solver, but considering
the complex PSF [81, 82], which contains information about the relative source
phase. The output obtained is optimized solving a non–linear problem. Satisfactory
results were obtained in simulated and experimental cases in a laboratory featuring
incoherent and coherent sound sources [81, 82]. Whereas this method is faster
than DAMAS–C, it does not provide accurate results when using diagonal removal
and when calibration errors are present in the microphone array [81, 82].
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4.6.1. DAMAS2
Further versions of DAMAS have been proposed in the literature [83–85], especially
for reducing the high computational cost that it implies. For example, DAMAS2
assumes that the array’s PSF is shift–invariant. The term shift–invariant describes
the property that the characteristics of the PSF do not vary relative to the source
position even if the absolute position of that source in the steering grid is changed.
Thus, if a source is translated by a certain offset, the entire PSF will also translate
with it. The error involved in this assumption is small in astronomy applications [63]
where the distance between the source and the observer is huge compared to the
size of the array or of the source itself, but in aeroacoustic measurements the PSF
can vary significantly within the source region [76]. The distortion of the PSF away
from the center of the scanning domain can be alleviated by including spatial–
differentiation terms [86]. When applied, the size of the PSF has to be chosen
large enough to prohibit wrapping, which has been implemented in DAMAS2.1 [87].
Also, a fast implementation of DAMAS–C based on similar techniques to reduce
computational costs as DAMAS2 has been introduced [88], exploiting the benefits
of convolution using Fourier transforms. Embedded versions of DAMAS2 and a
Fourier–based NNLS approach of DAMAS were proposed by Ehrenfried and Koop
[76] which do account for the shift variation of the PSF and are potential faster
alternatives compared to the original DAMAS algorithm.

4.7. Wavenumber beamforming
A different steering vector representation can be used to display the sources in
terms of propagation characteristic, rather than source position (as in Eq. (4.2)).
The uniformly weighted steering vector can be written as

𝑔 , = exp [−𝑖 (𝑘 , 𝑥 + 𝑘 , 𝑦 )], (4.22)

which is the representation of a planar wave. In contrast to monopole sources,
which cast a near–field–like pressure pattern on the array, the sources used for
wavenumber beamforming are located at infinite distance and can, therefore, con-
veniently be characterized by their wavenumbers 𝑘 and 𝑘 as a plane wave [89].
This type of beamforming is particularly useful when mechanisms resulting in dif-
ferent propagation speeds and directions are present, provided that far–field con-
ditions apply. This technique has been used to distinguish between the noise from
a model and duct modes in a closed–section wind tunnel [90] and to characterize
the TBL propagation and the acoustic disturbances of a high–speed wind–tunnel
flow [91–93] and of an aircraft boundary–layer flow [94].

The planar wave approach produces beamforming maps based on a shift–invariant
PSF which makes them very suitable for further processing with DAMAS2.1 [87], see
section 4.6.

Exemplary plots of the wavenumber domain for 𝑓 = 1480Hz are shown in Fig.
4.11. Due to the relation �̃� = 2𝜋𝑓/ ‖𝒌‖ with �̃� being the propagation velocity, and
𝒌 = (𝑘 , 𝑘 ) the wavevector of a source, each position in the map represents a
different propagation velocity. Sources with a propagation speed equal to or higher
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Figure 4.11: Wavenumber representation of the pressure fluctuations over a flat plate in: a closed–
section wind tunnel at Hz and . (left) and on an aircraft fuselage in a flight test at

Hz and . (right). The and axes have been normalized by the acoustic wavenumber
/ [94].

than the speed of sound are located in the elliptic–shaped acoustic domain shown
in both plots in Fig. 4.11 with a solid black line. In the closed–section wind–tunnel
test of Fig. 4.11 (left), acoustic sources are present while the flight test data of
Fig. 4.11 (right) appear to be free of dominant acoustic content at the frequency
shown. The elongated spot on the right hand side outside the acoustic domain
is a representation of the pressure fluctuations caused by the subsonic TBL flow.
In the wind–tunnel data, this elongated spot is seen to be parallel to the 𝑘 –axis,
indicating a flow component only in the 𝑥–direction. In the flight test plot, the
elongated shape is rotated slightly about the origin, which indicates a flow direction
that is not aligned with the array’s 𝑥– and 𝑦–axes. The wavenumber domain can
be used to easily separate between different propagation mechanisms.

4.8. Linear programming deconvolution (LPD)
Linear Programming Deconvolution (LPD) [95] is basically a faster alternative than
DAMAS to solve the inverse problem introduced in Eq. (4.21). It considers the
additional constraint that no correct model of the beamform map �̃��̃� would exceed
the beamform source map obtained by CFDBF 𝒚 anywhere. This difference (𝒚 −
�̃��̃�) represents the effect of uncorrelated sound sources that were present in the
measurement but not in the model, such as background noise, microphone self
noise and long–range reflections [95].

Hence, an approach to obtain �̃� is to maximize the model �̃��̃�, subject to the
constraint that it nowhere exceeds 𝒚. Defining the 1 × 𝐽 propagation vector 𝒄 as
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𝑐 =∑𝐴 , , with 𝑗 = 1,… , 𝐽. (4.23)

Therefore, the proposed problem is to maximize the product 𝒄⋅�̃�, subject to �̃��̃� ≤
𝒚 and �̃� ≥ 0. This linear programming problem can be solved, for example, by the
simplex algorithm, which guarantees finding an optimal solution in a finite number
of steps, provided that a feasible vector exists, and that the objective function
is bounded. Unlike DAMAS (see section 4.6), LPD has a definite result with no
uncertainty about whether a sufficient number of iterations has been performed
[95].

However, a disadvantage of LPD is that is does not work well with diagonal
removal [95]. An alternative approach is to add an extra element to �̃� which rep-
resents the incoherent noise level. The matrix �̃� would now be 𝐽 × (𝐽 + 1) and the
extra column is filled with ones.

This method has been applied to a distribution of aeroacoustic point sources
in a laboratory [95] and was shown to provide better resolution than the Sparrow
resolution limit.

A combination of LPD and functional beamforming has been proposed by Dougherty
[46] showing even better results due to the higher dynamic range offered by func-
tional beamforming.

The application of LPD, however, breaks up continuous source distributions into
spots. This method is, thus, appropriate for discrete sources and for situations
where the spatial resolution is more important than the dynamic range.

4.9. Robust adaptive beamforming (RAB)
Adaptive beamforming [96, 97], also known as Capon or minimum variance distor-
tionless response beamforming, can produce acoustic images with a higher spatial
resolution than CFDBF and has been used in array signal processing for sonar and
radar applications. This method uses a weighted steering vector formulation that
maximizes the SNR

𝒘Capon, =
𝑪 𝒈
𝒈∗𝑪 𝒈 . (4.24)

It is natural to expect that adaptive beamforming could be helpful to locate
aeroacoustic noise sources more accurately and better minimize the convolution
effects, [98] which, in turn, could produce array outputs of higher quality saving
the computational efforts of deconvolution methods. However, Huang et al. [99]
showed that adaptive beamforming is quite sensitive to any perturbations and its
performance quickly deteriorates below an acceptable level, preventing the direct
application of present adaptive beamforming methods for aeroacoustic measure-
ments. A new derivation for the adaptive beamforming formula has been recently
proposed by Dougherty [100].
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To improve the performance, a robust adaptive beamforming (RAB) method
has been proposed [99] specifically for aeroacoustic applications. To mitigate any
potential ill–conditioning of the CSM, diagonal loading [99] is applied as

𝒘RAB, =
(𝑪 + 𝜖𝑰) 𝒈
𝒈∗ (𝑪 + 𝜖𝑰) 𝒈

, (4.25)

where 𝑰 is the 𝑁 × 𝑁 identity matrix. The value of the diagonal loading factor
𝜖 is usually determined empirically. One method proposed by Huang et al. [99]
consists of calculating the maximum eigenvalue 𝜎 of the CSM and multiplying it by
a diagonal loading parameter 𝜇 :

𝜖 = 𝜇 max (𝜎) . (4.26)

The value of 𝜇 is typically between 0.001 and 0.5 but needs to be iteratively
determined considering a quality threshold in the difference between the obtained
results and the CFDBF results, usually 3 dB. In general, smaller values of 𝜇 provide
acoustic images with better array resolution but the computation can fail due to
numerical instability. On the other hand, a larger value of 𝜇 generates results
more similar to the CFDBF. RAB can save significant amounts of postprocessing
time compared with deconvolution methods [99].

A different approach to calculate 𝜖, based on the white noise gain constraint
idea from Cox et al. [96], can be found in [101]. In this approach, however, a
different value of 𝜖 is calculated for each grid point, consequently increasing the
computational cost considerably.

An application of this method for aircraft flyover measurements [1] can be found
in Figs. 4.5 and 4.6.

Capon beamforming can be extended to treat potentially coherent sources [102].

4.10. Spectral Estimation Method (SEM)
The Spectral Estimation Method (SEM) [103] is intended for the location of dis-
tributed sound sources. It is based on the idea of describing the sound sources by
mathematical models that depend on several unknown parameters. It is assumed
that the PSD (see Appendix C.2.5) of the sources can then be expressed in terms of
these parameters. This method is also known in the literature as Covariance Matrix
Fitting (CMF) [61, 104–106].

The choice of the source model is based on the fact that an extended sound
source may only be viewed as an equivalence class between source functions radi-
ating the same pressure field on a phased microphone array. In many applications,
a majority of sound sources have smooth directivity patterns. This means that if
the aperture angle of a microphone array seen from the overall source region is
not too large, the directivity pattern of each region may be considered as isotropic
within this aperture, neglecting its directivity.

Therefore, SEMmodels the array CSM 𝐶 , with a set of 𝐽 uncorrelated monopoles
with unknown autopowers �̃� (see section 4.6), which is a quite appropriate model
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Figure 4.12: CFDBF (left) and SEM (right) source maps of an Airbus A /A half–aircraft model
tested in the CEPRA anechoic open–jet wind tunnel. [107]

to study airframe noise, by minimizing the following cost function (mean least–
squares error between the array and modeled matrices)

𝐹(𝑺) = ∑
,

|𝐶m,n −∑𝑔j,m�̃�j𝑔∗j,n| . (4.27)

The constraint of a non–negative PSD is satisfied by introducing a new un-
known 𝑠 defined by �̃� = 𝑠 . This allows the use of efficient optimization methods
for solving unconstrained problems. The resulting non–linear minimization prob-
lem is solved using an iterative procedure based on a conjugate gradient method
algorithm. The solution generally converges fast with only a few hundred iterations.

SEM has shown its efficiency in noiseless environments, on numerical simula-
tions [103] and on data measured during experiments performed with an Airbus
A320 half–aircraft model in the open–jet anechoic wind tunnel CEPRA 19 (see Fig.
4.12) at ONERA in France, where the microphone array was located outside of the
flow in the medium at rest [103, 107, 108]. An improved spatial resolution and a
reduction of the sidelobe level are observed by using SEM.

One big advantage of SEM over deconvolution methods using beamforming is
that the main diagonal of the CSM can be excluded from the optimization without
violating any assumptions. SEM can even be used to reconstruct the diagonal with-
out the influence of the spurious contributions. The resulting source distribution is
relatively independent on the array pattern and the assumed source positions can
be restricted to known regions on an aircraft.

In order to take into account the inevitable background noise in practical appli-
cations, an extension of SEM has been proposed: the Spectral Estimation Method
With Additive Noise (SEMWAN) [109]. This method is based on a prior knowledge
of the noise signal and it has the advantage of being able to reduce the smearing
effect due to the array response and, at the same time, the inaccuracy of the re-
sults caused by noise sources, which can be coherent as well as incoherent, with
high or low sound pressure levels. This technique is well suited for applications in
wind tunnels since, for example, a noise reference or record of the environmen-
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Figure 4.13: CFDBF with diagonal removal (left), SEM without diagonal removal (center), and SEMWAN
(right) source plots of a typical Airbus half–model tested in the closed test section of Bremen wind tunnel
at a frequency of Hz [5].

tal noise can be obtained prior to the installation of the model in the test section
[109, 110]. The performances of SEM and SEMWAN are evaluated in Fig. 4.13 for
an Airbus half–model for a one–third–octave frequency band centered at 2500 Hz
in a closed–section wind tunnel in Bremen compared to CFDBF with diagonal re-
moval. SEMWAN offers even better results than SEM compared to CFDBF, reducing
the influence of the background noise of the closed wind tunnel and showing two
main noise sources at the leading edges of the wing root and the wing tip. Addi-
tional results for the same model for a one–third–octave frequency band centered
at 3150 Hz are shown in Fig. 4.14, where results for CFDBF (with diagonal re-
moval), DAMAS (with diagonal removal) and SEMWAN are presented. Once again,
SEMWAN improves the results with respect to CFDBF and renders distributed sound
sources, in comparison with DAMAS, which only shows discrete point sources. The
integration area and the integrated spectra using SPI on the results obtained by
DAMAS and SEMWAN for an area covering the whole aircraft half–model are de-
picted in the bottom part of Fig. 4.14. The measured spectrum by the microphone
array is also plotted for reference. The SEMWAN spectrum presents a peak at
around 4 kHz which is also shown in the measured spectrum by the array but is not
captured by DAMAS. Moreover, SEMWAN provides higher noise reduction capabili-
ties than DAMAS, especially at low frequencies. Overall, both spectra (DAMAS and
SEMWAN) show comparable trends.

Another important issue arises when the acoustic measurements are performed
in a non–anechoic closed–section wind tunnel. In this situation, the pressures col-
lected by the microphones are not only due to the direct paths of the acoustic
sources but are also due to their unwanted reflections on the unlined walls, thereby
losing accuracy when calculating the power spectra. In order to remove this draw-
back, a multi–microphone cepstrum method, aiming at removing spurious echoes
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Figure 4.14: Top: Source plots with CFDBF with diagonal removal (left), DAMAS with diagonal removal
(center), and SEMWAN (right) of a typical Airbus half–model in landing configuration tested in the closed
test section of Bremen wind tunnel at m/s and at a frequency of Hz. Bottom: Integrated spectra
using SPI on the results of DAMAS and SEMWAN. The measured spectrum by the microphone array is
also plotted (in black) for reference [5].
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in the power spectra has been developed and tested successfully with numerical
and experimental data [111].

4.11. SODIX
SODIX (Source Directivity Modeling in the Cross–Spectral Matrix) is an extension
of SEM that can model sound sources with arbitrary directivities. The method was
initially developed for noise tests with engines in open static test beds to separate
the various broadband sound sources of turbofan engines, which are known to have
sizable directivities. However, the method can be applied to any problem where the
directivities of the sound sources are of interest.

The source model of SODIX extends the point–source model of SEM by re-
placing the omnidirectional source amplitudes 𝑠 with individual source amplitudes
�̃� , , which are proportional to the sound pressure radiated from a source 𝑗 to a
microphone 𝑚. The least–squares optimization problem features the cost function

𝐹(𝐷) = ∑
,

|𝐶m,n −∑𝑔j,m�̃�j,m�̃�j,n𝑔∗j,n| . (4.28)

A conjugate gradient method is used to determine the source amplitudes that
minimize the cost function in Eq. (4.28). Equation (4.28) was first published by
Michel and Funke [112, 113] in 2008. The constraint of positive source amplitudes
was considered similarly as in SEM (see section 4.10) by using �̃� = �̃� and solving
for �̃� [114]. This modification also increases the robustness of SODIX and makes
it converge from simple starting solutions, e.g., an energy–equivalent, constant
source distribution that can be directly derived from the microphone signals.

In order to reduce the number of possible solutions and to support physical re-
sults, smoothing terms can be added to the cost function [112–114]. The smooth-
ing terms prevent spurious peaks in the source amplitudes and can, therefore, also
improve the dynamic range of the results.

The source model of SODIX is based on two assumptions:

1. The amplitudes �̃� , of each point source may have different values for every
microphone.

2. The phase of a sound wave radiated by a point source spreads spherically,
i.e., according to the complex argument in the steering vector 𝑔 , .

Both assumptions are valid for the sound propagation within a single lobe in the
acoustic far–field of a multipole source.

As in the case of SEM (see section 4.10), the main diagonal of the CSM can
be removed from the calculations without violating any assumptions. This makes
SODIX, like SEMWAN (see section 4.10), suitable for closed–section wind–tunnel
applications.

The spatial resolution of SODIX was compared to that of CFDBF and various
deconvolution methods in [115]. The results showed that SODIX overcomes the
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Figure 4.15: SODIX results for the broadband noise in the Hz one–third–octave band during static
engine tests [5].

Sparrow resolution limit and, therefore, provides super–resolution. However, the
computational effort for SODIX is rather high, because the number of unknowns to
be determined, i.e., 𝐽 × 𝑁, can be very large.

The analysis of broadband noise during static engine tests with large linear mi-
crophone arrays demonstrated that SODIX can calculate reliable results over a wide
range of angles around the engine [114, 116]. Phase jumps between different ra-
diation lobes become a problem mainly for tonal noise. They violate the second
assumption in the source model and, therefore, lead to source distributions and di-
rectivities that are not representative. However, the main capability of SODIX is the
free modeling of the directivities of the sound sources: SODIX can not only account
for the multipole characteristics of the sound sources, but also for directivities due
to source interference within coherent sources, such as jet mixing noise.

SODIX was also successfully applied to engine indoor tests [116], ground tests
with an Airbus A320 aircraft [117–119], measurements of a CROR model in an
open–jet wind tunnel [120, 121] and measurements of model–scale turbofan–
nozzles in an open–jet wind tunnel [122]. Oertwig et al. [123] recently applied
SODIX using a relatively sparse microphone array showing good results. Exem-
plary SODIX results from static tests with a long–cowl turbofan engine at low en-
gine speed using a linear array with 248 microphones [116] are shown in Fig. 4.15.
The microphones were aligned parallel to the engine axis on the test–bed floor at a
distance of approximately 11.2 m to the engine axis. A linear grid of point sources
with a spacing of Δ𝑥 ≈ 0.25𝜆 between grid points is placed on the engine axis.

The source map on the left of Fig. 4.15 shows the source directivities as a
function of the source emission angle 𝜃 that is defined between the engine axis
and the connection from a source 𝑗 to a microphone 𝑚 with 𝜃 = 0∘ in flight
direction, see Fig. 3.9. SODIX models strong sources at the axial positions of
the intake and the nozzle. Jet sources appear close to the nozzle exit, which is
reasonable for a Strouhal number of 𝑆𝑡 = 4.6. All sources present strong directivities
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with peak radiation angles in the forward arc for the intake and in the rear arc for
the nozzle and the jet. The dynamic range of these results is greater than 20 dB.

In order to evaluate the contributions of the single sources in the far–field, the
source amplitudes were extrapolated to the positions of microphones at a distance
of 150 ft = 45.72 m which are commonly used for noise certification purposes.
With the assumption of an axisymmetric sound radiation of the engine, the source
amplitudes, �̃� , at emission angles corresponding to the far–field microphones (grey
lines in Fig. 4.15 (left)) are scaled according to the 1/𝑟 distance law, where 𝑟 is
the distance between the source and the observer. Dotted white lines around the
positions of the intake and the nozzle indicate the parts of the source grid that are
used for the calculation of the far–field contributions from the intake (𝑥 = −5.4 m)
and the nozzle (𝑥 = 0 m) in Fig. 4.15 (left). The far–field contribution of the jet is
calculated from all sources downstream of the nozzle region.

The far–field results of each component are shown in the right plot in Fig. 4.15.
The intake dominates in the forward arc up to 𝜃 ≈ 75∘. The sound field radiated
from the nozzle shows a maximum at 𝜃 ≈ 115∘ and the jet noise peaks at 𝜃 ≈ 125∘.
The sum of all sources (SODIX total) agrees very well with the measured data of
the far–field microphones. The trends also agree with those obtained by aircraft
noise prediction tools, see Figs 2.5 and 2.6.

The capability to model the directive sound sources of a turbofan engine makes
SODIX a useful tool for the development and the validation of new engine technolo-
gies. Other methods, which often consider monopole sources, would average the
sound field over the aperture of the array and therefore lead to inaccurate results.

4.12. Compressive sensing beamforming
Compressive sensing [124, 125] is a new paradigm of signal processing used in
the field of information technology which reduces sampling efforts extensively by
conducting 𝐿 optimization. Huang [126] provides a tutorial example to demon-
strate this method for potential aeroacoustic applications. A compressive sensing
based beamforming method has been developed recently for aeroacoustic appli-
cations [127], by assuming a spatially–sparse distribution of flow–induced sound
sources, 𝑺. In particular, a narrowband compressive sensing beamforming can be
performed by using a non–linear optimization algorithm, such as

arg min ||�̂�|| , subject to ||𝒑 − 𝑮�̂�|| ≤ 𝛿, 𝛿 ≥ 0, (4.29)

where here ̂(⋅) denotes the estimation and 𝛿 is a noise parameter for which 𝛿 = 0
if the measurements are free of noise. A more robust (but more complicated) form
can be found in reference [127].

This method has been adopted in the identification of spinning modes for turbo-
fan noise using microphone–array measurements. The required number of sensors
can be much less than the number required by the sampling theorem, as long as
the incident fan noise is sparse in spinning modes [128–131].

It should be noted that compressive sensing, unlike the beamforming methods
discussed, is an inverse method that aims to determine the phase and amplitude of
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the source distribution. The linear algebra problems at the core of inverse methods
are often severely underdetermined. Selecting a particular solution to display re-
quires that the undetermined components of the solution be established somehow.
The conventional approach of minimizing the 𝐿 norm of the solution can give solu-
tions that look incorrect because they have many small non–zero elements. Com-
pressive sensing can be considered as a cosmetic improvement that tends to cluster
the non–zero sources. If there is a reason to believe that the true sources have
this kind of distribution, then the compressive sensing result may be more accurate
than the conventional inverse solution. Several of the techniques discussed below
are also inverse methods that handle the ill conditioned problem in slightly different
ways.

4.13. Generalized inverse beamforming (GIBF)
The idea behind Generalized Inverse Beamforming (GIBF) [132] is to reconstruct the
CSM by a collection of partially coherent sources. Although a method exists which
directly recovers the entire CSM [133], its computational cost drastically increases
with the number of microphones. To reduce the computation time substantially, use
of an eigenvalue decomposition can be made, see Eq. (4.11). This decomposition
breaks the problem into 𝑁 decoupled equations as

�̃�𝑺 = √𝜎 𝒖 , (4.30)

where �̃� ∈ ℂ × denotes an 𝑁 × 𝐽 matrix consisting of steering vectors [𝒈 ..., 𝒈 ]
and 𝑺 represents a column vector of the complex source–amplitude distribution
(𝑠 , … , 𝑠 )⊺ corresponding to the 𝑛th eigenvector. Here (⋅)⊺ represents the trans-
pose.

In general, the number of grid points 𝐽 is considerably larger than the number
of microphones 𝑁. Therefore, Eq. (4.30) can be solved as an underdetermined
problem using generalized inverse techniques. The simplest method is to minimize
an 𝐿 norm, and to generate a source map for each eigenvector by solving

𝑺 ≈ �̃�∗ (�̃��̃�∗ + 𝜖𝑰) (√𝜎 𝒖 ) , (4.31)

where 𝜖 generally ranges from 0.1% to 10% of the maximum eigenvalue of 𝜮 to
numerically stabilize the matrix inversion (a systematic optimization method was
proposed in [134]). This solution actually serves as an initial condition for the
iterative method given below.

The resolution of source maps generated by Eq. (4.31) is, however, still com-
parable to CFDBF [135]. To increase the resolution, it is crucial to minimize an 𝐿
norm by iteratively solving

𝑺 ≈ 𝑾 �̃�∗ (�̃�𝑾 �̃�∗ + 𝜖𝑰) (√𝜎 𝒖 ) , (4.32)

where the superscript 𝑖 denotes the iteration counter, and 𝑾 is a 𝐽 × 𝐽 diagonal
matrix whose components are |𝑠 , |. The convergence can be accelerated by re-
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ducing the number of grid points through the iteration. Likewise, overdetermined
cases can be solved using an analogous generalized inverse technique [132].

Benefits of this algorithm are not only the treatment of the source coherence,
but also to include any types of prescribed sources in �̃�. Hence, in principle, mul-
tipoles in an arbitrary orientation can be detected and different types of sources
can be collocated at the same grid point. An application to duct acoustics, in which
overdetermined problems are typically solved, was studied in [136]. Several regu-
larization methods for GIBF were recently applied to airfoil–noise measurements in
open–jet wind tunnels [137, 138].

4.14. Iterative Bayesian Inverse Approach (IBIA)
Inverse methods are based on a global formulation and are used to identify the
source strength at all points of the scan grid at once. The output of the inverse
formulation is no longer described as single source autopowers 𝐴(𝝃 ) at each point
𝝃 of the grid, as in Eq. (4.3), but rather as a global source CSM, noted 𝑩 ∈ ℂ × ,
obtained as follows

𝑩 = 𝜳𝑪𝜳∗. (4.33)
The matrix𝜳(∈ ℂ × ) is a regularized inverse of �̃�, 𝑪 is the CSM of the signals at the
microphones, and the diagonal terms of 𝑩 represent the actual source autopowers
�̃� for 𝑗 ∈ [1, … , 𝐽]. The difficulty in applying inverse methods is to correctly build the
matrix 𝜳. This is not an easy task because the problem is often underdetermined
(𝐽 ≫ 𝑁), and ill–conditioned (steering vectors 𝒈 are far from being orthogonal to
each other, especially at low frequencies). Iterative Bayesian Inverse Approaches
(IBIA) are based on a Bayesian regularization process assuming a user–defined level
of sparsity. The first step of the iterative process is to calculate the pseudo–inverse
of �̃� with Tikhonov regularization:

𝜳 = �̃� = �̃�∗ (�̃��̃�∗ + 𝜂 𝑰) , (4.34)
where the regularization parameter 𝜂 is estimated using a Bayesian criterion [139–
141]. The optimal value of 𝜂 is defined as the one minimizing the following cost
function:

�̂� = argmin [∑ ln(�̃� + 𝜂 ) + (𝑁 − 2) ln(∑ �̃�∗𝑪�̃�
�̃� + 𝜂 )] , (4.35)

where �̃� and �̃� (𝑛 ∈ [1, … , 𝑁]) are singular values and left singular vectors of �̃�,
respectively. The sparsity constraint is then enforced through an iterative estimation
of 𝜳:

𝜳 = 𝑹 (�̃�𝑹 ) = (𝑹 ) �̃�∗ [�̃�(𝑹 ) �̃�∗ + 𝜂 𝑰] , (4.36)
where 𝑹 is a right diagonal weighting matrix balancing the weight of each source
in the regularization process (for the 𝑖th iteration), whose 𝑗th diagonal entry is cal-
culated as follows:
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Figure 4.16: Source maps using IBIA on a scaled half–model of a Dornier– in a closed–section wind
tunnel at Hz ( . ), color range of dB. Left: ̃ ; center: ̃ . ; right: ̃ .
Experimental database from DLR [143].

(𝑹 , ) = ([𝑩 ] , )
̃ / , with 𝑩 = 𝜳 𝑪(𝜳 )∗, (4.37)

where �̃� is the parameter defined by the user controlling the sparsity with 0 ≤ �̃� ≤ 2
defined by the user. In Eq. (4.36), 𝜂 is estimated during each iteration using Eq.
(4.35), in which �̃� and �̃� are now the singular values and left singular vectors of
(�̃�𝑹 ), respectively. Several conditions can be used as a stopping criterion, like a
maximum number of iterations or a distance between 𝑩 and 𝑩 .

The parameter �̃�, defining the shape of the a priori probability density function
of sources, determines the power of the solution norm used in the regularization
process. A value of �̃� = 2 keeps the initial value 𝜳 (Eq. (4.34)), which means no
sparsity. Thus, the amount of sparsity increases as �̃� decreases, down to �̃� = 0, for
which a strong sparsity is requested.

Figure 4.16 presents some results of the IBIA applied to a scaled half–model of
a Dornier–728 at 𝑀 = 0.2 in a closed–section wind tunnel at the DLR Cologne site.
Full details of this experimental application are available in [142]. This dataset has
been studied in the frame of the AIAA benchmark on array methods [143]. Figure
4.16 shows the effect of the sparsity parameter 𝑞 in Eq. (4.37) on the source map
at 8500 Hz: for �̃� = 2 (no sparsity, left), �̃� = 1.2 (soft sparsity, center), and �̃� = 0
(strong sparsity, right). The main sources are identified on the whole wing leading
edge, and on the flap side edge. The source map presents an almost continuous
source along the leading edge for �̃� = 2, while point sources clearly appear when �̃�
decreases (precisely on the slat tracks). An interesting remark is that the result for
�̃� = 2 and �̃� = 0 are very similar to results obtained with CFDBF and CLEAN–SC,
respectively [143].
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4.15. Global optimization methods
In reference [144] a method was presented by Malgoezar et al. where the search
for the locations and amplitudes of sound sources is treated as a global optimization
problem. The search can be easily extended to more unknowns, such as additional
geometrical parameters, and more complex situations with, for example, multiple
sound sources or reflections being present. The method is essentially grid–free and
can overcome the Sparrow resolution limit.

The presence of sidelobes will, however, hamper the optimization as they act as
local optima against which the global optimum needs to be found. In the literature,
a number of mathematical methods are presented which allow for optimization
problems with many unknowns and with the capability to escape from local optima,
in contrast to local search techniques, e.g., gradient methods. These methods
are generally denoted as global optimization methods. Well–known examples are
genetic algorithms [145], simulated annealing [146], and ant colony optimization
[147].

In [144] a variation of the genetic algorithm, called differential evolution [148],
was proposed as a global optimization method. These optimization methods mimic
natural evolution. They use populations of solutions, where promising solutions are
given a high probability to reproduce and worse solutions have a lower probability
to reproduce.

This work can be seen as an alternative approach to DAMAS and SEM. Whereas
DAMAS assesses the performance of a solution based on the agreement between
modeled and measured beamformed outputs, SEM is based on the comparison
between the modeled and measured pressure fields. In contrast, in this technique,
the locations of the sources are sought by using a global optimization method,
instead of considering a predefined grid of potential source locations. This way,
estimates for source positions and source strengths are obtained as a solution of
the optimization and do not need to be obtained from a source plot. This allows for
an estimation of the location of the sound sources in the perpendicular direction to
the array plane [144, 149], which is a cumbersome procedure with other acoustic
imaging methods [150]. The number of sound sources presents is not known a
priori, but a simple iterative process can be performed using as first guess the
number of non–zero eigenvalues of the CSM, as mentioned in section 4.5.1.

In order to use global optimization methods, a cost function 𝐹 has to be defined.
This can be done by constructing a CSM from a signal model, 𝑪model, and comparing
it to the measured CSM, 𝑪meas. For example, the objective function can have the
following form

𝐹CSM(v) = ∑
elements of CSM

{ [Re(𝑪meas) − Re(𝑪model,v)] +

[Im(𝑪meas) − Im(𝑪model,v)] },
(4.38)

where 𝒗 is the parameter vector for the optimization method containing the spatial
positions and strengths of the sources. This objective function can then in turn
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be used in an optimizer, such as differential evolution. By minimizing the objective
function over many generations, the parameter vector 𝒗 will converge to the actual
source positions and strengths.

Some first results of this technique applied to simulated data and to experimental
data featuring a single speaker in an anechoic room are presented in [144, 151].

4.16. Main applications
A short summary of the aforementioned acoustic imaging methods and their most
suitable applications is presented in the following list:

• Conventional Beamforming (CFDBF) [8, 9] should be a standard pro-
cedure in all cases, since it provides a fast overview of the sound sources
characteristics. However, its spatial resolution and dynamic range are usually
not suitable for several applications. Integration methods can be applied for
distributed sources [6].

• Functional Beamforming [45, 46] greatly increases the dynamic range
compared with CFDBF in a comparable computation time. It works well in
wind–tunnel (both in open–jet and closed–section) and in aircraft flyover mea-
surements [1, 35, 37]. However, diagonal removal produces considerable
errors and diagonal denoising methods are recommended [49].

• Orthogonal Beamforming [55–58] is based on the eigenvalue decompo-
sition of the CSM, has a low computational cost and never overestimates the
strength of the acoustic sources. This method has been applied in trailing–
edge noise measurements in an open–jet wind–tunnel [59–62].

• CLEAN–SC [44] is a widely–used deconvolution technique that cleans the
source map obtained with CFDBF iteratively, removing the parts of it that are
coherent with the real sources. Thus, the dynamic range is greatly improved.
The spatial resolution can be increased beyond the Rayleigh resolution limit
using the new high–resolution version HR–CLEAN–SC [3]. This technique has
been applied to wind–tunnel [44, 52] and aircraft flyover experiments [1, 2].

• DAMAS [43, 74, 75] is a deconvolution method that solves an inverse prob-
lem iteratively to remove the influence of the array geometry from the ob-
tained results. Enhancements in the dynamic range and the spatial resolution
are obtained but it has a high computational cost. The extension DAMAS–C
[79] is suitable for analyzing source coherence, but it requires even higher
computational resources. Further and similar versions of DAMAS have been
proposed [76, 81–88] in order to reduce the computation time. This tech-
nique is normally used in jet–noise analyses [80] and in wind tunnel–tests
[43, 74, 75].

• Wavenumber beamforming [90–94] is a useful technique when mecha-
nisms resulting in different propagation speeds and directions are present,
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provided that far–field conditions apply. This method has been used in wind–
tunnel experiments [90–93] and to characterize an aircraft boundary–layer
flow [94].

• Linear Programming Deconvolution (LPD) [95] is a faster alternative
to DAMAS. It has been applied to aeroacoustic point sources in a laboratory
[95], showing better resolution than the Sparrow resolution limit. It can be
combined with functional beamforming providing even better results [46].

• Robust Adaptive Beamforming [99] attempts to maximize the SNR. It
works well for clean data, but it is quite sensitive to noise and errors in the
data. It has been used for aeroacoustic sources [99] and flyover measure-
ments [1]. This method can be extended to treat potentially coherent sources
[102].

• Spectral Estimation Method (SEM) [103] is intended for the analysis of
distributed sound sources. It offers better dynamic range and spatial reso-
lution than CFDBF. Removing the main diagonal of the CSM does not violate
any assumption for this method. The effect of background noise and reflec-
tions can also be taken into account using SEMWAN [109] or cepstrum [111],
respectively. This method has been applied in open–jet and closed–section
wind–tunnel experiments [103, 107, 108].

• SODIX [112–114] is an extension of SEM for experiments where the direc-
tivities of the sound sources are of interest. It provides better resolution than
the Sparrow resolution limit. SODIX has been mostly applied to static engine
tests on free–field and indoor test–beds, [112, 114, 116] and measurements
in open–jet wind tunnels [120–122].

• Compressive Sensing Beamforming [124–126] assumes spatially–sparse
distributions of sound sources and requires a lower number of microphones.
This inverse technique has been used to identify spinning modes of turbofan
engines [128, 129].

• Generalized Inverse Beamforming (GIBF) [132] considers partially–coherent
sound sources using inversion techniques. Multipoles in an arbitrary direction
can be considered as well. An application to duct acoustics was studied in
[136] and to airfoil noise in [137, 138].

• Iterative Bayesian Inverse Approach (IBIA) [139–141] is based on a
user–defined level of sparsity of the sound sources. The results are somewhat
between those of CFDBF (no sparsity) and CLEAN–SC (strong sparsity). It has
been applied to measurements in closed–section wind tunnels [143].

• Global Optimization Methods [144] can be used for searching the loca-
tions and amplitudes of sound sources without using a scan grid. Other pa-
rameters, such as the sound speed, can be added to the optimization problem
to obtain more information about the sound field. Differential evolution was
applied to a experiment with a speaker in an anechoic room [144].
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A summary of the required parameters and typical applications of all the meth-
ods described in this thesis is presented in Table 4.2, as well as additional comments
if needed. Except when explicitly stated, a scan grid is also required for most of
the acoustic imaging methods listed. The reader is warned to consider that the
information indicated in Table 4.2 is just indicative and not at all restrictive.

The beamforming methods that determine only the incoherent source strengths
are conventional, functional, orthogonal, wavenumber and robust adaptive beam-
forming, as well as CLEAN–SC, DAMAS, LPD, and SEM. SODIX adds source direc-
tivity to the results, and DAMAS–C adds source coherence as an output (CLEAN–
SC considers it implicitly). The remaining methods attempt to find the amplitude,
phase, and, in some cases, the partial coherence of sources using different regu-
larization schemes.

In general, more complex methods require considerably more computation time
than CFDBF. Hence, depending on the experiment requirements, this can pose some
constraints when selecting the most suitable method.

Other benchmark cases analyzing the performance of some of these methods
for specific acoustic applications can be found in the literature [1, 105, 106, 152,
153]. Moreover, a broad effort in the aeroacoustics community was started by
NASA Langley researchers to establish a common set of benchmark problems for
the purpose of testing and validation of new analysis techniques, coordinated by
Bahr [154–157]. This ongoing working group has met at several forums, shared
initial results for the chosen test cases, and has recently presented the results
from the first release of benchmark problems [32, 143, 156–158]. Some illustrative
results for the benchmark case consisting of a simulated line source are included in
section 4.17.

4.17. Benchmark case: Trailing–edge noise
This synthetic case is obtained from the Phased–Array Methods Benchmark5 [154–
157]. The case consists of recorded microphone array data from a simulated acous-
tic line source. The measurement data was subject to severe incoherent noise. This
representation is typical for measuring trailing–edge noise in a closed–section wind
tunnel for which the microphones are flush–mounted in the wall of the tunnel. For
recordings in this setup, noise is introduced due to wall–boundary–layer turbulence
[32]. An experimental example of a similar setup is presented later in section 6.1.3
in Chapter 6.

This benchmark case was proposed by Pieter Sijtsma (PSA3) [159] and the
preliminary results obtained by several researchers using different acoustic imaging
methods have been published recently by Sarradj et al. [32].

4.17.1. Setup description
The considered coordinate system is shown in Fig. 4.17, with the 𝑥 axis in the
streamwise direction, the 𝑦 axis perpendicular to the line source pointing away
5The acoustic data and more details of this benchmark case (B1) are currently available online in the
following website: https://www-fs.tu-cottbus.de/aeroakustik/analytical/.

https://www-fs.tu-cottbus.de/aeroakustik/analytical/
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Table 4.2: Summary of the main characteristics of the acoustic imaging methods introduced.

Method Parameters to be set Typical use Other characteristics 

Conventional 
Beamforming 

None General purpose 
-Integration techniques for 

extended sources 
-Time-domain version 

Functional 
Beamforming 

-Power parameter ν 
Aircraft flyover 
measurements 

-Sensitive to diagonal removal 

Orthogonal 
Beamforming 

-Number of eigenvalues 
𝑘 

Limited use, see text 
-The sum of the acoustic source 
strengths is not overestimated 

CLEAN–SC 
-Damping parameter 
-Number of iterations 

Airframe noise 
measurements 

-Allows diagonal removal 
-Super-resolution version 

DAMAS -Number of iterations 
Airframe noise 
measurements 

-Super-resolution 
-Allows diagonal removal 

-Faster versions 

Wavenumber 
Beamforming 

None 

Measurements 
featuring different 
wave propagation 

speeds 

-Far field formulation 

Linear 
Programming 
Deconvolution 

-Same as DAMAS Same as DAMAS 

-Super-resolution 
-Does not work with diagonal 

removal 
-Can be combined with functional 

beamforming 

RAB 
-Diagonal loading 

parameter 𝜇0 
Limited use, see text 

-Very sensitive to the uncorrelation 
assumption 

SEM 
-Number of iterations or 
the maximum error in 

solutions 

Airframe noise 
measurements 

-High resolution with positivity 
constrained 

-Allows diagonal removal 
-Distributed sound sources 

SODIX 

-Optional regularization 
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Figure 4.17: Diagram explaining the computational setup for the line source benchmark case. Adapted
from [32].
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Figure 4.18: Diagram explaining the parameters that define the ROI (shaded in orange) [6].

from the array plane, the 𝑧 axis in the spanwise direction of the line source pointing
upwards, and the center in the middle of the line source.

The setup for this case can be seen in Fig. 4.17. A 2–m–long line source with
short correlation length was simulated between 𝑧 = −1 m and 𝑧 = 1 m located at
𝑥 = 𝑦 = 0 m, inside of a 2 m × 2 m cross section of a wind tunnel. Henceforth,
this line source is referred to as “real” line source, see Fig. 4.18. The line source
was subject to a uniform flow with a Mach number of 𝑀 = 0.22 in the positive
𝑥–direction. A 93–microphone array distributed in concentric circles and located
at the 𝑦 = −1 m plane with an aperture of 1.8 m was considered, see Fig. 4.17.
The presence of hard wind–tunnel walls was neglected for the simulations, i.e., no
reflections are present.

A detailed explanation of the signal generation process can be found in[32].
The line source was synthesized as a large number of incoherent monopoles at
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equal spacing and equal strengths. This results in a source strength distribution
per unit length denoted as �̃� in Pa /m. The resulting source strength per frequency
𝑓 for this benchmark case expressed as the sound pressure level (𝐿p) at the center
microphone of the array, (𝑥, 𝑦, 𝑧) = (0,−1, 0) m, in dB and 50 Hz steps (resulting
in a total of 200 frequencies from 50 Hz to 10 kHz) was:

𝐿p = 61.16 + 0.34127𝑓 + 0.87242𝑓 − 0.163𝑓 + 0.0082341𝑓 , (4.39)

where 𝑓 here is the frequency expressed in kHz.
On top of the signal generated by the line source, Gaussian white noise, in-

coherent from microphone to microphone, was added with an 𝐿p of 86.89 dB per
frequency considered. This provides negative SNR values for the whole frequency
range (between −25.7 dB at 50 Hz to −15.7 dB at 10 kHz), due to the varying
source strength with frequency.

The challenge of this benchmark is to obtain the value of �̃� per frequency,
expressed as the 𝐿p at the center of the array (𝑥, 𝑦, 𝑧) = (0,−1, 0) m using the
following expression [32, 159]

𝐿p = 10 log { �̃�
8𝜋 (1 −𝑀 )𝑝e,0ℎ

[arctan( 𝑙2ℎ)]}, (4.40)

where ℎ represents the distance between the array plane and the scan plane, 𝑙
is the length of the ROI in the spanwise direction (symmetric with respect to the
𝑧 = 0 plane), see Fig. 4.18, and 𝑝e,0 is the reference effective pressure of 20𝜇Pa.
This way of expressing the results was selected in order to compare the different
contributions to the benchmark. It represents the 𝐿p observed at the center of the
array if only the line source would be present.

For this case, ℎ = 1 m and 𝑙 = 2 m, so Eq. (4.40) can be simplified to

𝐿p = 10 log [ �̃�
32𝜋(1 −𝑀 )𝑝e,0

]. (4.41)

4.17.2. Results comparison and discussion
A preliminary study of the acoustic data using CFDBF confirmed that removing the
main diagonal of the CSM (see section 4.2.1) is necessary since the SNR values are
very low and the influence of incoherent noise is very strong. The convection of
the sound waves due to the flow inside the wind tunnel also needs to be taken into
account for obtaining valid results [18]. Four CFDBF source plot examples for the
whole frequency range (50 Hz to 10 kHz) are presented in Fig. 4.19 to illustrate
these phenomena. The overall sound pressure levels (𝐿p,overall) are presented, see
Eq. (A.3) in Appendix A.1.

Figure 4.19a shows the CFDBF results without applying the DR or convective
effects; Figure 4.19b includes convective effects but no DR; Figure 4.19c includes
DR but no convective effects and Figure 4.19d includes both effects. In Figs. 4.19a
and 4.19b, the incoherent noise hinders any useful interpretation of the source plot
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(d) DR and convective effects

Figure 4.19: CFDBF source maps for the whole frequency range ( Hz to kHz): (a) Without DR or
considering convective effects. (b) Without DR of the CSM, but considering convective effects. (c) DR
without considering convective effects. (d) DR and considering convective effects [6].

and the presence of the line can barely be detected. Moreover, the 𝐿p,overall values
in these figures are considerably higher than the true ones due to the line source.
After applying DR (see Fig. 4.19c) the line source is clearly visible, and located at
the correct position if the convective effects are accounted for (see Fig. 4.19d).

Several well–known acoustic imaging methods (orthogonal beamforming, CMF,
functional beamforming, SPI, SPIL, DAMAS, CLEAN–SC and GIBF) were applied
by different researchers using the parameters specified in Table 4.3. Most of the
solutions obtained were extracted from Sarradj et al. [32] and Merino–Martínez
et al. [7]. Only one solution per method is considered, but significant differences
were found when different contributors applied the same method, such as DAMAS
or CLEAN–SC [32], which is not a desired feature.

In the second column of Table 4.3, BTU corresponds to the Brandenburg Uni-
versity of Technology Cottbus–Senftenberg and TU Berlin in Germany, NASA to
the NASA Langley Research Center in the United States, PSA3 to Pieter Sijstma
Advanced AeroAcoustics in the Netherlands, TU Delft to Delft University of Tech-
nology in the Netherlands, UniA to the University of Adelaide in Australia [32], and



4

130 4. Acoustic imaging methods in aeroacoustics

VKI to the von Karman Institute for Fluid Dynamics in Belgium [137, 158]. In the
third column of Table 4.3, the relevant parameters of each method are specified:
𝑘 is the number of eigenvalues considered for orthogonal beamforming, 𝜈 is the
functional beamforming exponent, 𝑁iter is the number of iterations for DAMAS, �̃� is
the damping factor (or loop gain) for CLEAN–SC, and 𝐿 norm is the type of regu-
larization chosen for GIBF. The ROI employed by each contributor is stated in the
fourth column of Table 4.3 in terms of width (𝑤) × length (𝑙), see Fig. 4.18. The
spacing between grid points Δ𝑥 is included in the last column. All the contributors
used ROIs centered at 𝑥 = 0 and from 𝑦 = −1 m to 𝑦 = 1 m, i.e., the whole span.

The frequency spectra obtained by these methods for the line–source bench-
mark are presented in Fig. 4.20a, as well as the exact solution given by Eq.
(4.39). The relative errors made by each method with respect to the exact so-
lution, Δ𝐿p = 𝐿p − 𝐿p,exact, are included in Fig. 4.20b. This way, a positive value of
Δ𝐿p means that the method overpredicts the solution. Moreover, the absolute er-
rors made by each method averaged over the whole frequency range (i.e., over the
200 frequencies) 𝜀 = |Δ𝐿p| are indicated in Table 4.4. In general, most methods
tend to overpredict the spectrum (with the exception of functional beamforming
below 2 kHz). Orthogonal beamforming seems to considerably overpredict the re-
sults, especially at low frequencies, with errors up to about 15 dB. CMF and DAMAS
present a similar behavior, but with increasing errors (up to 15 dB) for high fre-
quencies. CLEAN–SC shows a similar trend as orthogonal beamforming but with
errors about 5 dB lower. GIBF presents a comparable trend as CLEAN–SC but even
closer to the exact solution, especially for lower frequencies, and it shows a good
overall performance with average errors of about 1.7 dB. Surprisingly, in spite of
underpredicting the results below 2 kHz, functional beamforming provides values
that are in agreement with the exact solution, even though DR was not applied
[32]. Optimizing the diagonal of the CSM [25, 49], instead of removing it, is of
interest for future research. The SPIL method (with a ROI width of 𝑤 = 0.04 m)
provides the best results for this case in the whole spectrum, with an average error
lower than 0.3 dB and maximum errors for single frequencies of 1.2 dB. In addition,
the computation time required by the SPIL method is considerably lower (in the
order of seconds) than other methods, especially DAMAS.

For clarity reasons, the solutions obtained by UniA and PSA3 using the SPI
method were not included in Fig. 4.20 but instead, a separate plot is presented
in Fig. 4.21 comparing the performance of SPI and SPIL. In order to have a fair
comparison all the ROI parameters were kept constant: 𝑤 = 0.08 m, 𝑙 = 2 m,
𝑥 = 0 and Δ𝑥 = 0.02 m. Figure 4.21a presents the absolute spectra of both SPI
and the SPIL contributions. It can be observed that the results collapse almost
perfectly with the exact solution. In addition, there seems to be almost no differ-
ence between the results by TU Delft, PSA3 and UniA, suggesting that this method
is more robust than other more complex methods [32]. The relative errors made
by each method are depicted in Fig. 4.21b, with a considerably smaller scale in
the 𝑦 axis than in Fig. 4.20b. The three contributions provide similar results, with
maximum errors for single frequencies of ±1.5 dB. However, the average absolute
error made by the SPI method (𝜀 ≈ 0.65 dB) is approximately double than the one
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Table 4.3: Overview of the contributors and parameters for each method. Adapted from [32].

Method Contributor Parameters ROI Δ𝑥
Orthogonal BTU DR, 𝑘 = 16 0.2 m × 2 m 0.025 m

CMF BTU DR, NNLS solver 0.2 m × 2 m 0.025 m
SPI PSA3 and UniA DR 0.08 m × 2 m 0.02 m
SPIL TU Delft DR 0.08 m × 2 m 0.02 m
SPIL TU Delft DR 0.04 m × 2 m 0.01 m

Functional TU Delft no DR, 𝜈 = 16 0.1 m × 2 m 0.01 m
DAMAS NASA DR, 𝑁iter = 200 0.12 m × 2 m 0.02 m
CLEAN–SC UniA DR, �̃� = 0.99 0.08 m × 2 m 0.02 m
GIBF VKI DR, 𝐿 norm 0.04 m × 2 m 0.02 m
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Figure 4.20: (a) Results of the line–source benchmark for different acoustic imaging methods. Adapted
from [32]. (b) Relative errors p with respect to the exact solution for each method [6].
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Figure 4.21: (a) Results of the line–source benchmark for the SPI and SPIL methods with . m.
(b) Relative errors p with respect to the exact solution for each method [6].
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made by the SPIL technique (𝜀 ≈ 0.33 dB), see Table 4.4. Therefore, the use of the
SPIL method is recommended for this type of experiments, since it approximates
the physics of the sound source in a better way.

The ISPI technique was not used in this benchmark case because all the inco-
herent monopoles had the same strength, and in this situation the ISPI technique
is essentially the same as the SPIL method. A separate benchmark case to test the
ISPI method can be found in [6, 7], whose results have already been presented in
Fig. 4.4.

Table 4.4: Average absolute errors made by each method with respect to the exact solution.

Method 𝜀, [dB]
Orthogonal (𝑘 = 16) 9.4034

CMF 7.2963
SPI PSA3 (𝑤 = 0.08 m) 0.6314
SPI UniA (𝑤 = 0.08 m) 0.7414
SPIL (𝑤 = 0.08 m) 0.3281
SPIL (𝑤 = 0.04 m) 0.2881
Functional (𝜈 = 50) 2.1741
DAMAS (𝑁iter = 200) 9.0901

CLEAN–SC 4.5769
GIBF 1.6624

4.17.3. Sensitivity analysis for SPIL
A sensitivity analysis was performed for the SPIL method to investigate the influence
of the parameters defining the ROI. Only the SPIL method is studied here for brevity
reasons, but sensitivity analyses for the SPI and ISPI techniques are expected to
provide similar results. The ROI in Fig. 4.18 (shaded in orange) has four main
parameters:

1. The width in the chordwise direction 𝑤.

2. The length in the spanwise direction 𝑙.

3. The spacing between grid points Δ𝑥.

4. The location of the simulated line source chosen by the user 𝑥 .

For simplicity’s sake, only integration lines parallel to the “real” line source are
considered. This assumption is easily fulfilled in practical experiments where, even
though the exact locations of the noise sources are not known a priori, the orienta-
tion of the model (such as an airfoil) with respect to the microphone array can be
accurately determined. Moreover, all the ROIs considered here are symmetric with
respect to the 𝑧 = 0 plane and are contained in the 𝑦 = 0 plane, i.e., the correct
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Figure 4.22: (a) Results of the sensitivity analysis performed for the SPIL method with respect to the
ROI width . Adapted from [32]. (b) Average absolute errors made for each width case [6].

source distance to the array. The influence of the distance of the scan plane to
the array was not investigated here, but it has been previously addressed in the
literature [19].

Chordwise extension
Different ROI widths 𝑤 were tested (considering 𝑥 = 0, 𝑙 = 2 m and Δ𝑥 = 0.01 m)
and plotted in Fig. 4.22a. The average absolute errors 𝜀 made for each width case
are presented in Fig. 4.22b. Acceptable results are obtained with widths up to 0.1
m (with 𝜀 ≈ 1 dB). After that threshold value, the error rapidly increases due to the
inclusion of sidelobes in the ROI, until what looks like an asymptotic value of about
9 dB at around 𝑤 = 2 m, which is comparable to the errors presented in Table 4.4
for DAMAS and orthogonal beamforming for narrower ROIs. The improvement of
the results by reducing 𝑤 also seems to have an asymptotic behavior. For example,
reducing 𝑤 = 0.04 m to 𝑤 = 0.02 m only reduces 𝜀 by less than 0.01 dB. Therefore,
there seems to be an acceptable range of integration widths for which the SPIL
method works well.

Spanwise extension
Due to the fact that 𝐿p explicitly depends on the length of the ROI 𝑙, see Eq. (4.40),
a correction factor needs to be applied to the obtained solutions. If the whole length
of the experimental line source is selected for normalizing the results (i.e., 𝑙 = 2m),
the 𝐿p obtained with the reduced integration area of length 𝑙 (𝐿p, ) can be corrected
to full span by

𝐿p = 𝐿p, + 10 log [
arctan( )

], (4.42)

where 𝑙 is the length of the reduced integration area and the term 𝜋/4 comes from
the solution of the arctan term in Eq. (4.40) for the full span (𝑙 = 2 m and ℎ = 1
m), and consequently, arctan (1) = 𝜋/4.
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Figure 4.23: (a) Results of the sensitivity analysis performed for the SPIL method with respect to the
ROI length , corrected using Eq. (4.42). (b) Average absolute errors made for each length case [6].

To investigate the influence of the choice of the ROI length, several tests were
performed using different values of 𝑙 (considering 𝑥 = 0, 𝑤 = 0.1 m and Δ𝑥 = 0.01
m). The results are gathered in Fig. 4.23a. The average absolute errors 𝜀 made
for each length case are presented in Fig. 4.23b. It seems that the error decreases
when 𝑙 is increased. The results for considerably short integration lengths still
present relatively good results, with 𝜀 ≤ 2 dB. It seems that an increasing error
occurs when reducing the value of 𝑙, especially for frequencies below 2000 Hz. The
influence of the spanwise extension seems to have a lower impact in the results
than the chordwise extension, see Fig. 4.22. Hence, the SPIL method is considered
as robust with respect to the choice of the ROI length.

Mesh fineness
Tests were performed using several spacings between grid points Δ𝑥 (considering
𝑥 = 0 m, 𝑤 = 0.04 m and 𝑙 = 2 m) and plotted in Fig. 4.24a. The average
absolute errors 𝜀 made for each width case are presented in Fig. 4.24b. The mesh
fineness seems to hardly influence the results. Only very coarse grids (Δ𝑥 = 0.5 m,
i.e., only 5 grid points in the 𝑧 direction) seem to diverge from the exact solution,
especially after 9 kHz. In practice, there is normally no need for using such coarse
grids. Grids with Δ𝑥 ≤ 0.2 m show values of 𝜀 lower than 1 dB, which is deemed
as acceptable. The improvement of the results by reducing Δ𝑥 seems to have an
asymptotic behavior once again. For example, reducing Δ𝑥 = 0.01 m to Δ𝑥 = 0.001
m only reduces 𝜀 by around 0.003 dB, but increases the computation time by 100
times. Hence, the SPIL method seems to be quite robust with respect to the choice
of the mesh fineness and offers acceptable results for relatively coarse grids.

Line source location
One of the unknowns when measuring trailing–edge noise in aeroacoustic exper-
iments is the exact location of the line source. To analyze the robustness of the
SPIL method with respect to this variable, several tests were performed considering
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Figure 4.24: (a) Results of the sensitivity analysis performed for the SPIL method with respect to the
spacing between grid points . (b) Average absolute errors made for each case [6].

different locations of the simulated line source 𝑥 , see Fig. 4.18. The length of the
ROI and mesh fineness were kept constant as 𝑙 = 2 m and Δ𝑥 = 0.01 m. Two
different ROI widths were tested 𝑤 = 0.04 m and 𝑤 = 0.1 m, and the obtained
frequency spectra are presented in Fig. 4.25a and Fig. 4.25b, respectively. It can
be observed that the differences with the exact solution rapidly increase after a
threshold value of 𝑥 = 0.02 m with errors of about 20 dB for certain frequencies.
This phenomenon is even more pronounced for the narrow width case (𝑤 = 0.04
m).

Figure 4.25c depicts the values of 𝜀 for different values of 𝑥 for both cases of
𝑤. An almost–symmetric behavior with respect to 𝑥 = 0 is observed, which fits
the relatively simple geometry of the benchmark. A sharp minimum of 𝜀 is found
for 𝑥 = 0 for both cases, but the narrower width (𝑤 = 0.04 m) presents an even
sharper minimum.

Figure 4.25d presents the 𝐿p,overall (see Eq. A.3) values with respect to 𝑥 for
both cases of 𝑤. A similar behavior as in Fig. 4.25c is observed, with the difference
that, in this case, a maximum is observed for 𝑥 = 0, instead of a minimum. Once
again, the narrower ROI shows a sharper peak, with still an almost–symmetric
behavior with respect to 𝑥 = 0. This is an important finding in order to search
for the correct location of a line source in practical cases. A fast sweep can be
performed for different 𝑥 values using small values of 𝑤 and select the 𝑥 value that
provides a maximum for 𝐿p,overall. In practice, the expected range of 𝑥 is typically
in the order of centimeters, so the computational demand of this procedure is not
high.

Since this parameter seems to be the most sensitive for the performance of the
SPIL method, it is further investigated in section 6.2 with an actual trailing–edge
noise experiment featuring porous material inserts at the trailing edge as a noise
reduction measure, see section 2.3.4. The application of porous material inserts
is expected to change the location of the line source causing trailing–edge noise
[160].
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Figure 4.25: Results of the sensitivity analysis performed for the SPIL method with respect to the error
in the line location for (a) . m and (b) . m. (c) Average absolute errors and (d)
p,overall for each case [6].



4.18. Conclusions

4

137

4.18. Conclusions
Phased microphone arrays are useful tools for estimating the location and strength
of sound sources. Aeroacoustic experiments present important challenges, such
as noisy environments like wind tunnels or moving sources like flying aircraft. A
wide variety of 14 acoustic imaging methods is presented in this chapter and the
performance of each method for aeroacoustic applications is assessed. This selec-
tion spans from the simple conventional beamforming algorithm to deconvolution
and inversion methods, which normally imply higher computational cost. Although
there is no such thing as a perfect method, recommendations are given for non–
experienced users in order to obtain the best results, depending on the desired
application.
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5
Landing–gear noise

Todo el mundo sueña con volar
hasta que vive junto al aeropuerto

y acaba odiando a los aviones.

Everyone dreams about flying
until you live close to an airport

and end up hating airplanes.

Juan Ignacio Guerrero Moreno (Sol sale cada día)

Whereas in the previous chapters the focus was placed in understanding
the theory and the acoustic imaging methods, the chapters ahead deal with
the application of these to actual aeroacoustic cases. This chapter analyzes
the noise emissions of the nose landing gear for two aircraft types: the Air-
bus A320 and different regional aircraft. Flyover measurements under op-
erational conditions are compared with wind–tunnel experiments, computa-
tional simulations and several noise prediction models (PANAM and Guo’s
and Fink’s methods). The use of microphone arrays and acoustic imaging
algorithms allows for the separation of the sound signal coming from the
landing gear system. Furthermore, the potential presence of open cavities in
the gear causing loud tonal noise is discussed. Lastly, recommendations to
improve the noise prediction models are provided1.

1Some of the contents of this chapter are included in [1–5].
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As discussed in Chapter 2, the landing gear system is the dominant airframe noise
source for most commercial aircraft. The relatively complicated sound generation
mechanisms for this noise source were already explained in section 2.2. This chap-
ter presents experimental flyover results for two aircraft types: the Airbus A320
(section 5.2.1) and different regional aircraft (section 5.2.2). In addition, compar-
isons of the flyover measurements with other approaches, such as wind–tunnel
measurements, CAA simulations or noise prediction models are also included. An
important aspect here is that landing gear noise is a complex sound source that
normally presents discrepancies within different study approaches [2, 6], such as
the presence of cavity noise or the misrepresentation of small–scale details.

5.1. Experimental and numerical setups
This section briefly explains the two experimental setups (field tests for flyover
measurements and wind–tunnel experiments) and the numerical setup considered
for the comparison.

5.1.1. Flyover measurements
A total of 115 landing aircraft flyovers were recorded at Amsterdam Airport Schiphol
using a phased microphone array. The array consisted of 32 PUI Audio POM–2735P–
R analog condenser microphones [7] with a sensitivity of −35 ± 2 dB (ref. 1 V/Pa)
and a frequency range of 20 Hz to 25 kHz. The array structure allows for different
microphone configurations. A spiral distribution was selected for this experiment,
see Fig. 5.1, due to its proven good performance within a wide frequency range
[8]. The array diameter was 1.7m and the data were band–filtered in the frequency
range from 45 Hz to 11, 200 Hz. The sampling frequency employed was 40 kHz.
Moreover, an optical camera (Datavision UI-1220LE [9] with a Kowa LM4NCL lens
recording with a sampling frequency of 30 Hz) was integrated into the center of the
array at a fixed angle facing straight up from the ground. Additional details about
the array structure can be found in [8].

The flight trajectories during the landing approach are typically less variable than
the ones for takeoff, since all aircraft follow the Instrument Landing System (ILS)
approach. Moreover, the main reason for recording landing aircraft is because the
engines are usually operating at approach idle, so engine noise is less dominant, and
thus other noise sources, such as airframe noise, are more likely to be identified
[1], see section 2.1.1. Hence, the microphone array was placed 1240 m to the
south of the threshold of the Aalsmeerbaan airport runway (36R), used for landing,
as illustrated in Fig. 5.1c. Henceforth, the data will be referred to the relative
distances to the array, with the 𝑦 axis in the direction of the runway and the 𝑥 axis
perpendicular to it and pointing right.

The measurements were taken on two different days with similar weather con-
ditions and low wind speeds. Table 5.1 contains the most relevant meteorological
data for those days at 12 ∶ 00 A.M., as provided by the Royal Netherlands Mete-
orological Institute, KNMI [10]. The values for the same parameters are available
every hour. The sound speed, 𝑐, and the atmospheric absorption coefficient, 𝛼,
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Figure 5.1: (a) Microphone distribution for the flyover measurements. (b) Experimental setup at Am-
sterdam Airport Schiphol [1]. (c) Location of the microphone array with respect to the Aalsmeerbaan
( R) airport runway. The North is pointing to the right of the picture [3].
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depend on these meteorological conditions and, therefore, require to have their
variations taken into account.

Table 5.1: Meteorological conditions at Amsterdam Airport Schiphol at 12:00 A.M. [10].

Variable June 18th 2013 August 8th 2013
Temperature 27.2∘C 20.3∘C

Relative Humidity 56% 61%
Air pressure 101, 500 Pa 101, 890 Pa
Precipitation 0 mm 0 mm

Wind speed (at 10 m height) 2 m/s 5 m/s
Wind direction (at 10 m height) 160∘ 340∘

The measurements taken correspond to 13 different aircraft families depending
on their turbofan engine [11], see Table 5.2. The Boeing 737 “Next Generation
(NG)” (700, 800 and 900 series) is the most frequently occurring, with 50 flyover
measurements available. This set of series was considered as a collective since they
have the same engine, wing area, wing span and nose landing gear geometries,
which are the objects of study in this chapter. Table 5.2 also contains the number
of fan blades 𝐵 and maximum rotational speed 𝑛rot,max of each turbofan engine.

Out of all the aircraft types recorded (see Table 5.2), only flyovers featuring
Airbus A320 aircraft (narrow–body, twin–engine commercial jet airliner) and three
narrow–body, twin–engine aircraft regional types (referred to as Aircraft Types A, B
and C for confidentiality issues) are studied in this thesis in terms of NLG emissions
in sections 5.2.1 and 5.2.2, respectively. The Airbus A320 type was separated into
two categories because they were equipped with different engines, but for the study
of NLG noise, both categories were analyzed together [2].

The flight paths of the aircraft have to be precisely estimated and recorded
together with a reference time signal that can later be used for the synchronization
with the acoustic data. The trajectories need to be determined in order to properly
take into account the propagation, moving source, and Doppler effects explained in
section 3.1.2. For such close distances to the threshold, small variations of velocity
and altitude can be expected along the standard ILS approach. Three different
methods were employed for calculating the aircraft position and velocity, each of
them using data from a different source:

1. With the ADS–B (Automatic Dependent Surveillance–Broadcast) aircraft de-
termine their own position and attitude using the Global Navigation Satellite
System in combination with the on–board Inertial Navigation System. For
surveillance purposes, this information is actively sent to the ground approxi-
mately twice per second. However, the ADS–B is a rather new system and not
all the aircraft are currently equipped with this transponder. In this research,
only 59 out of the 115 recorded flyovers had this information.
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Table 5.2: Aircraft types with their correspondent engine [11] and the number of recorded measurements
for each type. Here rot,max corresponds to the maximum fan rotational speed (at % engine fan
settings) in rpm [11, 12].

Aircraft type Amount Engine type 𝐵 𝑛rot,max [rpm]
Airbus A300 1 CF6–80C2A5 38 3320

Airbus A320 (CFM) 4 CFM56–5B5/P 36 5000
Airbus A320 (IAE) 3 IAE V2500–A1 22 5465
Airbus A380 1 GP7270 24 2467

Boeing 737 Classic 9 CFM56–3C1 38 5175
Boeing 737 NG 50 CFM56–7B 24 5175
Boeing 747 4 CF6–80C2B1F 38 3280
Boeing 767 1 PW 4060 38 3600
Boeing 777 6 GE90–94B 22 2262
Embraer 145 1 RR AE3007A1 24 8700
Embraer 190 11 GE CF34–10E5 24 5954
Fokker 70 23 RR TAY 620 22 8100

McDonnell Douglas 81 1 PW JT8D–217C 24 8219

2. When the ground radar is used, air traffic control uses position, altitude, and
identity data for aircraft surveillance in the departure and approach phases.
Nowadays, all commercial aircraft are equipped with a Mode C transponder to
transmit this information. However, the aircraft position is only detected every
4 s due to the rotation time of the radar. Furthermore, there is a minimum
height (around 65 m) below which no position data are recorded by the radar,
but because the approach is expected to be a straight line, for this research,
the final part of the trajectories is linearly extrapolated using a least–squares
fit applied to the last 11 data points.

3. With the extrapolation of optical camera images method, when the air-
craft comes overhead, it flies through the camera’s field of view, as depicted
in Figs. 4.5 and 4.6. The recordings from the optical camera are used to
determine the aircraft height and ground speed when above the array, which
can be extrapolated to estimate its full trajectory during the flyover.

All three methods were used and were found to provide very similar results (with
variations up to 6%). The extrapolation of the optical camera images is preferred
due to its versatility and availability, and because it is easier to overlay the beam-
forming results on to the optical frames. The average flight height and average
aircraft velocity overhead were determined to be 67 m and 75.3 m/s, respectively.
The estimated overhead time was confirmed by checking the Doppler–shifted lines
in the spectrograms. Henceforth, true air speeds (considering the wind speeds) are
presented.

For each measurement, 0.1024 s of data was considered for which the NLG is
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approximately overhead of the microphone array center (emission angle of 𝜃 = 90∘,
corrected for the source motion). The averaged CSM is computed using data blocks
of 2048 samples and Hanning windowing with 50% data overlap, providing a fre-
quency resolution of approximately 20 Hz, see section C.3. Functional beamforming
was applied to the acoustic data. Removing the main diagonal of the CSM for this
algorithm is prone to significant errors, since the method relies on the eigenvalue
decomposition of the CSM [13]. For this experiment, however, it was not consid-
ered to be necessary to remove the main diagonal of the CSM, due to the low wind
speeds and low background noise levels [1]. Henceforth, all the presented results
refer to an emission angle of 𝜃 = 90∘ and an azimuthal angle of 𝜙 = 0∘, i.e., within
the aircraft symmetry plane, see Fig. 2.4.

The frequency range of interest considered ranges from 1 kHz to 10 kHz. The
lower bound was chosen for having enough spatial resolution to separate the sound
coming from the NLG position from other noise sources on–board, such as the
turbofan engines. For the aircraft types selected, the minimum distance between
NLG and engines ranged from 12 m to 20 m, approximately. The fact that Aircraft
Types A and C had rear–mounted engines was favorable to separate the contribution
of the NLG, see Fig. 5.15. Aliasing and the amount of sidelobes determined the
highest frequency of study [3].

5.1.2. Open–jet wind–tunnel measurements
This experimental campaign (as well as the computational simulations explained
below) were performed under the European Clean Sky funded ALLEGRA (Advanced
Low noise Landing (main and nose) Gear for Regional Aircraft) project. The ALLE-
GRA project was developed to assess low–noise technologies applied to a full–scale
NLG model [14, 15] and a half–scale MLG model [16] of an advanced regional
turboprop aircraft design. ALLEGRA consisted of a consortium of universities (Trin-
ity College Dublin and the Royal Institute of Technology (KTH)), an aeroacoustic
wind–tunnel company (Pininfarina SPA), and European SME manufacturing and de-
sign partners (Eurotech and Teknosud) supported by a landing gear manufacturer
(Magnaghi Aeronautica).

The wind–tunnel experiments were coordinated by Trinity College Dublin and
performed in the Pininfarina open–jet semi–cylindrical wind–tunnel facility in Turin,
Italy, which has a test section of 8 m (length) × 9.60 m (width) × 4.20 m (height).
The facility contains a low–noise, high–speed fan–driven system of 13 fans, which
provides wind speeds up to 72.2 m/s and presents a background noise level of 68
dBA at 27.8 m/s. The background noise for the ALLEGRA NLG tests was considered
as a combination of the wind–tunnel noise and the noise produced by the belly
fuselage itself. Both are mostly low frequency noise sources, below 100 Hz and
outside of the frequency range of interest [3]. The flow velocity produced by the
wind tunnel is very uniform, since it varies by only 0.5% over the test area. The
turbulence level had a value of 0.3% in these experiments.

Figure 5.2 depicts the relative position of the NLG model in the wind tunnel, as
well as the coordinate system employed, where the 𝑥𝑧 plane is the symmetry plane
of the test model, the 𝑦𝑧 plane corresponds to the wind–tunnel nozzle exit and the
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Figure 5.2: ALLEGRA NLG model and coordinate system inside the Pininfarina wind tunnel [3].

origin is situated on the floor of the testing platform. The full–scale NLG complete
model, including a full representation of the NLG details and associated structures
(e.g., bay cavity, bay doors, belly fuselage and hydraulic dressings) was placed in
the wind tunnel so that the distance between the wind–tunnel nozzle and the NLG
wheel axis was 2.8 m. Therefore, the coordinates of the middle point of the wheel
axis were:

𝑥 = 2.8 m; 𝑦 = 0 m; 𝑧 = 2.175 m.
Figure 5.3 shows a picture of the model inside the wind tunnel, whereas Fig.

5.4 presents the overall dimensions (in mm) of the wind–tunnel test model.
The wind–tunnel model had a fixed, built–in angle of attack of 4∘. Each model

configuration was tested at a variety of flow speeds and yaw settings, allowing the
analysis of conditions equivalent to landing with a crosswind. In this thesis, only
the yaw angle of 0∘ (no crosswind) is considered. Flow velocities 𝑉 of 40, 50, 60
and 65 m/s were employed for the experiment.

Four different planar microphone arrays were installed in the top, side and front
of the wind tunnel. For the present study, only the data from two arrays were used:

1. For considering the acoustic results radiated in the flyover direction (i.e., for
polar emission angles 𝜃 ≈ 90∘) the top array was employed (illustrated in Fig.
5.5a). The array consisted of 78 microphones in a multi–spiral arrangement
of approximately 3 m diameter. This array was located in the 𝑧 = 4 m plane,
i.e., at a distance to the NLG axis of 1.825 m.

2. To study the lateral or side emission pattern of the NLG (i.e., for azimuthal
angles 𝜙 ≈ 90∘) the side array was used (see Fig. 5.5b). The array was posi-
tioned in the 𝑦 = −4.22 m plane, i.e., parallel to the plane of symmetry of the
model and consisted of 66 microphones arranged in a half–wheel distribution
with a diameter of approximately 3 m.
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Experimental Set-Up
4.3. THE LANDING GEAR MODELS:

DIMENSIONS AND POSITION INSIDE THE WIND TUNNEL

Figure 4.9: Dimensions of NLG wind tunnel test model in millimeters

Figure 4.10: NLG model inside the wind tunnel

68

Figure 5.3: ALLEGRA NLG model inside the wind tunnel with the top array visible [17].

Figure 5.4: Main dimensions of the ALLEGRA wind–tunnel test model in mm [3].
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Figure 5.5: Microphone distribution for (a) the top array (b) the side array. A sketch of the ALLEGRA
NLG model is plotted in gray for clarity reasons [5].

More details about the experimental setup can be found in the Ph.D. thesis of
Neri [17].

The data of both arrays were acquired simultaneously at a sampling frequency
of 32, 768 Hz for 10 s per measurement. The time–averaged CSM was obtained by
using frequency spectra processed with a block length of 8192 samples, Hanning
windowing and 50% data overlap, providing a frequency resolution Δ𝑓 of 4 Hz. The
main diagonal of the CSM was removed in order to eliminate the influence of noise
incoherent for all the microphones [18], such as wind noise. The convection of
the sound waves due to the flow velocity was considered. A standard shear layer
correction, as outlined by Amiet [19], was applied.

The frequency range of interest considered for postprocessing ranges from 200
Hz to 4000 Hz. The lower limit was defined by the background noise and the
spatial resolution of the array in order to properly separate the sound coming from
the NLG model from other noise sources. The higher frequency limit was imposed
by the minimum distance between microphones to prevent aliasing, the amount of
sidelobes, and the SNR.

5.1.3. Computational simulations
Compressible flow simulations were performed using the commercial flow-solver
STAR–CCM+ with an Improved Delayed Detached Eddy Simulation (IDDES) model
[20]. A computational domain spanning 30 times the wheel diameter (𝑑wheel) in the
streamwise direction, 18𝑑wheel in the horizontal direction and 10𝑑wheel in the vertical
direction was used. Different mesh refinements were employed, with a higher
grid density for meshes closer to the NLG smaller components [21]. The domain
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Side

Flyover

Front

Figure 5.6: Position of the simulated ALLEGRA NLG model and the three virtual microphone arrays
considered. Adapted from [21].

is discretized using an unstructured mesh with a total of 97 million hexahedral
cells. The resolution of the mesh was sufficient to propagate the acoustic waves
up to about 5000 Hz [21]. Volumetric quadrupole sources were neglected as it is
commonly done for simulations featuring low Mach numbers. A detailed explanation
about the computational setup and simulations is out of the scope of this thesis.
More information about the computational setup and the propagation analysis can
be found in [21–24].

The NLG geometry employed in the numerical simulations has been slightly sim-
plified compared to the one used in the ALLEGRA wind–tunnel measurements: the
bolts, nuts and air valves were removed from the wheels, since they included de-
tails that were deemed too small to be resolved correctly by the computational grid
and were replaced with coarser versions [21]. Moreover, small gaps between parts
were filled, in particular the gap at the center of the rim was filled to approximate
the wheel bearings. Lastly, the position of the whole model considered was flipped
upside down in the 𝑧 direction compared to the wind–tunnel tests, see Fig. 5.6,
although this change has no influence in the results. Henceforth, only positive 𝑧
coordinates are considered, even if the figures referring to the computational sim-
ulations display negative values of 𝑧. The fuselage belly was also included in the
simulations, but is not illustrated in Fig. 5.6 for clarity reasons.

A uniform velocity field of 𝑉 = 50 m/s was imposed at the inlet plane, a Dirichlet
condition imposed the atmospheric pressure at the outlet plane and a no–slip condi-
tion was applied on the top plane of the computational domain, since it corresponds
to the floor of the wind tunnel [21].

Five simulated acoustic arrays of 225 microphones (distributed in square grids
of 15×15) were considered in the computational domain, see Fig. 5.6. The micro-
phone coordinates were approximated to the nearest cell center available. These
arrays were placed in the direct sound computation region, outside the unsteady re-
gion close to the NLG surface, where hydrodynamical waves were dominant. Hence,



5.1. Experimental and numerical setups

5

163

it was considered that at the arrays’ positions, the acoustic field was the dominating
fluctuating field [21]. The relative positions of each array with respect to the NLG
model were:

1. Flyover array: Located at 𝑧 = 2.75 m, i.e., 0.575 m away from the NLG axis,
where the mesh spacing is 0.01 m.

2. Side array 1: Located at 𝑦 = −1 m, i.e., 1 m away from the center of the NLG
axis, where the mesh spacing is 0.02 m.

3. Side array 2: Located at 𝑦 = −0.4 m, i.e., 0.4 m away from the center of the
NLG axis, where the mesh spacing is 0.003 m.

4. Front array 1: Located at 𝑥 = 1.75 m, i.e., 1.05 m away from the NLG axis,
where the mesh spacing is 0.02 m.

5. Front array 2: Located at 𝑥 = 2.25 m, i.e., 0.55 m away from the NLG axis,
where the mesh spacing is 0.0025 m.

Different scan planes (parallel to the considered array) were used, and will be
specified when presenting the results. All the scan grids consisted of 961 scan
points disposed in a square fashion (31 × 31).

Apart from the signals recorded at the microphones arrays, the propagated far–
field signals using the FW–H analogy [25] at different observer positions located
1.5 m from the model are also considered.

The acoustic pressure data were extracted at all the microphone positions from
2500 samples at a sampling frequency of 20 kHz during 0.125 s (or 10 wheel con-
vection cycles) [21]. The results were weighted using a Hanning windowing func-
tion and averaged using Welch’s method (see Appendix C.3), providing a frequency
resolution of approximately 39 Hz.

The acoustic data extracted from the flow computations were propagated to the
simulated microphone arrays and processed using several beamforming approaches
[21]. In this chapter only results obtained with an adapted version of Linear Pro-
gramming Deconvolution (LPD) (see section 4.8), called dual–LPD [24], are pre-
sented. Unfortunately, the absolute spectra obtained by the simulated microphone–
array measurements were not available for confidentiality reasons. Hence, only
source maps depicting the location of the identified sound sources and two far–
field sound spectra are presented for comparison purposes.

5.1.4. NLG geometries
In this section, the geometries of NLG of the Airbus A320, the ALLEGRA full–scale
NLG model tested in the Pininfarina wind tunnel and the computational simula-
tions, and those of the three regional aircraft types selected are presented. All the
considered NLG geometries consist of a bogie structure with a single axis and two
wheels. Table 5.3 contains the dimensions of the wheel diameter 𝑑wheel, tire width
𝑤wheel and rim diameter 𝑑rim for the five NLG geometries, as well as the technical
denomination of the NLG (following the ISO metric tire code for flotation sizes) in
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Table 5.3: NLG geometry parameters [3, 28].

Case NLG type 𝑑wheel, [m] 𝑤wheel, [m] 𝑑rim, [m]
Airbus A320 30 × 8.8 R15 0.762 0.223 0.381
Aircraft Type A 24 × 7.7 10 12 PR 0.610 0.196 0.286
Aircraft Type B 24 × 7.7 16 PR 0.610 0.196 0.406
Aircraft Type C 19.5 × 6.75 – 8 0.495 0.172 0.203
ALLEGRA 22 × 8.0 – 10 0.577 0.221 0.286

each case. Except for the NLG of the Airbus A320, all the dimensions listed in Table
5.3 present similar values. Such small differences in the size of the NLG are not
expected to cause considerable changes in the 𝐿 values radiated (less than 1 dB)
[26, 27], see section 2.2.5.

The landing gear geometry designed within ALLEGRA, displayed schematically
in Fig. 5.7, features a part of the fuselage, the gear bay, the doors and the gear
assembly. The main elements of the NLG structure of the ALLEGRA model are
depicted in Fig. 5.7 and listed with their names in Table 5.4.

(a) (b)

Figure 5.7: (a) View of the bare ALLEGRA NLG assembly; (b) View of the back of the NLG assembly with
bay doors and fuselage. Extracted from [21].

5.2. Results comparison
As it was mentioned at the beginning of this chapter, the obtained NLG noise results
can be separated into two categories: Airbus A320 and regional aircraft. These
types of aircraft were selected because of their considerable market share (out of
the 115 flyovers recorded, 36 correspond to regional airliners, i.e., 31% of the total)
and for the significant contribution of their landing gears to the total noise levels.
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Table 5.4: Main elements of the landing gear. Extracted from [21].

Part Number Part Name
1 Wheel axle
2 Main strut
3 Tow fitting
4 Lower arm joint
5 Drag stay Lower arm
6 Main fitting
7 Drag stay upper panel
8 Bay door
9 Steering pinions
10 Torque link
11 Wheel hub
12 Wheel

5.2.1. Analysis of the Airbus A320 NLG noise
Beamforming results
After analyzing the acoustic spectra of each flyover, it was observed that all the mea-
surements from the Airbus A320 family presented a strong tonal peak in a frequency
range between 1530 and 1720 Hz protruding about 10 dB over the surrounding
broadband noise, see Fig. 5.8a. Moreover, this aircraft type has an important
market share [29] and, hence, impact in community noise [2]. The beamforming
source plots at those peak frequencies showed that the tonal noise is generated at
the NLG position, see Fig. 5.8b. Additional results were already shown in Fig. 4.5
for a frequency of 1630 Hz. Interestingly, analogous frequency peaks and source
location were found by Michel and Qiao [30] for a single–aisle aircraft during fly-
over measurements with a microphone array. Similar tones at the NLG of a Boeing
747–400 aircraft were identified by Dedoussi et al. [31] but at lower frequencies
(around 400 Hz), which could be related to the considerably larger size (and, hence,
wavelength) of this aircraft type compared to the Airbus A320.

It is interesting to notice that the frequencies of the aforementioned tonal peaks
for all the seven Airbus A320 flyovers in this research do not have a significant
correlation with the aircraft velocity [2] because the correlation coefficient (see
Appendix C.2.4), 𝜌 ≈ 0.16, is considerably low and the p–value ≈ 0.73 is much
larger than the 0.05 threshold typically used for determining whether a correlation is
significant or not [12], see Appendix C.2.4. The lack of a clear correlation indicates
that these tones are likely to be caused by a flow–induced cavity resonance in the LG
system and not by Aeolian tones, as suggested by Michel and Qiao [30], Dobrzynski
[6], Dedoussi et al. [31], and Bulté and Redonnet [32]. For the case of [26], it was
determined that one of the main sources of tonal noise was the cavity of the pin
that links the brakes and the brake–rods. As explained in section 2.2.2, cavity noise
depends on both the geometry of the orifice and the local flow conditions [6]. For
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sound waves with a frequency of around 1700 Hz and a sound speed of 𝑐 = 343
m/s, the approximate value of the half–wavelength is 10 cm. This length is of the
same order of magnitude as the dimensions of some of the many components of
the NLG for this aircraft type [28], such as the towing fitting width (see Fig. 5.9),
which would explain the presence of the tonal peaks found in the spectra.
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Figure 5.8: (a) Frequency spectrum at the source position for an Airbus A flyover; (b) Functional
beamforming source plot (with ) for the same Airbus A flyover at the peak frequency of

Hz. Adapted from [2].

An additional confirmation that the NLG system is an important noise source
for the Airbus A320 is presented in Fig. 5.10b, where the functional beamforming
(with 𝜈 = 100) source plot for the same aircraft flyover as in Fig. 5.8 is presented,
this time for the whole frequency range considered (1 kHz to 10 kHz). Notice that
A–weighting (see Appendix A.2) is applied to the results in order not to obscure the
results with the poorer resolution at low frequencies. Other noise sources located
at the flaps (with possible contributions of the MLG and the engine exhausts) can
be observed in Fig. 5.10b. Unfortunately, the current experimental setup does
not allow for a correct separation of these noise sources at the lower frequencies.
The noise contribution of the NLG was obtained by integrating the area denoted
with a dashed rectangle using a similar technique as SPI (see section 4.2.2) but
considering the functional beamforming PSF [3].

Correlation with the aircraft velocity
A correlation analysis was performed between the NLG noise levels and the aircraft
velocity to confirm the expected 6th power law [34] for this type of noise source,
see section 2.2.2. Previous studies [35, 36] showed that the effect of the variable
atmosphere on the sound propagation causes a negligible noise level variability for
distances up to 100 m. Therefore, the variability in the noise levels is assumed to
be mainly caused by changes in the sound source itself, i.e., the aircraft [2]. Figure
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NLG tow-bar pin holes

Torque link 
pin holes

Figure 5.9: Examples of potential cavities in the LG system. Adapted from [33].

5.10a depicts the variability of the NLG 𝐿p values for the whole frequency range (1
kHz to 10 kHz) obtained from the integration of the source plots around the NLG as
aforementioned (see Fig. 5.10b). The least–squares fit to the seven flyovers is also
plotted in Fig. 5.10a and provides an exponent for the power law of approximately
6.3, which is slightly higher than the expected value of 6 by Curle’s theory [34].
Similar behaviors were observed by Michel and Qiao [30] and Dedoussi et al. [31]
in their flyover experiments. A coefficient of determination 𝜌 (see Appendix C.2.4)
of around 0.7 is obtained, meaning that approximately 70% of the variability in the
noise levels from the NLG can be explained by changes in the aircraft velocity.

Comparison with noise prediction model
For the current research, prediction results were generated with the noise prediction
tool PANAM [37–39] (see section 1.3.4) for the Airbus A320 experimental test cases
aforementioned. For the different flights, the frequency spectra for the NLG and for
the whole aircraft on a reference sphere of 1m were predicted and compared to the
measured spectra after applying functional beamforming. For illustration purposes,
only the two cases with lowest (70 m/s) and highest (81 m/s) aircraft velocities
available are presented here. The same analysis was repeated for measurements
with different velocities, showing similar results. The comparisons of the experi-
mental and predicted one–third–octave frequency band spectra for the NLG noise
are presented in Fig. 5.11. The maximum A–weighted noise levels are present
in the frequency range between 500 Hz and 3000 Hz, as observed by Dobrzynski
[6, 40] in wind–tunnel tests with full–scale landing gears. However, a considerable
difference between the experimental and the predicted spectra is observed for both
cases. The measured data using beamforming consistently indicate higher noise
values with 𝐿p values approximately 7 dB higher than those predicted by PANAM.
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Figure 5.10: (a) Correlation analysis between the p at the NLG and the aircraft velocity. Notice the
logarithmic scale of the velocity axis; (b) Functional beamforming source plot (with ) for the
same Airbus A flyover for the whole A–weighted frequency range ( kHz to kHz). The integration
area is denoted with a dashed rectangle. Adapted from [2].

One of the main causes for this difference is the presence of the tonal peak around
1600 Hz mentioned before in Fig. 5.8. The spectra predicted by PANAM do not
present such peaks. This is an additional indicator that the measured tonal peaks
do indeed originate from a cavity on the NLG, since PANAM (as well as other noise
prediction methods) does not account for parasitic noise sources, such as cavities
[2]. In case the tonal peaks were not present, the observed 𝐿p values for the NLG
would be approximately 2 dB lower, obtaining a closer agreement with the modeled
results.

The frequency spectra for the whole aircraft were also compared for both fly-
overs, as depicted in Fig. 5.12. In this case, the experimental data considered refer
to the sound signal of the array center microphone corrected for the propagation
effects mentioned in section 3.1.2. Because the whole aircraft is considered now,
the noise contribution from the engines and all other modeled airframe sources
is also included in the calculations of PANAM [2]. The corresponding engine fan
settings (𝑁1%, see section 2.4.3) of each flyover were calculated from the spectro-
grams with the method that will be explained in section 7.4. For the cases shown
in Fig. 5.12 they were found to be 48% for the flyover with 𝑉 = 70 m/s and 43%
for the one with 𝑉 = 81 m/s. Furthermore, the geometric parameters for airframe
and engines, and, most importantly, the engine performance data are required. All
these necessary input data were not directly recorded during the experiments, and,
therefore, had to be derived from the sound signals [4, 12, 41, 42] and additional
simulation results.

In general, it seems that the experimental data in Fig. 5.12 present higher
noise levels for frequencies between 150 and 1000 Hz and lower levels for higher
frequencies. The graphs for both velocities present similar trends in frequency.
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Figure 5.11: Comparison between the experimental beamforming spectrum and the predicted frequency
spectrum by PANAM for the NLG for two Airbus A flyovers with: (a) m/s and (b)
m/s. Adapted from [2].

The 𝐿p,overall difference between the predicted and experimental results in this case
is less than 1 dB. Even though there was a considerable difference in the NLG
predictions, the predicted total noise levels at the source are in very close agreement
with the experimental data. The observed differences between the experiment and
the model can be partially attributed to one or a combination of the following facts
[2]:

1. The experimental results for the NLG sound spectra (see Fig. 5.11) are ob-
tained after applying beamforming, whereas the ones for the whole aircraft
(see Fig. 5.12) are obtained using data from a single microphone.

2. Beamforming considers separated sound sources, whereas prediction models,
such as PANAM, consider all the noise sources on an aircraft as a point source.

3. Apart from the inherent uncertainties of the experiments and models, the
input data employed for the predictions (such as the trajectories and engine
settings) were not directly recorded and had to be estimated or derived from
additional data sources.

Finally, the observed ranking of the most dominant noise sources for these op-
erational conditions (which can be found in [2]) was found to be the same as that
predicted by the model, see Fig. 2.2a.

5.2.2. Analysis of NLG noise of regional aircraft
Beamforming results
The acoustic imaging results obtained can be divided in three categories depending
on the emission direction considered, see Fig. 5.6: flyover (in the 𝑧 direction, as
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Figure 5.12: Comparison between the experimental spectrum and the predicted frequency spectrum
by PANAM for the total aircraft for two Airbus A flyovers with: (a) m/s, % % and (b)

m/s, % %. Adapted from [2].

considered for the flyover measurements), side (in the 𝑦 direction) and front (in the
𝑥 direction).

Flyover direction
Figure 5.13 depicts three CFDBF source plots of the ALLEGRA NLG corresponding

to the wind–tunnel measurements with a flow speed of 50m/s and to the one–third–
octave bands with center frequencies of 630 Hz, 1250 Hz and 2000 Hz, respectively.
The scan plane used was parallel to the top microphone array, at a distance of 1.825
m from it (i.e., at 𝑧 = 2.175m, containing the wheel axis). The beamforming results
were integrated over a ROI (depicted as a dashed rectangle in Fig. 5.13) covering
the NLG position using the SPI technique, see section 4.2.2.

Figure 5.14 contains the results corresponding to the same conditions as in Fig.
5.13 after applying the high–resolution deconvolution method HR–CLEAN–SC (see
section 4.5.1), which offers clearer source plots. In both figures, it seems that the
dominant noise source for all frequency cases is at the center of the wheel axis,
between both wheels. The dashed rectangle denotes the ROI. However, sound
sources could be located anywhere along the vertical line passing through the mid-
dle point of the axis, since the resolution of the microphone array in the normal
direction (𝑧 direction) is not so accurate to localize the source within the axis. Thus,
it is also possible that the main sound source is located on the strut of the NLG or
thereabouts.

For the frequency range considered in the wind–tunnel measurements (200 Hz
to 4 kHz), the differences between the obtained spectra by the SPI technique and
HR–CLEAN–SC were small. Henceforth, the spectra obtained with HR–CLEAN–SC
are presented.

Additional acoustic imaging results of the ALLEGRA NLG in different configura-
tions featuring the removal of some of the NLG components (such as the doors,
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Figure 5.13: One–third–octave band CFDBF source plots for the ALLEGRA NLG model (flyover view) at
a flow velocity of m/s and a center frequency of (a) Hz; (b) Hz; (c) Hz. The
schematic position of the ALLEGRA NLG model is depicted as solid black lines and the dashed rectangle
denotes the ROI [5].

2 2.5 3 3.5 4

x, [m]

-1

-0.5

0

0.5

1

y
, 

[m
]

f = 630 Hz

-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0

L
p
 -

 L
p

,m
ax

, 
[d

B
]

(a)

2 2.5 3 3.5 4

x, [m]

-1

-0.5

0

0.5

1

y
, 

[m
]

f = 1250 Hz

-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0

L
p
 -

 L
p

,m
ax

, 
[d

B
]

(b)

2 2.5 3 3.5 4

x, [m]

-1

-0.5

0

0.5

1

y
, 

[m
]

f = 2000 Hz

-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0

L
p
 -

 L
p

,m
ax

, 
[d

B
]

(c)

Figure 5.14: One–third–octave band HR–CLEAN–SC source plots for the ALLEGRA NLG model (flyover
view) in the wind tunnel at a flow velocity of m/s and a center frequency of (a) Hz; (b)

Hz; (c) Hz. The schematic position of the ALLEGRA NLG model is depicted as solid black
lines and the dashed rectangle denotes the ROI [5].

torque link, steering pinion, etc.) can be found in [17].
Figure 5.15 illustrates an example functional beamforming source plot for a fly-

over measurement of each of the three aircraft types aforementioned. It is observed
that the NLG is always the dominant noise source for the frequency range selected
(one–third–octave band centered at 2 kHz). This frequency band was selected
due to the presence of strong tonal noise for all three regional aircraft types. The
dashed rectangles again denote the ROIs. For Aircraft Type B (Fig. 5.15 (b)) an
additional sound source is localized at what appears to be the flap side edge of the
left wing. For this example the outline of the aircraft has been manually added for
clarity, because the sunshine blurred the picture.

Additionally, an integration of the results over the ROI located at the NLG position
for each case was performed (see Fig. 5.15) in the same way as in section 5.2.1.

Two source plots obtained from the computational simulations in the flyover
direction with the Flyover array are depicted in Fig. 5.16 for the one–twelfth–octave
band with center frequencies of 1200 Hz and 2300 Hz, respectively. The scan plane
was located at 𝑧 = 2.5m. Although the source plots obtained by dual–LPD present a
more discontinuous distribution, the locations of the dominant sound sources agree
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Figure 5.15: One–third–octave band ( kHz) functional beamforming source plots for each aircraft type
using . (a) Type A; (b) Type B (aircraft outline has been added for clarity); (c) Type C. The dashed
rectangles denote the respective ROIs [3].

(a) (b)

Figure 5.16: One–twelfth–octave band dual–LPD source plots for the ALLEGRA NLG model (flyover view)
in the computational simulations at a flow velocity of m/s and a center frequency of (a)
Hz and (b) Hz. Extracted from [21].

with those found in the wind–tunnel experiments, i.e., between both wheels, see
Figs. 5.13 and 5.14. Once again, for the highest frequency (2300 Hz), the sound
sources seem to be more distributed, including some areas of the downwind side
of the wheels.

Similar source distributions and trends were observed for open–jet wind–tunnel
experiments and computational simulations on a simplified NLG geometry within the
LAGOON project [32]. Ravetta et al. [43] also compared wind–tunnel experiments
in the hybrid wind tunnel of Virginia Polytechnic Institute and State University [44]
with computational simulations for a 26%–scale MLG model and both approaches
showed comparable source locations as in the present research. Additionally, the
research of Ravetta et al. [43] attempted to perform sound source localization in a
three–dimensional manner.

Side direction
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Figure 5.17: One–third–octave band CFDBF source plots for the ALLEGRA NLG model (side view) at
a flow velocity of m/s and a center frequency of (a) Hz; (b) Hz; (c) Hz. The
position of the ALLEGRA NLG model is depicted as solid black lines and the dashed rectangles denote
the respective ROIs [5].

The source plots corresponding to the side array in the ALLEGRA wind–tunnel
experiments are presented in Figs. 5.17 and 5.18, for CFDBF and HR–CLEAN–SC,
respectively. The same conditions as in Figs. 5.13 and 5.14 are considered (a flow
speed of 50 m/s and one–third–octave bands with center frequencies of 630 Hz,
1250 Hz and 2000 Hz). The scan plane used was parallel to the side microphone
array, at a distance of 4.2m from it (i.e., at 𝑦 = 0 containing the center of the wheel
axis).

Once again, HR–CLEAN–SC provides clearer source plots, which are used to
determine the location of the dominant sound sources. For the 630 Hz frequency
band, it seems that the dominant sound source is located along the wheel vertical
diameter, close to the rim of the wheel, next to the wheel axle. The presence of
the wheels might shield potential sources located exactly at the axle in the side
direction. For the frequency bands centered at 1250 Hz and 2000 Hz, the main
noise sources seem to be located near the tow fitting and near the torque link,
respectively, see Fig. 5.7. For this emission direction, two different ROIs were
defined (denoted as dashed rectangles in Figs. 5.17 and 5.18), one covering the
wheel and the other covering the main strut and the bay door. This way, the
contributions of each region can be separated using HR–CLEAN–SC.

Figure 5.19 contains two source plots obtained from the computational simula-
tions in the side direction for the one–twelfth–octave band with center frequencies
of 1200 Hz and 2400 Hz, obtained by the Side array 1 and the Side array 2, re-
spectively. The scan plane was located at 𝑦 = −0.3 m. For the band centered at
1200 Hz, the sound sources seem to be clustered along the tow fitting, the lower
arm joint and the torque link, which agrees with the wind–tunnel results. For the
case of 2400 Hz, on the other hand, the dominant sound source is located at the
upwind part of the bay door.

Front direction
Computational simulations allow for the non–intrusive placement of virtual mi-

crophone arrays to study emission directions that would be impractical to measure
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Figure 5.18: One–third–octave band HR–CLEAN–SC source plots for the ALLEGRA NLG model (side
view) at a flow velocity of m/s and a center frequency of (a) Hz; (b) Hz; (c)
Hz. The position of the ALLEGRA NLG model is depicted as solid black lines and the dashed rectangles
denote the respective ROIs [5].
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(b)

Figure 5.19: One–twelfth–octave band dual–LPD source plots for the ALLEGRA NLG model (side view)
in the computational simulations at a velocity of m/s and a center frequency of (a) Hz
obtained with Side array , and (b) Hz obtained with Side array . Extracted from [21].
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(a) (b)

Figure 5.20: One–twelfth–octave band dual–LPD source plots for the ALLEGRA NLG model (front view)
in the computational simulations at a flow velocity of m/s and a center frequency of (a)
Hz obtained with Front array , and (b) Hz obtained with Front array . Extracted from [21].

in wind tunnels. Figure 5.20 shows the simulated source plots in the front direc-
tion for one–twelfth–octave band with center frequencies of 1000 Hz and 2400 Hz
obtained by the Front array 1 and Front array 2, respectively. The scan plane was
located at 𝑥 = 2.826 m. For the first case, the strongest noise source is located
at the center of the wheel axle, whereas for the second band, the sources are
more spread around the center of the wheel axle, the lower arm joint and the bay
doors. The bay door was also a dominant noise source for the side direction at that
frequency, see Fig. 5.19b.

Correlation with flow velocity
Since the experimental datasets considered contain measurements at different flow
velocities (or aircraft velocities, for the case of the flyovers), a correlation study was
performed to investigate the dependence between the sound pressure level 𝐿 and
the flow or aircraft velocity in the flyover direction, respectively, as done before in
section 5.2.1.

Figure 5.21 presents the overall integrated 𝐿p values for the available frequency
spectra (200 Hz to 4 kHz for the wind–tunnel experiment, and 1 kHz to 10 kHz for
the flyover measurements) as a function of the velocity 𝑉, using a logarithmic scale
for the velocity axis. Results for the ALLEGRA model for the four flow velocities and
for the measurements of the Aircraft Type A are presented. This aircraft type was
selected due to its higher number of occurrences. A very satisfactory agreement is
found between both cases.

The power laws found with respect to the velocity have exponents of 5.90 for the
ALLEGRA model and of 5.93 for the Aircraft Type A, see Eq. (5.1). The variable 𝑉ref
denotes an arbitrary reference velocity. These values match the 6th power law with
velocity expected for NLG noise [6, 26, 30, 34, 45], see section 2.2.2. The small
differences between both cases are not considered to be statistically significant and
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Figure 5.21: Correlation analysis for the NLG noise of the ALLEGRA model and Aircraft Type A with
respect to the velocity. The least–squares fits are also included. Note the logarithmic scale of the
velocity axis. Adapted from [3].

Table 5.5: Statistical coefficients for the velocity dependence.

Case Power law exponent 𝜌 𝜌 p–value
ALLEGRA 5.896 0.9999 0.9999 7.19 × 10

Aircraft Type A 5.925 0.8777 0.7704 3.69 × 10

are probably explained by the slightly different NLG geometries, the consideration
of different parts of the frequency spectrum, and by the different flow conditions in
each test case.

𝐿 , − 𝐿 , ref ≈ {
58.96 log

ref
for ALLEGRA model.

59.25 log
ref

for Aircraft Type A.
(5.1)

Moreover, the statistical coefficients of the correlations (see Appendix C.2.4)
are gathered in Table 5.5, where the correlation coefficient 𝜌, the coefficient of
determination 𝜌 and the p–value are presented for each case. An almost perfect
fit (𝜌 = 0.9999) is found for the ALLEGRA model, whereas a lower correlation is
found for the flyover case (𝜌 = 0.7704). The higher spread of the results for the
flyover experiments can be explained due to the less–controlled flow conditions and
by possible errors when calculating the true air speeds. Another significant cause of
variability is that the measurements correspond to different aircraft, rather than to
the same aircraft measured several times. In general, both cases present significant
correlations if the typical p–value threshold of 0.05 is considered.

Henceforth, the 6th power law is considered for both datasets for simplicity
reasons.

An illustrative example that confirms the considered power law is presented in
Fig. 5.22a, where the HR–CLEAN–SC narrow–band frequency spectra (obtained
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by integrating over the ROI defined in Fig. 5.13) for the ALLEGRA model in the
flyover direction for the four flow velocities are presented. When the spectra are
corrected following the 6th power law and taking 40 m/s as the reference velocity
𝑉ref, all the spectra collapse in one single line with only small differences at around
2500 Hz, see Fig. 5.22b. All the spectra are mostly broadband with just few tonal
components below 500 Hz, but they do not protrude a lot over the broadband levels
around them.
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Figure 5.22: (a) Integrated NLG sound frequency spectra for each velocity of the ALLEGRA model in the
flyover direction. (b) Idem for the spectra converted to ref m/s using the obtained velocity power
law [3].

For high frequencies, the LG cannot be considered as compact with respect to
the sound wavelength anymore and more sophisticated power laws can be derived
[46], featuring an exponent of 7 instead of 6, because the noise generation is
considered to be due to the turbulent flow surrounding the small components of
the LG. Since the effective frequency range for comparison in this study (1 kHz to
4 kHz) is relatively low–frequency, this aspect could not be considered.

Frequency spectra comparison (flyover direction)
This section compares the noise emissions of the NLG in the flyover direction. Fig-
ure 5.23a presents the A–weighted sound pressure levels (𝐿p,A) of the integrated
narrow–band frequency spectra (corrected for the velocity influence taking 𝑉ref = 65
m/s) of an example flyover of each aircraft type, as well as the spectrum for the
ALLEGRA model in the wind tunnel at 𝑉 = 65 m/s. Similar trends are observed
between the wind–tunnel and the flyover results. Unfortunately, the portion of the
spectrum where both wind–tunnel and flyover results overlap is limited (1 kHz to
4 kHz). Other flyover measurements of these aircraft types were similar to the
ones presented here, but are not included for the sake of simplicity. Since the
aircraft velocities are of the same order of magnitude for the four cases shown in
Fig. 5.23a, as well as the NLG geometries, differences in the Reynolds number are
expected to be negligible. The differences between the wind–tunnel results and the
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Figure 5.23: (a) Integrated A–weighted narrow–band frequency spectra of the NLG for an example
flyover of each aircraft type. The spectrum of the ALLEGRA model with ref m/s is also plotted for
comparison. (b) Zoomed–in spectra comparison for an Aircraft Type C flyover between the NLG and the
total aircraft ( . m/s) [3].

flyover measurements could be due to several reasons, such as installation effects
or different propagation conditions [47].

It can be noticed that strong tonal noise is present for the three aircraft types
at approximately 2200 Hz. This is especially the case for Aircraft Type C, for which
a tone, protruding more than 12 dB over the broadband noise around it, is found.
This phenomenon was already discussed in section 5.2.1, where it was suggested
that the cause for these tonal peaks could be the presence of open pin–cavities
[26, 30–32, 48] in the LG system, see Fig. 5.9. As in section 5.2.1, the fact that
no dependency was found between the tone frequency and the aircraft velocity
(unlike with Aeolian tones) confirms the likelihood that these tones originate from
a cavity [30, 31]. Since the geometries of the NLG for the three aircraft are similar,
it is possible that they have cavities of similar dimensions as well, generating tones
with comparable wavelengths. The flyover measurements of section 5.2.1, featured
Airbus A320 aircraft with larger NLG geometries [2] and presented tonal noise at
lower frequencies (approximately 1700 Hz, see Fig. 5.8a) and hence, larger wave-
lengths. The ratio between the wavelengths of the tonal noise of the experiment
in section 5.2.1 with Airbus A320 aircraft and the one of the present section (with
regional aircraft) agrees with the ratio between the axle lengths, providing more
evidence that the tonal noise is likely to be due to a cavity. On the other hand, no
significant tones were present in the ALLEGRA model in this frequency range. This
may be because cavities were intentionally designed out of the model.

For the measured flyovers, the aforementioned tones were also present in the
overall spectra of the whole aircraft, indicating the importance of NLG noise at
around 2200 Hz. This is illustrated in Fig. 5.23b for the same flyover measurement
of an Aircraft Type C as in Fig. 5.23a, where the NLG spectrum is compared to the
total aircraft sound spectrum obtained using a single microphone and correcting
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Figure 5.24: Far–field acoustic spectra obtained by the Flyover array in the computational simulations
with DNB and the FW–H analogy. The grid step in the ordinate axis is dB. The observer for the FW–H
analogy is located at ( . m, m, m). Extracted from [21].

for the propagation effects [4]. The tone at 2200 Hz is also present in the total
aircraft spectrum. Removing the tone at that frequency would cause overall 𝐿p
reductions up to 1 dB (up to 2 dB if A–weighting is considered) for the frequency
range considered. In addition, tonality (see Appendix A.5) is of high importance
when assessing aircraft noise around airports, since it has been shown that tonal
noise causes significantly more annoyance than broadband noise with the same
𝐿p,A [49–51].

The far–field acoustic spectra obtained by the Flyover array in the computational
simulations are presented in Fig. 5.24, where the Direct Numerical Beamforming
(DNB) results using dual–LPD are shown, as well as the propagated signal using
the FW–H analogy. The three different lines for DNB refer to how the deconvolution
approach is performed: from below (DNB ), from above (DNB ) or in the optimal
way (DNB ). For further explanations, the reader can refer to [21].

It can be observed that the three DNB approaches present a strong tonal peak
(protruding about 20 dB over the surrounding broadband noise) approximately at
2100 Hz, which agrees with the tonal peaks found in the flyover measurements
displayed in Fig. 5.23. The FW–H results, however, only present a tonal peak at
about 1050 Hz, which is coincidentally half of the tonal frequency for DNB. The
reason for this difference remains unknown and is subject for future research.

Figure 5.25a presents the comparison between the one–third–octave band spec-
tra of the NLG emissions of three aircraft types, the ALLEGRA NLG from the wind–
tunnel experiments (as presented in Fig. 5.23a) and the estimations of the two
noise prediction models considered (Fink and Guo, see section 2.2.5) using the ge-
ometry inputs of the ALLEGRA NLG model and a flow velocity 𝑉 = 65 m/s. A first
observation in the frequency range of common comparison (1 kHz to 4 kHz) indi-
cates that Guo’s model has a better fit with the experimental data (especially with
the flyover measurements) and that Fink’s model tends to overpredict the noise
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Figure 5.25: Spectra comparison of the NLG noise emissions in the flyover direction ( ≈ ∘, ∘)
between both noise prediction models, the ALLEGRA wind–tunnel experiments model with ref m/s
and an example flyover measurement for each aircraft type: (a) Absolute frequencies. (b) Normalized
frequencies with the Strouhal number ( wheel/ ) [5].

emissions in this case by several decibels. Neither of the two noise prediction mod-
els seem to include the tonal peak at around 2 kHz as expected, but they also do
not consider the noise decrease at around 4 kHz. The wind–tunnel results present
a hump between 500 Hz and 1600 Hz that is not captured by the noise prediction
models either. Moreover, the relatively high noise levels at low frequencies ob-
served for the ALLEGRA NLG could be explained by the higher background noise
levels at the wind–tunnel facility at that frequency range, which could be coher-
ent for all the microphones and, hence, not efficiently mitigated by the diagonal
removal of the CSM.

The integrated noise values in the frequency range between 1 kHz to 4 kHz
predicted by Guo are considerably closer to those measured in the flyover experi-
ments (within approximately a 1.5 dB difference), while the predictions by Fink are
approximately 4 dB higher than the flyover experiments.

Figure 5.25b depicts the same results as Fig. 5.25a but using the normal-
ized frequency axis with the Strouhal number based on the wheel diameter (𝑆𝑡 =
𝑓 𝑑wheel/𝑉). In this case, the broadband frequency components after 𝑆𝑡 > 20 of
the three aircraft types seem to collapse in a better way, but the tonal peaks are
now slightly more spread in different Strouhal numbers.

Frequency spectra comparison (side direction)
The integrated frequency spectra in the side direction for each of the ROIs defined
in Figs. 5.17 and 5.18 (namely the wheel and the strut and bay door of the ALLEGRA
NLG, respectively) are presented in Fig. 5.26a, as well as the total NLG emissions.
The spectrum of the ALLEGRA NLG in the flyover direction from Fig. 5.25a is also
displayed for reference. It can be observed that the noise contribution of the strut
and bay door is slightly higher than that from the wheel, except for the one–third–
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Figure 5.26: (a) Spectral breakdown for the noise emissions of the ALLEGRA NLG in the side direction
( ≈ ∘, ≈ ∘) in the wind–tunnel tests. (b) Spectra comparison of the NLG noise emissions in the
side direction between both noise prediction models and the ALLEGRA wind tunnel experiments model
with ref m/s [5].

octave band centered at 630 Hz, where the wheel presents considerably higher
levels. Interestingly, the noise levels in the flyover direction are considerably lower
than in the side direction for the whole frequency range, except between 800 Hz
and 1200 Hz, where the aforementioned hump in the previous section causes an
increase in the noise levels, even over the noise emissions in the side direction.
Once again, no important tonal peaks were observed in the narrow–band spectra
of the wind–tunnel experiments, which are not shown here for brevity reasons.

Figure 5.26b presents the comparison of the total noise emissions of the AL-
LEGRA NLG in the wind–tunnel tests in the side direction and the predictions of
Fink’s and Guo’s models with 𝜙 = 90∘. Once again, the wind–tunnel data present
higher noise levels at low frequencies (below 400 Hz), which could be due to the
higher background noise levels in the facility in that range. For frequencies higher
than 400 Hz, the experimental data are bounded between the predictions of both
noise prediction models, with a closer agreement to the results of Fink’s model in
this case. For this emission direction, the wind–tunnel data show another hump
(smaller than for the flyover direction) between 1 kHz and 2.5 kHz. None of the
noise prediction models captures this trend.

The far–field acoustic spectra obtained by the Side array 2 in the computational
simulations are presented in Fig. 5.27, which shows the DNB results using the
three dual–LPD approaches aforementioned and the propagated signal using the
FW–H analogy. In this case, only the DNB spectrum shows a small peak at 2100
Hz (protruding about 5 dB over the broadband noise), whereas the other two DNB
spectra present no important tonal peaks in the whole frequency range. The FW–H
results contain several tonal peaks at about 1050 Hz and higher frequencies up to
2500 Hz. These peaks are not observed in the experimental data from the ALLEGRA
wind–tunnel campaign.
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Figure 5.27: Far–field acoustic spectra obtained by the Side array in the computational simulations
with DNB and the FW–H analogy. The grid step in the ordinate axis is dB. The observer for the FW–H
analogy is located at ( . m, m, . m). Extracted from [21].

Observing the source plots presented in Figs. 5.16 and 5.20, it could be pro-
posed that the emissions of the main noise sources found between the NLG wheels,
and around the axle, are perhaps shielded by the presence of the wheels them-
selves, which would explain the lack of tonal peaks in the spectra presented in Fig.
5.27. Once again, a more detailed numerical analysis is suggested.

5.3. Conclusions and outlook
This chapter analyzed the noise emissions of landing gear systems, more precisely
those from the nose landing gear (NLG), due to its high contribution to the total air-
craft noise levels during the approach stage. Comparisons between aircraft flyover
measurements under operational conditions, full–scale wind–tunnel tests, compu-
tational simulations and noise prediction models (PANAM and Fink’s and Guo’s meth-
ods) were performed. All the NLG models considered had similar geometries.

Microphone arrays and acoustic imaging methods were employed in the exper-
imental and computational setups for isolating the sound signals generated by the
landing gear. For the frequencies considered, the wind–tunnel tests and the com-
putational simulations indicate that the main noise sources are located around the
center of the wheel axle, followed by the main strut and bay doors.

The experimental results follow the expected 6th power law with the flow ve-
locity. A good agreement is found between the wind–tunnel experiments and the
flyover measurements, except for the presence of strong tonal peaks in all the fly-
over recordings considered. Such tones are considered to be of high annoyance
for the population living near airports. The acoustic source plots confirmed that
the sound source emitting these tones was the NLG in all cases. The frequencies
of these tones (about 1600 Hz for the Airbus A320 and 2200 Hz for the regional
aircraft) do not scale with the flow velocity, which indicates that the cause of these
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tones might be the presence of open cavities in the NLG systems. Removing these
tones would cause overall noise reductions up to 2 dB in the frequency range ex-
amined. Interestingly, the computational simulations also showed a strong tonal
peak around 2200 Hz for the regional aircraft NLG but the wind–tunnel results do
not show such behavior for neither the flyover or side emission directions.

The noise prediction tool PANAM seems to considerably underestimate the noise
emissions of the NLG when applied to an Airbus A320 aircraft, whereas it is able
to predict the total aircraft noise emissions with an accuracy of less than 1 dB. The
predictions by Fink’s and Guo’s methods present comparable trends as the experi-
mental results, but do not consider the tonal peaks either. Guo’s method provides
a closer agreement in the flyover emission direction, whereas Fink’s method seems
to offer a better match in the side emission direction. These differences in noise
levels are partially caused by the presence of the strong tonal peaks aforemen-
tioned, which are not considered by the noise prediction models because they do
not include parasitic noise sources, such as cavities.

Including cavity–noise estimations in the models would improve the noise pre-
dictions around airports. However, cavity noise is considerably difficult to predict
since the intensity of the excitation of the cavity resonant mode depends on the ve-
locity, turbulence levels and direction of the flow. Moreover, the tones due to cavity
noise must be considered individually and cannot be represented in a convenient
nondimensional form [48]. The use of cavity caps might be an effective and easy
noise–reduction treatment [26] (keeping in mind practical and safety constraints).
Other noise–reduction devices [17] can also help to reduce the LG emissions. In
addition, due to the strong dependence between the noise emissions of the NLG
(and most airframe noise sources, in general) and the flow velocity, an obvious
recommendation would be to reduce the approach speed as much as possible,
keeping in mind that the high–lift devices would then generate more noise due to
the additional lift requirement.

In conclusion, the importance of the use of phased microphone arrays in aeroa-
coustic experiments and simulations has been confirmed, as well as the advantages
and limitations of different approaches in aeroacoustic studies. Hybrid studies as
the one presented in this chapter are, thus, of high interest, whenever possible.
Furthermore, to ensure the validity of the results, full–scale tests under operational
conditions are essential.

Future work is recommended, especially a more detailed computational study
with higher resolution. Flyover measurements featuring larger microphone arrays
and wind–tunnel tests with microphone arrays suitable for higher–frequency record-
ings are of high interest to extend the comparison over a larger frequency range.
Further research involving different aircraft types under a wider variety of opera-
tional conditions is recommended, allowing a more detailed comparison with the
current prediction models.
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6
Trailing–edge noise

Profound study of nature is the most fertile
source of mathematical discoveries.

Jean–Baptiste–Joseph Fourier

Con todos mis sentidos en activo escribo
estas palabras que me libren del olvido,

entre molinos y campos de olivo.

With all my senses active I write
these words to free me from oblivion,

within windmills and olive fields.

Rafael Lechowski (Entre molinos y campos de olivo)

As aforementioned in Chapter 2, TBL–TE noise is the dominant noise source
for modern wind turbines. The physical concepts behind the noise genera-
tion mechanisms involved in trailing–edge noise and brief descriptions about
potential broadband noise reduction measures have already been given in
section 2.3. This chapter contains the results of experimental campaigns
aimed at studying the noise–reduction performance of trailing–edge serra-
tions (section 6.1) and trailing–edge porous inserts (section 6.2)1.

1Some of the contents of this chapter are included in [1–9].
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In order to measure the TBL–TE noise emissions with a microphone array, the in-
tegration methods introduced in section 4.2.2 were employed, since they are con-
sidered the best technique available for this type of measurements [7, 10, 11].
Whereas obtaining accurate estimations of the sound spectra can be an issue in
wind–tunnel measurements due to their multiple challenges (see section 3.1.1),
measuring the differences in sound levels between different configurations is typi-
cally easier [12]. These delta values are of great interest for the assessment of the
performance of noise reduction measures.

6.1. Trailing–edge serrations
Previous research [13–16] on trailing–edge serrations showed that a crucial factor
to reduce the broadband TBL–TE noise is the alleviation of the acoustic impedance
discontinuity at the trailing edge provided by the serrations, instead of a straight
trailing edge design perpendicular to the streamwise direction. Further benefits
may be obtained from beneficially modifying the flow properties near the trailing
edge [16].

Several trailing–edge serration geometries have been proposed in the literature
[3, 13, 14, 17, 18], but the typical design features solid sawtooth triangles (see Fig.
6.2) with an aspect ratio between their length 2ℎs and their width 𝜆s of 2ℎs/𝜆s = 2,
since it has shown to provide the best noise reduction results in previous research
[13]. Thus, only serrations with this aspect ratio were tested for this research,
although different sizes and permeabilities are considered.

The solid serrations have been found to reduce noise, but are known to increase
it beyond a certain frequency ([1, 13]), especially if there is a serration–flow mis-
alignment angle 𝜑s (see Fig. 6.2). This unwanted effect can lead to the degradation
of the overall noise reduction performance in industrial applications, or constrain
the application of serrations to a limited range of conditions. The slitted serrations
tested in [19], however, seem to avoid this issue.

In order to study the different aspects influencing the performance of trailing–
edge serrations, three experimental campaigns were performed in different wind
tunnels, each of them with a different purpose:

1. Measurements of a NACA 0018 airfoil at an open–jet vertical wind tunnel at
Delft University of Technology (TU Delft) to investigate the influence of the
serration geometry, angle of attack 𝛼 and serration–flow misalignment angle
𝜑s (see Fig. 6.2). The performance of semi–permeable serrations was also
analyzed. The setup and results of this campaign are included in section 6.1.1.

2. Measurements of two airfoils (NACA 0012 and NACA 0018) at an open–jet
anechoic wind tunnel at the University of Twente (UTwente) featuring flow–
aligned serrations. In this experiment, the performance of two different mi-
crophone arrays (consisting of digital and analog microphones, respectively)
was compared. Moreover, the effect of the airfoil thickness on the perfor-
mance of the serrations was investigated. This research is the result of a
collaboration between UTwente and TU Delft. The setup and results of this
campaign are included in section 6.1.2
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3. Measurements of a cambered DU96–W–180 airfoil with flow–misaligned ser-
rations at the closed–section, low–turbulence wind tunnel (LTT) at Delft Uni-
versity of Technology. This wind tunnel allowed for measurements at chord–
based Reynolds numbers as high as 1.5 × 10 . The setup and results of this
campaign are included in section 6.1.3.

6.1.1. Effect of serration geometry, angle of attack and serration–
flow misalignment angle

Experimental setup
The measurements were performed at the vertical wind tunnel (V–tunnel) at Delft
University of Technology, which has a contraction ratio of approximately 60∶1. For
this experiment, a square nozzle of 0.4 m × 0.4 m was used with a turbulence
intensity below 1% [1].

A symmetric NACA 0018 airfoil was manufactured into an aluminum wing of
chord �̂� = 0.2 m and span of 𝑏 = 0.4 m, equal to the test section width. The model
was installed in an open test section with two long wooden side plates terminating
0.7 m downstream of the airfoil trailing edge to approximate the two-dimensional
flow condition over most of the wing span [20]. The airfoil leading edge was located
0.5 m from the nozzle exit to separate the extraneous noise sources (e.g., from the
nozzle) from the airfoil trailing–edge noise source.

To ensure that the noise source observed was TBL–TE noise, the boundary layer
Was forced to turbulent transition (see section 2.3) with randomly distributed car-
borundum roughness elements with a nominal size of 0.6 mm, placed on a tape of
10 mm width, following the recommendations in [21]. The tape was centered at
20% of the chord (0.2 �̂�) and covered the whole span on both sides of the airfoil. A
stethoscope probe was used to verify that the boundary layer was tripped and that
it remains turbulent downstream until the trailing edge [2]. This system is com-
posed by a Brüel & Kjær 4134 microphone [22], a Brüel & Kjær 2619 preamplifier
[23] and a Brüel & Kjær 2801 power supply [24].

Four serration geometries were tested in this experimental campaign defined by
their width 𝜆s and length 2ℎs, see Fig. 6.2. All of them had a sawtooth geometry of
1 mm thickness throughout all the airfoil span and the same aspect ratio (2ℎs/𝜆s =
2), but presented different characteristics, see Fig. 6.3:

• Short solid serrations with 𝜆s = 10 mm and 2ℎs = 0.1 �̂� = 20 mm. Hence-
forth these serrations are referred to as Sr10, since their length is 10% of the
airfoil chord.

• Long solid serrations with 𝜆s = 20 mm and 2ℎs = 0.2 �̂� = 40 mm. These
dimensions follow the recommendations for serration design of Gruber et al.
[13]. Henceforth these serrations are referred to as Sr20.

• Long slitted serrations with the same dimensions as the Sr20 but with
semi–permeable area. Henceforth these serrations are referred to as Slitted.

• Hybrid serrations with the same geometry as the Slitted, but including solid
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Figure 6.1: (a) Illustration of the experimental setup in the V–tunnel showing the position of the micro-
phone array with respect to the test section and airfoil. Adapted from [3]. (b) Microphone distribution
for the V–tunnel measurements. Adapted from [3].

serrations with the same geometry as Sr10. Henceforth these serrations are
referred to as Hybrid.

A modular trailing–edge design in the airfoil allowed the serration inserts to
be retrofitted while keeping the surface free from irregularities. All the serration
geometries were mounted aligned with the flow, i.e., the misalignment angle 𝜑s =
0∘, see Fig. 6.2. Only the Sr20 case was tested with 𝜑s = 6∘ to study the effect of
the serration–flow misalignment angle (or flap angle) on the noise emissions [2].
All these configurations were compared with respect to the straight trailing edge
baseline case.

The coordinate system for this experimental campaign is illustrated in Fig. 6.2,
with the 𝑥 axis in the streamwise direction, the 𝑦 axis normal to the mean camber
plane of the airfoil pointing at the microphone array, the 𝑧 axis in the spanwise
direction, and the origin located in the center of the straight trailing edge. The
noise emissions were studied at three freestream velocities 𝑉 (30, 35 and 40 m/s)
and three geometric angles of attack 𝛼: 0∘, 6∘ and 12∘. The maximum velocity
corresponds to a chord–based Reynolds number of 5.26 × 10 and a Mach number
of 0.118, approximately.

A 64–microphone array with a diameter of 0.9 m was used, arranged in a multi–
arm logarithmic spiral configuration ([25, 26]), as shown in figure 6.1b. The mi-
crophones used were of the same type as for the flyover measurements described
in section 5.1.1, and had been previously calibrated using a pistonphone [27] [1].
The array was placed at a distance ℎ away from the airfoil in the 𝑦 direction, as illus-
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�̂� = 20 cm
2ℎs

𝜆s

𝑦

𝑥𝑧𝛼

𝜑s

𝑉

Figure 6.2: Convention used for the coordinate system and serration–misalignment angle s. Adapted
from [3].
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Figure 6.3: Explanation of the geometries of the four serration types tested. Adapted from [2].
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trated in Fig. 6.1a. This distance had a value of 1.26 m when testing flow–aligned
serrations and of 1.05 m when studying flow–misaligned serrations. The center of
the array (𝑥 = 𝑧 = 0) was aligned in the streamwise direction with the root of the
serrations at the trailing edge.

The sampling frequency employed was 50 kHz and the selected sound frequency
range of interest extended from 1 kHz to 5 kHz. For each measurement, 60 s of
data were recorded. The acoustic data were averaged using time blocks of 2048
samples (𝑇 = 40.96 ms) and windowed using a Hanning weighting function with
50% data overlap following Welch’s method, see Appendix C.3. With these values,
the frequency resolution is Δ𝑓 ≈ 24.41 Hz. The expected random error in the
estimate (see Appendix C.3.1) is approximately 1.9%. The SNR of this setup was
found to be between 10 and 24 dB for the frequency range of interest (1 kHz to
5 kHz) for all cases [3]. Moreover, the main diagonal of the CSM was deleted to
reduce the influence of incoherent background noise, see section 4.2.1.

The effect of the shear layer in the acoustic measurements ([28]) was neglected
due to the small angle (< 10∘) between the center of the array and the scan area
of interest and the considerably low flow velocities employed in this experiment
([29]).

In addition to the acoustic measurements with the phased microphone array,
time–resolved stereoscopic PIV measurements [16, 30] (see section 1.3.1) were
performed to obtain the boundary layer flow characteristics in the vicinity of the
trailing edge [1, 2].

Results and discussion
A clear example of the noise–reduction performance of the serrations is illustrated
in Fig. 6.4, where the CFDBF source plots obtained for the straight–trailing–edge
baseline case and the Sr20 serrations are presented for the three freestream ve-
locities 30, 35 and 40 m/s for 𝛼 = 0∘ (i.e., at zero lift). The frequency range of
the source plots corresponds to the whole frequency range of interest (1 kHz to 5
kHz). It can be observed that the strongest noise sources are located at the trailing
edge, as expected [1] and that the presence of the Sr20 serrations reduce the peak
beamform levels, as observed in [13], by approximately 6 dB for the three veloci-
ties. In Fig. 6.4 it can also be observed that higher freestream velocities generate
higher noise levels, as expected (see section 2.3.2).

The frequency spectrum of the TBL–TE noise emissions can be calculated by
integrating the CFDBF source plots in a ROI using the SPIL technique, as explained
in sections 4.2.2 and 4.17. For this experiment a spacing between grid points Δ𝑥
of 1 mm was used and a ROI extending from 𝑧 = −0.1 m to 𝑧 = 0.1 m and
from 𝑥 = −0.06 m to 𝑥 = 0.06 m was selected for all the trailing–edge geometries
(depicted as a dashed rectangle in Figs. 6.4 and 6.9), in order to avoid the influence
of potential corner sources in the junctions of the airfoil with the side plates [31, 32],
following the recommendations mentioned in section 4.17. A simulated line source
was considered at the trailing edge position (𝑥 = 0m and from 𝑧 = −0.1m to 𝑧 = 0.1
m). Figure 6.5 shows the integrated overall 𝐿p values for the frequency range of
interest (1 kHz to 5 kHz) for the straight trailing edge and the Sr20 serration with
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Figure 6.4: CFDBF source maps obtained for the straight trailing edge (top) and the Sr20 serrations
(bottom) at the freestream velocities indicated on top of each figure, for ∘, and for the frequency
range between kHz and kHz. The airfoil location is denoted by a solid rectangle and the ROI by a
dashed rectangle. Adapted from [1].
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Figure 6.5: Velocity dependence law (straight line) for trailing–edge noise emissions compared to the
measured noise from the straight and Sr20 edges for a frequency range between kHz and kHz and

∘. Note the logarithmic scale for the velocity axis. Adapted from [1].

respect to the freestream velocity 𝑉 . An approximately constant 𝐿p difference of
6 dB is present in all cases [1], as observed in Fig. 6.4. The expected 5th power
law dependence of the acoustic power with the freestream velocity [33, 34] is also
plotted in Fig. 6.5, showing a close agreement with both cases. Similar behaviors
were found when studying the noise emissions of trailing–edge devices on aircraft
flyovers [35].

The integrated one–third–octave–band sound spectra for each flow–aligned,
trailing–edge serration and for the straight trailing edge are presented in Fig. 6.6
for 𝛼 = 0∘ and the three freestream velocities. The background (BG) noise spectra
are also plotted as reference. The noise reduction achieved by the four serration
geometries is evident [3]. To better show the noise reduction levels obtained, the
same spectra as in Fig. 6.6 are depicted in Fig. 6.7 relative to the straight trailing–
edge spectrum in terms of Δ𝐿p = 𝐿p, STE − 𝐿p, s, where 𝐿p, STE and 𝐿p, s refer to the
straight and serrated trailing edge cases, respectively. Therefore, a positive value
of Δ𝐿p represents a noise reduction.

The noise reductions vary moderately when increasing the flow velocity, showing
some slight degradation especially at lower frequencies [3]. Noise reductions up to
8 dB are achieved by the Hybrid serrations. The Sr20 perform in a similar way with
slightly lower noise reduction levels. The Sr10 perform about 2 dB worse across
the considered frequency spectrum. The Slitted serration geometry seems to be
the most inefficient, especially for frequencies below 2.5 kHz. This result disagrees
with the findings by Gruber et al. [19] where this serration design performed in
a similar or even better way than the solid serration design, but it was tested on
a non–symmetric airfoil with serrations manufactured in a different material. The
worse noise reduction achieved by the Slitted serrations compared to the Sr20 is
probably explained regarding the modified trailing edge because 50% of the wetted
edge of the Slitted serration is still perpendicular to the streamwise direction (at
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straight trailing edge at ∘ and freestream velocities of , and m/s (from left to right).
Adapted from [3].

the root) causing a strong acoustic impedance change there [3, 33] in the same
way as the straight trailing edge. The Hybrid serrations, on the other hand, achieve
considerably higher noise reductions than the Sr10 serrations while having the same
solid serration contour, i.e., with a lower wetted surface than the Sr20 design, which
is likely to have a lower impact to the aerodynamic performance of the airfoil [3].
This fact suggests that slits need to be carefully integrated into a proper design [3].

The Δ𝐿p results for the case with 𝛼 = 12∘ are included in Fig. 6.8 and exhibit a
weakened noise reduction performance for all the serration designs [3] compared
to the case with 𝛼 = 0∘. The Hybrid and Sr20 serrations remain as the most efficient
designs, reaching reductions of almost 6 dB. Negligible trend differences are again
observed when increasing the flow velocity, suggesting that the noise reduction
performance is only weakly affected by the flow velocity [3].

The PIV measurements showed that, at the root of the serrations and upstream,
the flow remains practicably unmodified, whereas considerable changes are expe-
rienced as it convects downstream, leading to lower intensities in the unsteady
pressure fluctuations [1]. This way, the local pressure waves might vary along the
serration edges, leading to the observed TBL–TE noise reductions [1].

The effect of the serration–flow misalignment angle 𝜑s is observed in the CFDBF
source maps illustrated in Fig. 6.9, which represents the noise emissions of the
straight–trailing–edge case and the Sr20 serrated trailing edges with 𝜑s = 0∘ and
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Figure 6.9: CFDBF source maps obtained for the straight trailing edge (left), the Sr20 serrations with
s

∘ (center), and the Sr20 serrations with s
∘ (right). The results correspond to a freestream

velocity of m/s and ∘, and a one–third–octave frequency band centered at kHz. The airfoil
location is denoted by a solid rectangle and the ROI by a dashed rectangle. Adapted from [2].

𝜑s = 6∘ for a one–third–octave frequency band centered at 4 kHz. The results
depicted correspond to a freestream velocity of 𝑉 = 35 m/s and 𝛼 = 0∘. As
it was observed in Fig. 6.4, the trailing edge is the primary sound source in all
three cases [2]. The flow–aligned serrations (𝜑s = 0∘) provide a noise reduction
of approximately 2 dB, whereas the flow–misaligned serrations (𝜑s = 6∘) have an
adverse effect [2].

To further investigate this phenomenon, the integrated one–third–octave–band
spectra in the ROI for the Sr20 serrated trailing edge with 𝜑s = 6∘ relative to the
straight–trailing–edge baseline (i.e., the Δ𝐿p) are presented in Fig. 6.10 for 𝛼 values
of 0∘, 6∘ and 12∘. A crossover frequency 𝑓crossover is observed for all the freestream
velocities and angles of attack, after which the flow–misaligned serrations generate
an increase in noise, instead of a reduction. The serration flap angle 𝜑s induces
a localized deflection of the flow field which causes a change of the local pressure
gradient, an increase in the turbulence levels near the edge and the formation of
streamwise coherent structures, which causes a noise increase [2].
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Figure 6.10: Relative integrated sound spectra for the Sr20 serration with ∘ with respect to the
straight trailing edge at different values and values of ∘, ∘ and ∘ (from left to right). The
crossover frequency crossover is indicated for each case with a black circle. Adapted from [2].

The crossover frequencies (estimated by linear interpolation of the one–third–
octave–band spectra) are depicted with black circles in Fig. 6.10. The flow–
misaligned serrations provide a noise reduction of about 5 dB at around 1 kHz,
but this amount quickly decreases as the frequency increases. This phenomenon
occurs earlier for lower velocities and for increasing angles of attack. For 𝛼 = 0∘,
𝑓crossover is between 2.2 kHz and 3.4 kHz and the maximum noise increase is about
5 dB. For 𝛼 = 6∘, 𝑓crossover is observed between 1.7 kHz and 2.6 kHz and the noise
increase reaches 7.5 dB. Finally, for 𝛼 = 12∘, 𝑓crossover is between 1.3 kHz and 1.8
kHz and noise increases up to 8 dB are obtained. It was found that 𝑓crossover scales
with the Strouhal number based upon the boundary layer displacement thickness
(measured with PIV) and the freestream velocity 𝑆𝑡 = 𝑓𝛿⋆/𝑉 , [2]. Moreover, in-
stead of a single value for the Strouhal number, a linear relation is found between
𝑆𝑡 and 𝛼 [2]. The consideration of the boundary layer of the pressure side is pre-
ferred since it was found to be more representative [2]. An increase in the energy
of turbulent fluctuations is also observed at the expected crossover frequency and
the dominant cause for the noise increase is identified at the pressure side of the
flow–misaligned serrations [2].

A comparison between the data obtained in this experimental campaign and
LBM computational results (see section 1.3.3) was performed by van der Velden
[15] and Avallone et al. [36], see Fig. 6.11. The frequency spectra of the straight
trailing edge and the Sr20 geometry obtained experimentally (with 𝑉 = 30 m/s
and 𝛼 = 0∘) are compared to the far–field computational results propagated using
the FW–H analogy. More information about the computational simulations can be
found in the original publications [15, 36].

In Fig. 6.11 the axis of abscissas is expressed as the Strouhal number based on
the airfoil chord 𝑆𝑡 = 𝑓�̂�/𝑉 and the 𝐿p values are normalized considering a Mach
number 𝑀 = 1, the distance between the source and the observer 𝑟 = 1 m and the
airfoil span 𝑏 = 1 m in order to enable a proper comparison [15]:

𝐿p,norm = 𝐿p + 10 log ( 𝑟
𝑏𝑀 ), (6.1)

where 𝐿p,norm denotes the normalized 𝐿p values.
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Figure 6.11: Computational and experimental (with m/s and ∘) normalized far–field
sound spectra for the straight trailing edge and Sr20 serrated edge. Adapted from [15, 36].

The agreement between the experimental and computational spectra is very
close for both trailing edge cases (straight and Sr20). The noise reduction provided
by the serrations is maximal around 𝑆𝑡 ≈ 8 and becomes negligible after 𝑆𝑡 = 32.
The spectra from other freestream velocities showed very similar results [15].

6.1.2. Microphone array comparison and effect of airfoil thick-
ness

Experimental setup
Aeroacoustic measurements were performed in the Silent Wind–Tunnel facility of
the UTwente. The facility is a closed–circuit wind tunnel with an open–jet test sec-
tion located inside an anechoic chamber of dimensions 6 m (length) × 6 m (width)
× 4 m (height). In this facility, aeroacoustic measurements can be performed in
an anechoic environment (i.e., free–field conditions) for frequencies above 200 Hz.
The open–jet test section has rectangular dimensions of 0.9 m (width) × 0.7 m
(height), see Fig. 6.12. The freestream velocities 𝑉 considered were 20, 30 and
40 m/s with turbulence intensity levels below 0.2%. The maximum freestream ve-
locity corresponds to a chord–based Reynolds number of 5.26 × 10 and a Mach
number of 0.118, approximately, as in the experiments explained in section 6.1.1.

Two airfoils (NACA 0012 and NACA 0018) with a chord of �̂� = 0.2 m and a span
of 𝑏 = 0.7 m (i.e., equal to the test section height) and manufactured in aluminum
were tested in this experiment. Boundary–layer tripping was applied using the same
method as in section 6.1.1 and centered at 0.2 �̂� on both sides of the airfoil, see Fig.
6.13. The turbulent feature of the flow was confirmed using a remote microphone
probe. A remote microphone was used to verify that the boundary layer was tripped
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Table 6.1: Boundary layer thickness at the trailing edge ( ) for both airfoils at different flow velocities.

Flow velocity 𝑉 , [m/s] 𝛿 for NACA 0012, [mm] 𝛿 for NACA 0018, [mm]
20 7.5 8.5
30 7 8
40 6.5 7.5

and that it remains turbulent downstream until the trailing edge.
Two types of solid sawtooth serrations were measured, both manufactured in

aluminum and aligned with the flow, retrofitted inside a slot in the trailing edge of
each airfoil and with a thickness of 1 mm. The aspect ratio between the serration
length 2ℎs and the serration width 𝜆s was 2ℎs/𝜆s = 2 (the same as in section
6.1.1). The two serration geometries considered were:

• Long solid serrations with 𝜆s = 30 mm and 2ℎs = 0.3 �̂� = 60 mm. These
serrations are referred to as Sr30.

• Short solid serrations with 𝜆s = 15 mm and 2ℎs = 0.15 �̂� = 30 mm. These
serrations are referred to as Sr15.

HWA measurements were performed on both airfoils (for the straight trailing
edge configuration) to determine the boundary layer thickness at the trailing edge
based on the 95% of the edge velocity (𝛿 ). The average results of these mea-
surements for the three considered flow velocities (20, 30 and 40m/s) are gathered
in Table 6.1. For a flow velocity of 30 m/s, 𝛿 was measured to be 7 mm for the
NACA 0012 and 8 mm for the NACA 0018, approximately. The length of the serra-
tions is about 8 and 4 times 𝛿 for the Sr30 and the Sr15 geometries, respectively.
Thus, these serrations are considerably longer than the ones tested by Arce León
et al. [1] (see section 6.1.1) for the same airfoil and flow conditions, and, hence,
are expected to provide higher noise reductions [13].

The coordinate system employed for the experiment is illustrated in Fig. 6.13,
with the 𝑥 axis in the downwind streamwise direction, the 𝑧 axis in the spanwise
direction pointing upwards, the 𝑦 axis perpendicular to the other two axes pointing
at the digital microphone array (see Fig. 6.12), and the origin placed at the center
of the straight trailing edge.

Since both airfoils are symmetric (i.e., they have no camber), the radiated far–
field noise is expected to inhibit similar properties on both the pressure and suction
sides under no angle of attack. Therefore, only measurements with zero angle of
attack (𝛼 = 0∘) are used for comparison.

Two phased microphone arrays were employed to analyze the TBL–TE noise
emissions and placed at opposite side of the airfoil, as shown in Fig. 6.12, and at
a distance of ℎ = 1.2 m from the airfoil trailing edge:

• A CAE Systems M–112 Bionic Array [37] (Fig. 6.12 left) consisting of 112 In-
vensense INMP441 digital MEMS microphones with an integrated DAS inside
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Figure 6.12: NACA airfoil installed in the open–jet test section (front view) with both microphone
arrays (Digital on the left and Analog on the right) [6].
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Figure 6.13: Coordinate system adopted and representation of the region of integration (ROI) size and
location (shaded in blue). The location of the tripping tape is also indicated for this example of the NACA

airfoil with Sr30 serrations [6].
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Figure 6.14: Microphone distribution for (a) The Digital phased microphone array. (b) The Analog
phased microphone array. Note that the axis is reversed for better comparison [6].

the hub of the array. The frequency range of the microphones spans from
10 Hz to 24 kHz. Digital time data are directly saved to a laptop computer at
a sampling frequency of 48 kHz using the array’s integrated FPGA (Field–
Programmable Gate Array) system. The microphones are recessed inside
small cavities, flush–mounted with the array mounting structure. Thus, sound
reflections from the array structure can be expected at the microphones. From
the total of 112 microphones, 63 were selected to compare the results with
the other array, see Fig. 6.14a. Henceforth, this array is referred to as Digital
array.

• A reconfigurable microphone array (Fig. 6.12 right) consisting of 63 PUI Au-
dio POM–2735P–R analog condenser microphones [38] (see section 5.1.1 for
the specifications of the microphones) with a DAS developed at TU Delft, as
in sections 5.1.1 and 6.1.1. The microphone distribution approximated the
selected undersampled geometry of the Digital array, see Fig. 6.14b. The
sampling frequency employed was 50 kHz. Each microphone was previously
calibrated using a calibrated pistonphone [27] emitting sound at 250 Hz. The
performance of this array has already been compared with computational
aeroacoustic methods, with successful results [5, 15]. Henceforth, this array
is referred to as Analog array.

Both arrays have an approximate diameter of 𝐷 = 1 m, see Fig. 6.14. The
approximate costs of both microphone types are similar and in the order of 1 euro
per piece. Therefore, the comparison between both systems is considered as rep-
resentative.
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The centers of both arrays were aligned with the center of the trailing edge of
the airfoil (𝑥 = 𝑧 = 0 m). Both microphone distributions were almost identical, but
the Analog array presented a small rotation with respect to the Digital array. The
effect of this small difference, however, is expected to be negligible.

Raw time signals were simultaneously acquired by both arrays. For each mea-
surement, 60 s of data were recorded. The acoustic data were averaged using
time blocks of 4096 samples (corresponding to a time interval of 𝑇 = 85.33 ms
for the Digital array and 𝑇 = 81.92 ms for the Analog array) and windowed us-
ing a Hanning weighting function with 50% data overlap following Welch’s method,
see Appendix C.3. With these values, the frequency resolution for both arrays is
approximately Δ𝑓 ≈ 12 Hz. The frequency range of interest was selected to be
between 1 kHz and 5 kHz as in previous experiments [1–4], see section 6.1.1.

Mean flow convection of the sound was taken into account in the steering vector
formulation using an average Mach number of the flow following the approach
proposed by Amiet [39]. Moreover, the main diagonal of the CSM was removed
in order to mitigate the effect of the incoherent background noise from the wind
tunnel, see section 4.2.1.

Results and discussion
As it was done in section 6.1.1, the TBL–TE noise emissions were calculated by
integrating the CFDBF source plots in a ROI using the SPIL technique explained in
sections 4.2.2 and 4.17. A scan grid covering a range from 𝑥 = −0.3 m to 𝑥 = 0.3
m and from 𝑧 = −0.45 m to 𝑧 = 0.45 m, i.e., covering the whole airfoil, was defined
for both arrays. A constant spacing between grid points Δ𝑥 of 10 mm was selected.
Both datasets were processed with the same software developed in–house.

Following the guidelines specified in [11], a ROI was defined in order to apply
the SPIL method ranging from 𝑥 = −0.07 m to 𝑥 = 0.07 m and from 𝑧 = −0.2 m to
𝑧 = 0.2 m, see Fig. 6.13a. A simulated line source was considered at the trailing
edge position (𝑥 = 0 m and from 𝑧 = −0.2 m to 𝑧 = 0.2 m). The corners of the
airfoil’s trailing edge were excluded from the ROI in order to mitigate the influence
of any potential “corner” sources due to interaction of the airfoil with the boundary
layers of the wind–tunnel walls [7, 31, 32].

As an illustrative example, the CFDBF source plots obtained by both arrays for
the NACA 0012 airfoil with straight trailing edge at 𝛼 = 0∘ and 𝑉 = 30 m/s and
a one–third–octave frequency band centered at 2 kHz are presented in Fig. 6.15.
Whereas both beamforming plots present a similar source distribution (a vertical
line source located at the trailing edge of the airfoil, 𝑥 = 0 m) and comparable
peak values, the beamform map provided by the Digital array (Fig. 6.15a) has
higher sidelobes (i.e., spurious sources) than the one by the Analog array (Fig.
6.15b). Results for the same configuration but at a one–third–octave frequency
band centered at 4 kHz are presented in Fig. 6.16. Once again the results from
the Analog array present less sidelobes than those from the Digital array. Slightly
lower peak levels (about 1.5 dB lower) are observed in the source plot by the Analog
array compared to the Digital one. Similar behaviors were found for other frequency
ranges and airfoil configurations.
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Figure 6.15: CFDBF source plots obtained for the NACA airfoil with straight trailing edge at ∘

and m/s for: (a) the Digital array and (b) the Analog array. The results correspond to a
one–third–octave frequency band centered at kHz. The airfoil location is denoted by a solid rectangle
and the ROI by a dashed rectangle using the same orientation as depicted in Fig. 6.13. The results for
the Analog array have been mirrored with respect to the axis for an easier comparison [6].

The spatial resolution of an array follows the Rayleigh resolution limit [40], see
Eqs. (D.3) and (D.4) in Appendix D. Both arrays show similar spatial resolutions,
since this parameter mostly depends on the array aperture and the microphone
distribution [41], and these features are almost identical for both arrays, see Fig.
6.14.

To further investigate the dynamic range (or sidelobe level) of both arrays, this
parameter was calculated for both arrays when analyzing the NACA 0012 airfoil with
straight trailing edge at 𝛼 = 0∘ and 𝑉 = 30 m/s. Since the spatial resolution of
an array improves with increasing frequency, see Eq. (D.4), only the results further
away than a distance 𝑅(𝑓) from the trailing edge of the airfoil (𝑥 = 0 m) and within
a scan grid going from 𝑥 = −0.6 m to 𝑥 = 0.6 m are considered, i.e., for 𝑥 ∈ −0.6 m
≤ 𝑥 ≤ −𝑅(𝑓) ∪ 𝑅(𝑓) ≤ 𝑥 ≤ 0.6 m (see Fig. 6.17a) and for 𝑧 ∈ −0.35 m ≤ 𝑧 ≤ 0.35
m. The dynamic range is, thus, defined as the difference between the peak level
found in the trailing–edge region 𝑥 ∈ −𝑅(𝑓) ≤ 𝑥 ≤ −𝑅(𝑓) and the peak sidelobe
level in the sidelobe search area defined in Fig. 6.17a (colored in orange). Thus,
different search areas are considered for each frequency. These boundaries were
selected in order to include potential sidelobes, but to exclude extraneous noise
sources from the wind–tunnel facility located further away as much as possible.

The dynamic ranges obtained for both arrays for these conditions are presented
in Fig. 6.17b. Both microphone arrays show similar behaviors between 1 kHz and
1.6 kHz and for frequencies higher than 8 kHz. Between 2 kHz and 6 kHz, however,
the dynamic range of the Analog array is considerably higher (approximately 4.8 dB
in that range) than the one of the Digital array. The exact reason for this difference
is unknown, but could be caused by the different microphone electronics as well as
different DAS used.

The relatively low dynamic range for frequencies below 1.6 kHz can be explained
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Figure 6.16: CFDBF source plots obtained for the NACA airfoil with straight trailing edge at ∘

and m/s for: (a) the Digital array and (b) the Analog array. The results correspond to a
one–third–octave frequency band centered at kHz. The airfoil location is denoted by a solid rectangle
and the ROI by a dashed rectangle using the same orientation as depicted in Fig. 6.13. The results for
the Analog array have been mirrored with respect to the axis for an easier comparison [6].

because of the limited sidelobe search area for low frequencies since 𝑅 ≈ 0.53
m for 1 kHz. In general, higher frequencies present higher sidelobes [25], and
hence lower dynamic ranges. The fact that both arrays present very similar values
for the 8 kHz and 10 kHz one–third–octave bands may be due to the lower SNR
at those frequencies for trailing–edge noise [1]. Therefore, those two frequency
bands probably correspond to background noise.

A comparison of the integrated sound spectra in the ROI defined in Fig. 6.15 is
presented in Fig. 6.18 for the Digital array (left) and for the Analog array (right).
Both plots correspond to the NACA 0018 airfoil at 𝛼 = 0∘ and 𝑉 = 40 m/s and the
three trailing–edge geometries (straight, Sr15 and Sr30). The absolute values of the
three spectra for both arrays are comparable. This confirms that, despite the higher
presence of sidelobes for the Digital array results (see Figs. 6.15 and 6.16), the
SPIL method reduces their influence by integrating the results in a ROI. The main
difference observed in Fig. 6.18 is that the Digital array shows a crossover frequency
around 3.5 kHz after which the spectra from both serrated cases show higher noise
emissions than the straight trailing–edge baseline case. A noise increase of about
5 dB is measured for the 4 kHz one–third–octave band and about 2 dB for the
5 kHz band. This phenomenon does not occur for the Analog array, where only a
noise increase of about 2 dB is observed for the band centered at 5 kHz. Such noise
increase after a crossover frequency was not observed in the analogous experiment
in section 6.1.1 with the same airfoil and flow conditions. A noise increase was only
observed when a serration–flow misalignment angle was present [2], see section
6.1.1. This phenomenon might be related to the fact that digital microphones are
normally optimized for the human speech frequency range (300 Hz to 3 kHz), as
aforementioned.

In order to investigate this phenomenon in more detail, the calculated noise
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Figure 6.18: Integrated sound spectra for the three trailing–edge geometries for the NACA airfoil
at ∘ and m/s for: (a) the Digital array and (b) the Analog array [6].
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of , and m/s (from left to right) [6].

reduction levels Δ𝐿p are presented. As in section 6.1.1, Δ𝐿p > 0 corresponds to a
noise reduction and vice versa.

Figure 6.19 depicts the Δ𝐿p values for the NACA 0012 airfoil at 𝛼 = 0∘ and
freestream velocities 𝑉 of 20, 30 and 40m/s (from left to right). It can be observed
that when the freestream velocity increases, the frequency at which the maximum
noise reduction is obtained increases. This behavior agrees with the theory [13] and
with the trends observed in Fig. 6.7 for similar serrations. The maximum Δ𝐿p also
increases with 𝑉 , up to a maximum of about 16 dB at 40 m/s. Both microphone
arrays show similar results for the whole frequency range of interest, except at 2
kHz, where the Digital array presents a lower noise reduction. Another interesting
difference is that for 𝑉 = 20 m/s and 𝑉 = 30 m/s, the results from the Digital
array show negative values of Δ𝐿p for 4 kHz and 5 kHz, i.e., a noise increase. The
Analog array only presents minor noise increases at 5 kHz which can be due to
accuracy reasons and the poorer SNR at that frequency. Both serration geometries
seem to provide similar noise–reduction performances, with the Sr30 configuration
performing slightly better than the Sr15 in most cases up to 3 kHz.

Figure 6.20 illustrates the Δ𝐿p values for the NACA 0018 airfoil at 𝛼 = 0∘ and
freestream velocities of 20, 30 and 40m/s (from left to right). Once again, when the
freestream velocity increases, the frequency at which the maximum noise reduction
is obtained increases. This time, a maximum Δ𝐿p value of about 12 dB is obtained.
For this configuration, larger differences are present between the results of both
arrays, especially at 1.6 kHz and 𝑉 = 20 m/s and for frequencies higher than 2.5
kHz in the case with 𝑉 = 40 m/s. In general, the Digital array shows higher noise
reductions for frequencies between 1.2 kHz and 2 kHz but lower (and even negative)
Δ𝐿p values for frequencies higher than 3 kHz. In this case, the Sr30 geometry also
shows slightly better performance than the Sr15, especially at low frequencies.

The higher noise reduction levels obtained by the NACA 0012 airfoil compared
with the NACA 0018 airfoil are probably because of the different pressure gradient
(due to the lower thickness of the first) and, therefore, a closer resemblance to a
flat plate [13, 17] for the NACA 0012 airfoil.

Figures 6.21 and 6.22 present the noise reductions Δ𝐿p obtained by the Sr30
serrations measured by both microphone arrays for the NACA 0012 and NACA 0018
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Figure 6.21: Relative integrated sound spectra for the Sr30 serrations with respect to the straight trailing
edge for the NACA airfoil at ∘ with respect to the Strouhal number based on for: (a)
the Digital array. (b) the Analog array [6].
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Figure 6.22: Relative integrated sound spectra for the Sr30 serrations with respect to the straight trailing
edge for the NACA airfoil at ∘ with respect to the Strouhal number based on for: (a)
the Digital array. (b) the Analog array [6].

airfoils, respectively. In this case, the frequency axes are expressed in terms
of the Strouhal number based on the boundary layer thickness (see Table 6.1)
𝑆𝑡 = 𝑓𝛿 /𝑉 . Only the Sr30 geometry was considered for simplicity reasons and
because similar results were obtained for the Sr15 case, see Figs. 6.19 and 6.20.

For both airfoils, the maximum noise reductions are obtained for a Strouhal num-
ber of about 𝑆𝑡 ≈ 0.5 for both microphone arrays. This Strouhal number agrees well
with the findings by Arce León et al. [1, 2]. In general, higher freestream velocities
lead to higher noise reductions. For the NACA 0018 airfoil, the spectrum for the
case of 𝑉 = 20 m/s measured by the Digital array (Fig. 6.22a) does not seem to
collapse well with the spectra corresponding to the other two freestream velocities.
Thus, there is a considerable spread in the values of the crossover Strouhal num-
ber. A slightly better collapse is found for the Analog array results (Fig. 6.22b).
The crossover Strouhal numbers in this case show a somewhat better agreement
with the expected value of 𝑆𝑡 ≈ 1 found by Gruber [14].

The frequency spectra measured by both arrays for the NACA 0018 airfoil with
straight trailing–edge at 𝛼 = 0∘ and 𝑉 = 40 m/s were compared with the experi-
mental results by Arce León et al. [1] (see section 6.1.1) and computational results
by Avallone et al. [36] for the same airfoil and conditions, see Fig. 6.23. These
computational results were already presented in Fig. 6.11 using a scale factor. The
results from literature were scaled to consider the same airfoil span 𝑏 = 0.7 m. The
computational data were obtained by applying the LBM [15, 42] (see section 1.3.3)
and propagating the far–field solution using the FW–H [43] analogy.

It can be observed that the Analog array presents a closer agreement to the
results from literature, especially to those from Arce León et al., with differences
up to 3 dB. The Digital array, on the other hand, presents a similar trend but with
slightly higher values (about 4 dB) with respect to the literature cases, especially
at higher frequencies. The cause of this offset might be the higher presence of
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and m/s measured by both arrays, experimental results by Arce León et al. [1], computational
results by Avallone et al. [36] and predictions using the model by Lockard and Lilley [44] for the same
airfoil and conditions [6].

sidelobes for the Digital array results (see Fig. 6.17b) which causes an increase in
the numerator in Eq. (4.9), whereas the denominator remains constant.

Moreover, the predicted sound spectrum by the model for clean airfoils within
turbulent flows developed by Lockard and Lilley [44, 45] (see section 2.3.3) for a
straight wing of the same dimensions and at 𝛼 = 0∘ and 𝑉 = 40 m/s, and same
observer position, is also included in Fig. 6.23 for comparison. Similar orders of
magnitude in the noise levels with respect to the experimental data are observed,
but the predicted spectrum presents a lower decrease in levels for increasing fre-
quencies. These differences can be explained because no information about the
airfoil cross section is used by the method by Lockard and Lilley, which was origi-
nally developed considering flat plates [45].

The Δ𝐿p values obtained with the Analog array show a better agreement with
those obtained by Arce León et al. [1] (see section 6.1.1) and Avallone et al.
[36], but, in general, higher noise reduction values are measured in the current
experiment. This is likely to be due to the considerably longer serration lengths
used in this experiment, compared to the ones found in [1] and in [36], which
were 10% and 20% of the airfoil chord (i.e., 20 mm and 40 mm), respectively. As
aforementioned, in general, longer serrations are expected to provide higher noise
reductions [13].

As a last comparison between the results obtained by both microphone arrays,
the correlation between the measured trailing–edge noise levels and the flow ve-
locity 𝑉 is investigated for both airfoils. Figure 6.24 presents the measured overall
𝐿p values (𝐿p,overall) values for the frequency range of interest and for the straight–
trailing–edge baseline with respect to the flow velocity, as well as the expected 5th
power law dependence of the acoustic power with the flow velocity for this type of
sound sources [33, 34], see section 2.3.2.
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Figure 6.24: p,overall trailing–edge noise values measured by both arrays for the straight–trailing–edge
case at ∘ with respect to the flow velocity for: (a) NACA and (b) NACA airfoils [6].

The 𝐿p,overall results of both arrays are similar (with the Digital array results
slightly about 2 dB higher) and agree very well with the 5th power law. The results
of the NACA 0018 present a constant positive offset of approximately 2 dB with
respect to those of the NACA 0012, which is explained by its higher thickness.

6.1.3. Study of a cambered airfoil in a closed test section at
high Reynolds number

Experimental setup
The measurements were conducted at the low–turbulence wind tunnel (LTT) at Delft
University of Technology, which has a contraction ratio of approximately 17.8∶1 and
a turbulence intensity between 0.04% at 20m/s and 0.1% at 75m/s [5]. The tunnel
has an octagonal closed test section of 1.8m width, 1.25m height and 2.6m length,
see Fig. 6.25a. This test setup resembles the one of the simulated benchmark case
treated in section 4.17.

The test model consisted of a DU96–W–180 airfoil with a span 𝑏 = 1.25 m and
a chord �̂� = 0.6 m installed vertically and flush mounted to the tunnel section, see
Fig. 6.25a. Two different serration geometries were tested in this experiment:

• Short solid serrations with 𝜆s = 15 mm and 2ℎs = 0.05 �̂� = 30 mm.
Henceforth these serrations are referred to as Sr05.

• Long solid serrations with 𝜆s = 45 mm and 2ℎs = 0.15 �̂� = 90 mm. Hence-
forth these serrations are referred to as Sr15. This serration design has a
length approximately equal to five times the boundary layer thickness, and
according to Gruber et al. [13], minor improvements in the noise reductions
achieved by the Sr05 design are to be expected.

Both serrations were manufactured in steel, had the same aspect ratio as con-
sidered before in sections 6.1.1 and 6.1.2 (2ℎs/𝜆s = 2), see Fig. 6.25b, a thickness
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Figure 6.25: (a) Experimental setup showing the airfoil in the LTT and the coordinate system used. (b)
Serration geometries employed [5].

of 1.5 mm and a misalignment angle of 𝜑s = 6∘.
The coordinate system employed for the experiment is illustrated in Fig. 6.25a,

with the 𝑥 axis in the downwind streamwise direction, the 𝑧 axis in the spanwise
direction pointing up, the 𝑦 axis perpendicular to both pointing at the microphone
array, and the origin in the center of the straight trailing edge.

Several freestream velocities and angles of attack were tested [5], but in this
chapter only results corresponding to 𝑉 = 37.4 m/s, 𝛼 = −2∘ (zero–lift angle)
and 𝛼 = 6∘ are presented. These conditions correspond to a Reynolds number of
1.5 × 10 and a Mach number of 0.11. Transition from laminar to turbulent regime
in these conditions occurs in a natural way [5, 20].

The same phased microphone array employed in the experiments of sections
6.1.1 and 6.1.2 was rearranged in a multi–arm logarithmic spiral configuration with
an elliptical shape [46], with a major axis of 0.93 m, see Fig. 6.26. The array was
located at a distance of ℎ = 0.9 m away from the trailing edge (facing the suction
side of the airfoil) in the 𝑦 direction. The center of the array (𝑥 = 𝑧 = 0) was aligned
in the streamwise direction with the root of the serrations at the trailing edge. The
microphones were recessed 20 mm deep along one of the walls of the wind tunnel
behind an acoustically–transparent flat Kevlar window in order to alleviate the effect
of the turbulent boundary layer convecting along the wall [5], see section 3.1.1.

For each measurement, data were acquired for 30 s at a sampling frequency
of 50 kHz and averaged using time blocks of 2048 samples (𝑇 = 40.96 ms) and
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Figure 6.26: Microphone distribution for the LTT measurements. Adapted from [5].

windowed using a Hanning weighting function with 50% data overlap. With these
values, the frequency resolution is Δ𝑓 ≈ 24.41 Hz. The selected sound frequency
range of interest was again from 1 kHz to 5 kHz. The main diagonal of the CSM was
removed in order to mitigate the effect of the incoherent background noise from
the wind tunnel.

In addition to the acoustic measurements with the phased microphone array,
stereoscopic PIV measurements were performed to obtain the boundary layer flow
characteristics in the vicinity of the trailing edge. The specific parameters used can
be found in [5].

Computational simulations
Computational simulations on the same model geometry under similar flow char-
acteristics and employing the LBM, see section 1.3.3, were performed using the
commercial software package Exa PowerFLOW 5.3c. A discretization consisting in
19 discrete velocities in three dimensions (D3Q19) was employed and a Very Large
Eddy Simulation (VLES) was implemented as viscosity model. A turbulent wall–
model was used to resolve the near–wall region [5] and to obtain estimates of the
boundary layer parameters. The sound pressure field was obtained directly from
the computational domain and propagated using the FW–H analogy, see section
1.3.3. In total, the grid used in this study contained 60 million voxels, with 8 differ-
ent refinement regions around the airfoil and a minimum size (around the trailing
edge) of 3.52 × 10 m. Simulations were run for a physical time of 0.3 s (approx-
imately 20 flow passes). A total of 10 flow passes were used for this analysis and
data were recorded at a sampling frequency of 26 kHz. A total of 1350 CPU hours
were necessary on a Linux Xeon E5–2690 2.9 GHz platform with 20 cores. More
information about the computational method used and the simulation parameters
can be found in [5].

Transition from laminar to turbulent regime occurs naturally as in the experi-
ments. The boundary layer characteristics calculated computationally were similar
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Figure 6.27: CFDBF source maps obtained for the straight trailing edge (left), the Sr05 serrations
(center), and the Sr15 serrations (right). The results correspond to a freestream velocity of . m/s
and ∘, . × , and a one–third–octave frequency band centered at kHz. The airfoil
location is denoted by a solid rectangle and the ROI by a dashed rectangle. Adapted from [5].
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Figure 6.28: CFDBF source maps obtained for the straight trailing edge (left), the Sr05 serrations
(center), and the Sr15 serrations (right). The results correspond to a freestream velocity of . m/s
and ∘, . × , and a one–third–octave frequency band centered at kHz. The airfoil
location is denoted by a solid rectangle and the ROI by a dashed rectangle. Adapted from [5].

to those obtained by PIV measurements, with a better agreement for the case of
𝛼 = −2∘ [5].

Results and discussion
Two examples of the CFDBF source plots obtained for the three trailing edge config-
urations (straight trailing edge, Sr05 and Sr15) at the one–third–octave frequency
bands centered at 2 kHz and 4 kHz are presented in Figs. 6.27 and 6.28, respec-
tively. Both figures correspond to 𝛼 = 6∘ and 𝑉 = 37.4 m/s (i.e., 𝑅𝑒 = 1.5 × 10 ).
If the peak values in the beamforming maps are considered, noise reductions (with
respect to the straight–edge baseline) of approximately 3 dB and 4 dB are observed
for the Sr05 and Sr15, respectively for 2 kHz (Fig. 6.27). For the case of 4 kHz (Fig.
6.28), on the other hand, noise increases of around 3 dB and 2 dB are measured
for the Sr05 and Sr15, respectively. These values agree with those observed by
Oerlemans et al. [47] in field measurements on full–scale wind turbines, where the
serrated trailing edge caused a noise increase after a crossover frequency.

As in the previous sections in this chapter, the frequency spectra of the TBL–
TE noise emissions were calculated by integrating the CFDBF source plots in a
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Figure 6.29: Relative integrated sound spectra for both serration geometries (Sr05 and Sr15) with
respect to the straight trailing edge for . m/s and ∘. Adapted from [5].

ROI using the SPIL technique, see sections 4.2.2 and 4.17. For this experiment a
spacing between grid points of Δ𝑥 = 1mm and a ROI extending from 𝑥 = −0.1m to
𝑥 = 0.1 m and from 𝑧 = −0.5 m to 𝑧 = 0.5 m was selected for all the trailing–edge
configurations (depicted as a dashed rectangle in Figs. 6.27 and 6.28). This ROI
covered the whole serration length for both geometries and prevented the influence
of potential corner sources in the junctions of the airfoil due to the interaction of
the boundary layer of the wind tunnel with the airfoil side edges [31, 32]. This type
of unwanted noise sources can be seen in Fig. 6.28 on the junctions of the leading
edge with the tunnel wall. A simulated line source was considered at the trailing
edge position (𝑥 = 0 m and from 𝑧 = −0.5 m to 𝑧 = 0.5 m).

The noise reductions Δ𝐿p for the frequency range of interest (with respect to
the straight–trailing–edge baseline) obtained by the two serration geometries are
presented in Figs. 6.29 and 6.30 for 𝛼 = −2∘ and 𝛼 = 6∘, respectively. As in the
previous sections in this chapter, positive values indicate noise reduction and vice
versa. Both the results obtained from the integrated CFDBF source plots and the
LBM simulations are shown in the same plot.

In Fig. 6.29 (corresponding to 𝛼 = −2∘) noise reductions up to approximately
5 dB and 4 dB are achieved between 1 kHz and 2 kHz by the Sr05 and Sr15 serra-
tions, respectively. The agreement between the simulated and experimental results
is very close for both serration designs, showing a decay in the noise reduction per-
formance for increasing frequency, leading even to some noise increase after a
crossover frequency of approximately 𝑓crossover ≈ 3800 Hz. This noise increase is
supposed to be due to the flap angle of the serrations 𝜑s = 6∘, as it was mentioned
in section 6.1.1. Similar noise reduction values were observed in [13] for a similar
experiment.

In Fig. 6.30 (corresponding to 𝛼 = 6∘) similar trends are observed as in Fig. 6.29
but with lower noise reduction values for the whole spectrum, reaching maximums
of approximately 3 dB for both serration geometries. Once again, a noise increase
of around 1 dB is observed after a crossover frequency (this time 𝑓crossover ≈ 3 kHz).
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Figure 6.30: Relative integrated sound spectra for both serration geometries (Sr05 and Sr15) with
respect to the straight trailing edge for . m/s and ∘. Adapted from [5].

In general, the agreement between experimental and simulated results is worse in
this case, which could be explained by the larger differences found between the
boundary–layer characteristics measured with PIV and those calculated with the
LBM method [5].

The LBM simulations provide the sound radiation directivity pattern of the TBL–
TE noise with respect to the emission angle with respect to the trailing edge 𝜃TE,
see Fig. 2.10 in Chapter 2. Figure 6.31 illustrates the radiation directivity plots for
the three trailing–edge geometries at a distance of 10 airfoil chords (10�̂�) for the
case with 𝛼 = −2∘ and 𝑅𝑒 = 1.5 × 10 banded in three frequency ranges: 500
Hz to 1 kHz, 1 kHz to 2 kHz, and 2 kHz to 5 kHz. The radial magnitude in Fig.
6.31 is the raw far–field pressure normalized by the straight–trailing–edge baseline
configuration [5]. In general, both serration designs provide considerable noise
reductions at all angles, especially in the upstream direction (120∘ ≤ 𝜃TE ≤ 150∘).
The directivity pattern exhibits a convective dipole oriented towards the leading
edge, which agrees with the expected diffraction pattern for these cases [48], see
section 2.3.2.

6.2. Trailing–edge porous inserts
The use of inserts made of porous materials (see Fig. 6.32) for reducing TBL–TE
noise has already been addressed in the literature [18, 49–53]. Promising noise–
reduction results were obtained with different porous materials, especially at low
frequencies. However, a noise increase was also observed for high frequencies
[50, 51].

The results presented in this section belong to a recent extensive experimental
campaign performed at Delft University of Technology which featured a full char-
acterization of the porous material properties [8], a detailed analysis of the flow
parameters around the porous inserts [9] (obtained using PIV) and a parametric
study including different porous materials, flow velocities and angles of attack. One
of the main physical features analyzed in the aforementioned campaign was the ef-



6

218 6. Trailing–edge noise

Figure 6.31: Sound radiation directivity plots for Hz to kHz (left), kHz to kHz (right), and
kHz to kHz (bottom) for the three trailing–edge geometries and ∘ and . × . Adapted
from [5].
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Figure 6.32: Metal foam trailing–edge insert used in the experiment. The total length of the insert is
mm. Extracted from [54].

fect of the cross–flow (or permeability) in the obtained noise reductions [54], in
order to obtain more information about the noise generation mechanisms.

Discussing all these aspects is certainly out of the scope of this thesis. Therefore,
only a small portion of the gathered experimental data was selected for further
analysis in this chapter, featuring a single porous material, angle of attack and flow
velocity. The other main purpose of this section is to evaluate the performance of
the SPIL method (see section 4.2.2) by applying it to experimental data. A validation
using synthetic data was already presented in section 4.17 and showed that the SPIL
method provided the best results compared to other well–known acoustic imaging
methods.

6.2.1. Experimental setup
The measurements were performed at the anechoic vertical wind tunnel (A–tunnel)
at Delft University of Technology, which is the refurbished version of the V–tunnel
employed for the experiments explained in section 6.1.1. For information about the
aeroacoustic characterization of the A–tunnel, see Appendix E. The new tunnel has
a contraction ratio of approximately 15 ∶ 1. For this experiment, a rectangular test
section of 0.4 m × 0.7 m was used with a freestream velocity uniform within 0.5%
and a turbulence intensity below 0.1% for the entire velocity range [8].

A similar NACA 0018 airfoil as the one tested in section 6.1.1 was employed,
manufactured in aluminum and with a chord �̂� = 0.2 m and a span of 𝑏 = 0.4 m,
equal to the test section width. The model was manufactured in aluminum using
Computer Numerical Control (CNC) machining, ensuring that the surface roughness
was below 0.05 mm. The airfoil was installed in an open test section between two
wooden plates of 1.2 m length, to ensure the two–dimensionality of the flow over
most of the wing span [20]. The airfoil leading edge was located 0.5 m away from
the outlet of the wind–tunnel nozzle, see Fig. 6.33a.

The transition to turbulent boundary layer was forced using a similar tripping
tape as in section 6.1.1, but with carborundum elements with a nominal size of
0.84 mm, placed on a tape of 10 mm width centered at 0.2 �̂� that covered the
whole airfoil span on both sides of the airfoil. The turbulent nature of the boundary
layer was assessed using a remote wall–pressure probe.
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Figure 6.33: (a) Illustration of the experimental setup in the A-–tunnel indicating the coordinate system.
(b) Schematic view of the experimental setup and the location of the ROI (shaded in orange) for the
trailing–edge noise measurements. Extracted from [7].

The airfoil allowed the installation of exchangeable inserts at the trailing edge
with an extent of 20% of the airfoil chord (40 mm), see Fig. 6.32. The insert em-
ployed in the present experiment was fabricated with Alantum NiCrAl metal foam,
with cell diameter 𝑑 = 800𝜇m and permeability �̂� = 27 × 10 m . This material
was selected since it provided the highest noise reductions in the experiment per-
formed by Rubio Carpio et al. [8]. The reader is referred to Rubio Carpio et al. [9]
for a detailed description of the topology and characterization of this material and
for additional results featuring other porous materials.

The coordinate system for this experimental campaign was the same as in sec-
tion 6.1.1 and is depicted in Fig. 6.33a, with the 𝑥 axis in the streamwise direction,
the 𝑦 axis normal to the mean camber plane of the airfoil pointing at the microphone
array, the 𝑧 axis in the spanwise direction, and the origin located in the center of
the trailing edge.

The freestream velocity analyzed in this section corresponded to 30 m/s, pro-
viding a Mach number of 0.088 and a chord–based Reynolds number of 3.95×10 .
The airfoil was set at a geometric angle of attack of 𝛼 = 0∘ using a digital angle
meter [54].

An acoustic array consisting of 64 microphones was used for measuring the
far–field noise emissions of the airfoil, see Fig. E.1b. The diameter of the array is
approximately 2 m and the distance from the array plane to the trailing edge (for
𝛼 = 0∘) was 1.43 m, in a similar configuration as illustrated before in Fig. 6.1a. The
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center microphone was approximately aligned with the center of the trailing edge
of the airfoil, with coordinates (𝑥, 𝑦, 𝑧) = (−0.1, 1.43, 0.014) m. More information
about the microphone array can be found in Appendix E.1.

For each measurement a sampling frequency of 50 kHz and 60 s of recording
time were used. The acoustic data were averaged in time blocks of 8192 samples
(𝑇 = 163.84ms) and windowed using a Hanning weighting function with 50% data
overlap, again following Welch’s method (see Appendix C.3). With these parame-
ters, the frequency resolution is Δ𝑓 ≈ 6.1 Hz. The frequency range of interest for
this research extended from 500 Hz to 4 kHz.

For beamforming, a scan grid covering a region ranging from 𝑧 = −0.4 m to
𝑧 = 0.4 m and from 𝑥 = −0.4 m to 𝑥 = 0.4 m was used with a spacing between
grid points of Δ𝑥 = 1 mm. The results with a grid spacing of 10 mm were also
analyzed and presented negligible differences (see section 4.17.3). The diagram
in Fig. 6.33 shows the position of the airfoil and the porous insert, as well as the
coordinate system. The shape of the ROI is also depicted as an orange rectangle
with 𝑤 = 0.12 m and 𝑙 = 0.2 m, placed symmetrically with respect to the 𝑥 axis and
located at a random 𝑥 position.

6.2.2. Results and discussion
Figure 6.34 depicts two CFDBF source plots for the trailing–edge noise measure-
ments in the wind tunnel: one for the solid trailing edge (Fig. 6.34a) and one for
the porous trailing edge (Fig. 6.34b). Both plots correspond to a flow velocity of
𝑉 = 30 m/s, an angle of attack of 𝛼 = 0∘ and a one–third–octave band with cen-
ter frequency of 1600 Hz. It can be observed that the trailing edge is indeed the
dominant noise source in both cases and that the application of the porous insert
in the trailing edge causes a noise reduction in the peak values of about 3 dB for
this frequency band. It can be observed that the source plots in Fig. 6.34 present
lower sidelobe levels than those in Fig. 4.19, since the SNR in the experiment was
considerably higher than in the simulated line–source benchmark case.

Following the guidelines proposed in section 4.17.3, Fig. 6.35a shows the
𝐿p,overall values corresponding to the frequency range of interest (500 Hz to 4 kHz)
obtained with the SPIL technique plotted with respect to the selected value of the
location of the simulated line source (𝑥 ) for both the solid and the porous trailing
edges. The location of the maximum 𝐿p,overall value is denoted with a red asterisk in
each case. Compared with the analogous results shown in Fig. 4.25d, the curves
in Fig. 6.35a present a considerably less sharp shape, probably due to the lower
frequency range considered. For illustration purposes, the beginning of the porous
material insert and the trailing edge are denoted as dashed vertical black lines. It
can be observed that the application of the porous insert causes a reduction in
the noise emissions of about 5 dB for the frequency range and for the range of 𝑥
values considered. Interestingly, the location of the maximum 𝐿p,overall value, and
hence the most likely position of the line source, also moves upwind several cen-
timeters, approximately to the beginning of the porous material insert (𝑥 ≈ −0.04
m = 0.2�̂�). This might be due to the acoustic impedance change caused by the
presence of the porous insert instead of a solid trailing edge. In other words, the
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Figure 6.34: CFDBF source plots for a one–third–octave band with center frequency of Hz for
m/s and ∘ for (a) the solid trailing edge baseline (b) the porous trailing edge. The

dashed line indicates the beginning of the porous material insert. Extracted from [7].

permeable–impermeable junction would act as a trailing edge, i.e., as a contributor
to the noise generated, as described by Kisil and Ayton [55].

In order to study this phenomenon in detail, the 𝑥 values for which the max-
imum 𝐿p,overall is observed are plotted in Fig. 6.35b with respect to the frequency
for both trailing edges. The aforementioned offset in 𝑥 when applying the porous
material insert is also observed throughout all the frequency range considered.
Moreover, it can be observed that for the lower frequencies (below 1200 Hz) the
estimated location of the line source in the 𝑥 direction moves upwind up to about
0.08 m (≈ 0.4�̂�). The porous trailing edge presents a sudden increase of the 𝑥
values around 800 Hz. The cause for this behavior remains unknown and will be
subject of future research.

With the calculated values of 𝑥 presented in Fig. 6.35b, the trailing–edge noise
emissions can be estimated using Eq. (4.9) and scaled to decibels using Eq. (4.40).
Figure 6.36 depicts the estimated noise emissions for both trailing–edge cases using
the chord–based Strouhal number, 𝑆𝑡 = 𝑓�̂�/𝑉 . Noise reductions due to the porous
material insert are observed until a crossover Strouhal number of 𝑆𝑡 ≈ 14, which
corresponds to a frequency of about 2100 Hz. After that frequency, the porous
trailing edge seems to cause a noise increase. Similar behaviors were observed in
previous studies in the literature [8, 9, 50, 51, 54].

Figure 6.37 shows the relative noise reductions Δ𝐿p = 𝐿p,solid−𝐿p,porous achieved
by the application of the porous material insert with respect to the solid baseline.
As in previous sections, positive values of Δ𝐿p correspond to noise reductions and
vice versa. The narrow–band results with respect to the chord–based Strouhal
number are presented in Fig. 6.37a and the Δ𝐿p values for each one–third–octave
band considered are depicted in Fig. 6.37b. Maximum noise reductions, up to
approximately 10 dB, are obtained at a frequency of about 800 Hz (𝑆𝑡 ≈ 5). After
the crossover frequency of about 2100 Hz (𝑆𝑡 ≈ 14), the porous insert causes
a noise increase that becomes larger for higher frequencies, up to a 4 dB noise
increase at 4 kHz (𝑆𝑡 ≈ 27). The cause of this noise increase was suggested
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Figure 6.35: (a) p,overall values obtained with respect to the considered location of the line source
for both trailing edges. (b) Estimated locations of the line source ( ) per frequency and for both trailing
edges. The dashed black lines indicate the positions of the leading edge ( . m), the beginning
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5 10 15 20 25

St

-10

0

10

20

30

40

50

L
p
, 
[d

B
]

Solid Trailing Edge

Porous Trailing Edge

(a)

Figure 6.36: Integrated (using the SPIL technique) narrow–band spectra of the trailing–edge noise for
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Figure 6.37: Relative noise reductions achieved by the porous trailing edge at m/s and ∘.
Results presented in (a) narrow–band frequencies with respect to the Strouhal number and (b) one–
third–octave bands. Extracted from [7].

to be due to the additional roughness present in the porous material, which is
expected to generate high–frequency noise [50, 51]. This fact was confirmed by
the experimental campaign by Rubio Carpio et al. [54].

Lastly, the effect of the cross–flow (or permeability) through the porous material
insert was investigated by testing a similar porous trailing edge (i.e., same material,
cell diameter, etc.) that had an adhesive layer applied in the symmetry plane (𝑦 =
0) to avoid the cross–flow through the pressure and suction sides. Figure 6.38
shows the Δ𝐿p values obtained by both porous inserts (analogously to Fig. 6.37a).
Interestingly, the non–permeable porous insert barely offers any noise reduction at
low frequencies, whereas the noise increase after the crossover frequency is still
observed. This seems to indicate that the cross–flow through the insert is indeed
the mechanism that causes the noise reductions and supports the hypothesis that
the roughness of the porous insert is the cause of high–frequency noise. On the
other hand, negligible changes were observed in the characteristics of the boundary
layer at the porous trailing edge or in the upstream pressure distribution [8, 54].
Additional results and more detailed explanations can be found in [54].

6.3. Conclusions and outlook
6.3.1. Trailing–edge serrations
According to the findings of the three experimental campaigns analyzing the per-
formance of trailing–edge serrations for the reduction of TBL–TE noise, some con-
clusions can be drawn about the influence of certain design parameters:

• Serration geometry: As a rule of thumb, longer serrations provide higher
noise reductions. The Slit geometry tested did not perform as well as in the
literature, but the Hybrid serration design worked similarly and even outper-
formed the solid serrations of the same wetted area. Noise reductions of
more than 10 dB were observed for the Sr30 geometry. The maximum noise



6.3. Conclusions and outlook

6

225

5 10 15 20 25

St

-10

-5

0

5

10

15

 L
p
, 
[d

B
]

Permeable

Non-Permeable

(a)

Figure 6.38: Relative noise reductions achieved by the porous trailing edges (permeable and non–
permeable) at m/s and ∘. Results presented in narrow–band frequencies with respect to
the chord–based Strouhal number. Adapted from [54].

reductions in these experiments were obtained for 𝑆𝑡 ≈ 0.5.

• Serration–flow misalignment angle: In case a serration–flow misalign-
ment angle occurs, the noise reductions provided by the trailing–edge ser-
rations decrease, even reaching noise increases of several decibels after a
certain crossover frequency, whose value increases for increasing flow veloc-
ity and decreases for increasing angle of attack. The crossover frequencies
seem to correspond to a Strouhal number (based on the TBL thickness) of ap-
proximately 1. Thus, special care should be taken when installing serrations
on wind turbine blades to avoid this phenomenon.

• Airfoil shape: The highest noise reductions were obtained with the thinnest
symmetric airfoil tested (the NACA 0012), since it was the model that resem-
bled the pressure gradients of a flat plate the most. In general, it seems that
increasing the camber or the thickness of an airfoil reduces the performance
of the trailing–edge serrations.

• Angle of attack: In general, the presence of an angle of attack causes a loss
in performance for all serration geometries of several decibels. Therefore, the
serration designs tested in this thesis showed the best performance at 𝛼 = 0∘.

• Flow velocity: Increasing the flow velocity increases the noise reductions
achieved by trailing–edge serrations and displaces the maximum noise re-
duction towards higher frequencies, corresponding to Strouhal numbers of
about 0.5. The expected 5th power law between the noise levels and the flow
velocity was also confirmed.

Overall, the comparisons performed with computational simulations show a very
close agreement, both in terms of absolute levels and relative noise reductions.
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The comparison between the Analog and Digital microphone arrays in section
6.1.2 showed that they provide similar results, but the Analog array presented con-
siderably less sidelobes (i.e., about 5 dB higher dynamic range). Another difference
between both arrays is that, according to the Digital array, the flow–aligned trailing–
edge serrations seem to cause a noise increase after a threshold frequency of about
3.5 kHz, which is not expected from the theory or observed in similar experiments.
The Analog array does not present such behavior. The differences in performance
by the Digital array for frequencies higher than 3 kHz might be explained by the
fact that digital MEMS microphones are usually optimized for the frequency range
in human speech (300 Hz to 3 kHz). The overall cost of a digital array system is
typically lower than an analog one. Therefore, the hardware choice mostly depends
on the frequency range of interest and the budget available.

Testing trailing–edge serrations in a closed–section wind tunnel allows for the
analysis at higher Reynolds numbers (up to 1.5 × 10 in this case) and more con-
trolled aerodynamic conditions, as mentioned in section 3.1.1. However, measuring
the absolute noise emissions of a noise source as quiet as serrated–trailing–edge
noise becomes a challenge, due to the higher background noise levels present.
Despite of that, differences between configurations can still be retrieved in a satis-
factory manner.

6.3.2. Trailing–edge porous inserts
The experimental results analyzed in this chapter confirmed the performance of
porous materials as noise–reduction measures, especially at low frequencies. Max-
imum noise reductions of about 10 dB are observed for a chord–based Strouhal
number of 5. In general, materials with higher porosities (or cell diameters 𝑑 )
seem to provide higher noise reductions [8]. It was argued that the reason for
this noise reduction is the cross–flow between the pressure and suction sides of
the airfoil (i.e., a reduction in the acoustic impedance) and not by the acoustically
absorbent properties of the foam used [54]. It was also observed that the porous
inserts do not affect significantly the mean flow field characteristics [54]. However,
previous research [56] showed that materials with a higher permeability (i.e., with a
lower flow resistivity) presented lower lift and higher drag, and, therefore, a worse
overall aerodynamic performance with respect to the solid baseline case.

A noise increase after a certain crossover frequency (𝑆𝑡 ≈ 14) is observed and
considered to be due to the higher surface roughness of the porous inserts com-
pared to the solid airfoil. The increased roughness is also believed to cause an
increase in the boundary layer thickness [54]. Additional results featuring different
porous materials, freestream velocities, insert chordwise extensions and angles of
attack can be found in [8].

Moreover the performance of the SPIL method was validated experimentally
and showed that, when porous inserts are employed, the location of the line source
causing the trailing–edge noise moves upwind towards the permeable–impermeable
junction. This fact supports the hypothesis that the noise reductions achieved are
due to the acoustic impedance change due to the porous insert.
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6.3.3. Outlook
Recent research [36, 57] investigated the performance of novel serration geome-
tries, such as combed–sawtooth serrations or concave curved (or iron–shaped) ser-
rations, and showed that they can lead to even larger noise reductions than the
conventional solid sawtooth serrations analyzed in this chapter. The recent work
of several researchers [14–16, 36] provided insight about the physical mechanisms
that allow serrations to reduce the trailing–edge noise emissions. However, ad-
ditional work is recommended such as parametric studies to study the influence
of certain design parameters and, especially, the installation effects when placing
these devices on full–scale wind turbines under operational conditions [47, 58].

The use of different porous materials featuring different pore sizes, porosities
and roughness properties is encouraged since the accurate details about the com-
plex physical mechanisms leading to a noise reduction (or increase) when employing
porous inserts in trailing edges are not fully understood yet. Hybrid studies featur-
ing acoustic and aerodynamic measurements, as those presented in [9, 54], are of
great interest for simultaneously investigating the acoustic and flow mechanisms
that can lead to noise reductions. The practical applicability and aerodynamic per-
formance of porous materials in full–scale wind turbines should also be confirmed
carefully, since environmental and weather factors may alter the performance of
these devices.

A combination of both concepts, i.e., porous serrations or a porous trailing
edge with variable porosity in the spanwise direction is certainly an interesting and
promising topic for future research. Some recent publications [59, 60] reported
the added value of poro–serrated trailing edges in further reducing the broadband
noise levels. Researchers at Delft University of Technology are currently working
on this idea (at the time this thesis was written). Moreover, it would be of interest
to repeat the experiments performed in an open–jet wind tunnel presented here in
a closed–section wind tunnel at higher Reynolds numbers to investigate whether
the findings obtained still hold.
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7
Assessment of aircraft noise

variability

It doesn’t matter how beautiful your theory is,
it doesn’t matter how smart you are.

If it doesn’t agree with experiment, it’s wrong

Richard Phillips Feynman

The last two chapters focused on localizing and analyzing individual noise
sources in the spatial domain. The current chapter mainly considers the
whole aircraft as a source and analyzes its sound signal in the frequency
domain to study the large variability observed in the noise levels of flying
aircraft within the same aircraft type. This variability hinders the accurate
calculation of noise contours employing best–practice noise prediction mod-
els, because they do not account for it properly. Two experimental campaigns
(one featuring a microphone array and one single microphones) were per-
formed on a large number of aircraft flyovers under operational conditions.
Two approaches are proposed for estimating the engine fan rotational speed
using the audio signals recorded. Strong and significant correlations are
found between the engine fan settings (𝑁1%) and the emitted noise levels.
Moreover, the expected dependency between airframe noise levels and the
flow velocity is confirmed. Lastly, suggestions are provided to improve the
current best–practice noise prediction models1.

1Some of the contents of this chapter are included in [1–4].
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Table 7.1: (Part of an) NPD table for the A and B aircraft types. “Ap” denotes approach and
“Dep” denotes departure. The third block of columns represent the p,A,max values in dBA for each
distance in ft. Adapted from [4, 13].

𝑟, [ft]
Type , [lbf] 200 400 630 1000 2000 4000 6300

A333 Ap 6000 93.8 86.6 82 77.2 69.6 61.4 55.4
A333 Ap 12000 96.7 89.2 84.3 79.1 71 62.4 56.2
A333 Dep 34000 105.5 97.4 92 86.3 77.7 68.4 61.8
A333 Dep 42000 106 98.2 93.2 88 79.8 70.7 64.2
A333 Dep 52000 107.5 100.1 95.2 90.2 82.3 73.8 67.6
A333 Dep 62000 111.7 104.4 99.6 94.5 86.6 78.4 72.4
B772 Ap 12000 94.2 86.8 81.8 76.8 68.9 60.3 54.1
B772 Ap 17000 95.3 87.9 82.9 77.9 69.9 61.2 55
B772 Ap 22000 96.6 89 84 78.9 70.7 62 55.6
B772 Ap 27000 97.9 90 84.9 79.7 71.4 62.5 56.2
B772 Dep 31000 97.5 90.7 86 80.8 72.8 63.8 57.5
B772 Dep 41000 98.8 92 87.3 82.2 74.2 65.3 59
B772 Dep 51000 100.6 93.8 89.2 84.1 76.2 67.3 61.1
B772 Dep 61000 102.8 96 91.4 86.4 78.5 69.7 63.6
B772 Dep 71000 105 98.3 93.7 88.7 80.8 72.1 66.1
B772 Dep 81000 109 102.4 97.8 92.9 85.2 76.7 70.8

7.1. Introduction
The best–practice aircraft noise prediction tools introduced in section 1.3.4, such as
the NPD tables, provide a single noise level for a certain aircraft type and at a specific
distance from the observer [5–9]. Nevertheless, previous research [1–3, 10, 11]
showed that changes in certain aircraft settings (especially the fan rotational speed)
produce variations in the noise levels of several decibels. This fact can considerably
hamper an accurate calculation of noise contours. Zellmann et al. [12] showed
that the dependency between the noise levels and the fan rotational speed can
be modeled using second–order polynomials, depending on the frequency and the
emission direction. The best–practice noise prediction models employ estimations
for the net engine thrust, which are normally provided as input by the user via a
standard thrust profile (i.e., for different flight phases). As an example, the noise
levels predicted for the Boeing 777–200 aircraft type equipped with GE90–76B en-
gines are depicted in Fig. 7.1a. The curves corresponding to different net engine
thrusts are presented, for which the noise levels are plotted against the distance.
The data from Fig. 7.1a were obtained from the international Aircraft Noise and
Performance (ANP) database [13], see Table 7.1.

In order to assess the assumptions of the noise contour models, the actual
engine fan settings and the distance between the aircraft and the observer need
to be determined. Whereas the actual aircraft engine fan settings are recorded
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Figure 7.1: (a) NPD noise level estimations for B departures. (b) Corrected net thrust per engine
estimations for example flight profiles [13].

by airlines using the aircraft flight movement system, these data are not publicly
available for reasons such as pilot privacy and to ensure the operation business
strategies of the airlines. To counteract this lack of information, different methods
to determine the engine fan settings based solely on audio files are proposed and
described in section 7.4. Other configuration parameters, such as the flap and
slat deflection angles, are typically not publicly available either and need to be
approximated to calculate the airframe noise [14].

The focus of this chapter is, therefore, on assessing the variability of the air-
craft noise levels, investigating the causes for this variability, and comparing the
experimental results with the current noise prediction models when possible. The
variability in the noise levels was assumed to depend mostly on the emitted noise at
the source, i.e., the aircraft itself, neglecting the effects of a variable atmosphere,
which is normally negligible for experiments as the ones presented here [10, 11]. In
order to achieve this aim, two different experimental campaigns of aircraft flyovers
under operational conditions are considered:

1. Acoustic measurements of landing aircraft featuring a microphone array lo-
cated next to an airport runway (see section 5.1.1). The distances to the air-
craft were about 70 m and the audio recordings have an effective frequency
content up to 11.2 kHz. Moreover, the use of the microphone array allows for
the application of acoustic imaging algorithms see section 7.5.1.

2. Acoustic measurements featuring individual microphones of the Noise Mon-
itoring System (NOMOS) around Amsterdam Airport Schiphol (see section
7.2.2). Both arrivals and departures were recorded. The average minimum
distance to the aircraft was about 790 m and the maximum frequency avail-
able for the audio recordings was limited to 3500 Hz.

Both experimental setups are further explained in section 7.2. The noise pre-
diction model considered for comparison is briefly introduced in section 7.3. The
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Table 7.2: NMT locations.

NMT number Latitude, [∘] Longitude, [∘] Altitude, [m]
01 52.3784122 4.7400112 −2
10 52.2631668 4.7732408 −3
14 52.2353764 4.5937646 −3

different methods for estimating the flight–phase–dependent engine fan settings
(𝑁1%) based on the audio recordings are described in section 7.4. The experimen-
tal results, correlation analyses between the noise levels and the measured 𝑁1%
and the aircraft velocity, and the comparison with the prediction models are gath-
ered in section 7.5 for both experimental campaigns. Finally, the conclusions are
presented in section 7.6.

7.2. Experimental setup
7.2.1. Microphone array setup
All the details of the experimental setup used for the aircraft noise variability analysis
featuring a microphone array were already explained in section 5.1.1.

7.2.2. NOMOS setup
The present experimental campaign only considers the total aircraft noise levels
recorded by individual microphones from the Noise Monitoring Terminals (NMT)
of NOMOS around Amsterdam Airport Schiphol in the Netherlands in 2016. This
system provides the recorded noise levels on–line to the public [15] and the raw
data upon request. Naturally, the recorded noise metrics, e.g. the maximum Overall
A–weighted Sound Pressure Level (𝐿p,A,max or OASPLmax, see Appendix A.2) or the
Sound Exposure Level (𝐿p,A,e or SEL, see Appendix A.3), of a specific event can also
be traced back to the recorded audio files.

The study is based on 1121 audio files recorded by three different NMTs. These
flyovers correspond to arrivals and departures of two aircraft types: Airbus A330–
300 (henceforth Airbus 333) and Boeing 777–200 (henceforth Boeing 772). Both
aircraft are wide–body twin–engine jet airliners of comparable size, but the Airbus
333 is designed for medium– to long–range operations, whereas the Boeing 772,
with higher takeoff weight and thrust, is intended for long–range purposes. It can
be observed in Fig. 7.1b that the Boeing 772 normally has indeed higher corrected
net thrust values (𝐹 /𝛿 ) than the Airbus 333.

The locations of the selected three NMTs (out of the 31 NMTs available) used
for this research (01, 10 and 14) are highlighted with red pins in Fig. 7.2 and
their coordinates are presented in Table 7.2. The airport runways are denoted as
black lines. The positions of the NMTs have been selected in order to include a
representative number of both arrival and departure operations.

The NOMOS system has been active since 1993 in residential areas around
this airport. Each of the NMT has a calibrated microphone which continuously
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NMT 10

NMT 01

NMT 14

Figure 7.2: NMTs , and and airport runways (black lines). Map obtained using Google Maps
[4].

measures the noise in the area. The microphones employed are part of the Brüel
& Kjær airport noise monitoring and management system [16]. The microphones
start recording whenever a certain threshold sound pressure level (𝐿p) is exceeded
and measured. Normally, the trigger cause corresponds to an aircraft flyover, but
sometimes other sound sources, such as birds tweeting nearby or a church bell
ringing, also trigger the recording, and need to be rejected.

Unfortunately, to reduce data storage, the NOMOS audio files are filtered and
resampled with a sampling frequency of 8 kHz when stored. This causes a loss
of information [17] and errors when calculating the noise metrics with the audio
files available, since all the spectral information is lost for frequencies higher than
3500 Hz. Therefore, it was decided to only consider the recorded noise metrics
by NOMOS (before the data compression) as a reference. Henceforth, the 𝐿p,A,max
metric is considered in this study. Additional metrics recorded by NOMOS, such as
the 𝐿p,A,e and the Effective Perceived Noise Level (EPNL, see Appendix A.4), showed
a very strong and significant correlation (with correlation coefficients 𝜌 > 0.9) with
the 𝐿p,A,max. Therefore, the conclusions presented afterwards in the correlation
analysis with 𝐿p,A,max (see section 7.5.2) can be extended to these other metrics.

Table 7.3 divides the total number of flyovers depending on the aircraft type,
the NMT that recorded the measurement and whether the operation mode was an
approach or a departure. A total of 623 Airbus 333 and 498 Boeing 772 flyovers
were recorded. The number of approaches (565) was similar to the number of
departures (556).

Since not all the aircraft recorded had the same engine type, Table 7.4 contains
an overview of the number of aircraft equipped with each engine type, as well
as the number of fan blades, 𝐵, and the maximum fan rotational speed at 100%
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Table 7.3: Number of flyovers selected for each NMT and each aircraft type [4].

NMT number Airbus 333 flyovers Boeing 772 flyovers Subtotal per NMT
01 (Approach) 96 63 159
10 (Departure) 94 133 227
14 (Approach) 221 185 406
14 (Departure) 212 117 329

TOTAL 623 498 1121

Table 7.4: Aircraft types with their corresponding engine and number of recorded measurements for each
type. The minimum and maximum EPNL certification values in EPNdB for approach for each engine type
are also indicated [4].

Aircraft type Engine type Amount 𝐵 𝑛rot,max ΔEPNLAp
Airbus 333 CF6–80E1A3 169 38 3320 [99.1 – 99.6]

CF6–80E1A4 79 38 3320 [99.1 – 99.6]
CF6–80E1A4B 139 38 3320 [99.1 – 99.6]
PW4168A 179 34 3600 [97.9 – 98.7]
PW4170 17 34 3680 [98.1 – 98.7]
TRENT 772 21 26 3900 [96.7 – 97]

TRENT 772B–60 19 26 3900 [96.7 – 97]
Boeing 772 GE90–90B DAC I 23 22 2262 [97.6 – 98.8]

GE90–92B 2 22 2262 Not found
GE90–92B DAC I 3 22 2262 Not found
GE90–94B 468 22 2262 [98.4 – 98.8]

RB211 TRENT 892 2 24 3300 [99.9 - 100.1]

engine fan settings (𝑛rot,max) in rpm. The minimum and maximum EPNL certification
values in EPNdB for approach for each engine type (obtained from [18]) are also
indicated in the last column for illustration purposes. Variabilities in the EPNL metric
between 0.2 and 1.2 EPNdB are observed within the same engine type, due to
small modifications by the manufacturers [18]. These differences are deemed to
be negligible compared to the variability ranges found in practice [2, 11]. Different
engine types from the same family can be grouped in a same category, provided that
they have the same values for 𝐵 and 𝑛rot,max (see Table 7.4). The EPNL certification
values for each category are practically identical. Thus, the Airbus 333 flyovers
are divided into four categories: CF6–80E1A (387 cases), PW4168A (179 cases),
PW4170 (17 cases) and TRENT 772 (40 cases); whereas the Boeing 772 flyovers
are divided into two categories: GE90 (496 cases) and TRENT 892 (2 cases).

The trajectories of the aircraft flyovers were determined using radar data from air
traffic control and referenced to the coordinates of the respective NMT. The position
data are recorded every 4 seconds and interpolated linearly in between. Hence, the
aircraft velocities and the distances to the observer over time are approximately
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known. The 𝑥, 𝑦 and 𝑧 coordinates considered in this study are relative to the
respective NMT coordinates. Figure 7.3a shows an example of the aircraft flyover
trajectories for the approaches recorded by the NMT 01 (denoted by a red dot),
confirming that the flight paths during approach are relatively uniform, since all
aircraft follow the ILS approach. Figure 7.3b contains a box plot of the minimum
distances of each flyover to each of the four NMT cases, where a distinction is
made between approaches (Ap) and departures (Dep). On each box, the central
mark is the median, the edges of the box are the 25th and the 75th percentiles
and the whiskers extend to the most extreme data points. It can be observed that
the minimum distances for departure maneuvers are indeed more variable than
landings. The average minimum distance to the observer (NMT station) for all
measurements was 790 m.

Since the (minimum) distances from each aircraft to the respective NMT show
differences, a correction in the measured noise levels was performed to correct for
the varying effect of sound spreadings (see section 3.1.2), in order to study all
aircraft in similar conditions. For each of the four NMT cases the mean minimum
distance (�̄�min) to each NMT for all the recorded flyovers was calculated. A correction
value Δ𝐿p was added to the noise metrics from the measurements of all flyovers
depending on their respective minimum distance to the NMT (𝑟min), given by the
following formula

Δ𝐿p = 20 log(
𝑟min
�̄�min

) . (7.1)

Note that Δ𝐿p is negative for 𝑟min < �̄�min and positive for 𝑟min > �̄�min. This means that
for aircraft flying further away than the �̄�min will increase the values of their noise
levels and vice versa. Hence, the effect of having different measuring distances is
at least partially accounted for.

Due to the limited frequency range available in the audio recordings (only up to
3500 Hz), the effect of the atmospheric absorption on sound (see section 3.1.2) was
not accounted for, since the effect of the atmospheric absorption is specially notable
for high frequencies. Hence, the relative effect of the atmospheric absorption on
each flyover with respect to the effect at the mean distance �̄�min is expected to
be small for the frequency range available. However, the full frequency range was
used when calculating the 𝐿p,A,max values by NOMOS. The NPD tables do account
for an average effect of the atmospheric absorption, depending on the distance to
the observer.

The experimental data was continuously recorded during a two–month period,
with relatively similar weather conditions. The weather data were recorded hourly
by the Royal Netherlands Meteorological Institute (KNMI) [19]. The local temper-
atures were used for estimating the sound speed 𝑐 and for the parameters for the
noise predictions. The recorded wind speeds were taken into account to determine
the true airspeeds of the aircraft, which are presented henceforth.
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Figure 7.3: (a) Recorded approaches trajectories at NMT . (b) Box plot of the minimum distances to
each NMT [4].

7.3. Noise prediction model
As it was mentioned in section 1.3.4, the best–practice or simpler legal compliance
prediction tools are the models normally employed in practice for noise contour
calculations around airports. Therefore, the comparison with the experimental data
is performed with respect to the predictions of the method of ECAC’s Document 29
[7] introduced in section 1.3.4.

The aim of this research [4] is to investigate the effects of considering the
instantaneous thrust setting on the noise level predictions by the noise contour
models, rather than employing tabulated values as in practice. These models predict
the noise levels perceived at a certain distance from the aircraft, depending on the
thrust setting employed. In particular, NPD tables usually require the corrected
net thrust per engine as an input, which can be calculated using the following
equation

𝐹
𝛿 = 𝐸 + 𝐹 𝑉 + 𝐺 ℎ̃ + 𝐺 ℎ̃ + �̃�𝑇 + 𝐾 (𝑁1%

√𝜃
) + 𝐾 (𝑁1%

√𝜃
) , (7.2)

where 𝐹 is the net thrust per engine in lbf, 𝛿 is the ratio between the ambient
air pressure at the aircraft to the standard air pressure at mean sea level (101, 325
Pa), 𝑉 is the calibrated airspeed in kts, ℎ̃ is the aircraft altitude in ft and 𝑇 is
the ambient air temperature in which the aircraft is operating in ∘C. The parameter
𝑁1% refers to the engine fan rotational speed (as explained in section 2.4.3) and
𝜃 is the ratio between the absolute total temperature at the engine inlet to the
standard air temperature at mean sea level (288.15 K). The constants 𝐾 and 𝐾
are derived from the installed engine data encompassing the𝑁1% values of interest.
The variables 𝐸 , 𝐹 , 𝐺 , 𝐺 and �̃� are engine constants for temperatures below
the engine flat rating temperature at the thrust rating in use, obtainable from the
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ANP database [13] for most aircraft types (except turbojet aircraft). The unit of the
corrected net thrust obtained with Eq. (7.2) is lbf.

Once the corrected net thrust per engine is known, it is introduced in the NPD
tables, where it is interpolated (or extrapolated) linearly within the available data.
Afterwards, the selected distance is introduced in the table and interpolated (or ex-
trapolated) logarithmically to obtain the estimated noise level at that distance from
the aircraft. An example of (part of) an NPD table is depicted in Table 7.1, which
contains the available data used in this research for the Airbus 333 (equipped with
CF6–80E1A engines) and Boeing 772 (equipped with GE90–76B engines) aircraft
types. The first column denotes the aircraft type and operation mode (approach
(Ap) or departure (Dep)), the second column contains the corrected net thrust per
engine and the last block of columns represents the 𝐿p,A,max values in dBA for
each distance 𝑟 in ft, as specified in the first row. The graphical representation of
these values for departures of the Boeing 772 type equipped with GE90 engines
(last 6 rows in Table 7.1) is depicted in Fig. 7.1a. In Fig. 7.1 one klbf is equivalent
to 4.448 kN.

As aforementioned, one of the main issues of the noise prediction models is
that the actual value of 𝑁1% (and hence the net thrust) is not disclosed in practice
and estimations need to be made. Figure 7.1b depicts typical corrected net thrust
profiles (per engine) for both aircraft types during departure and arrival, depend-
ing on the altitude [13]. The respective engine fan rotational speed values can be
calculated solving Eq. (7.2) for 𝑁1%. It should be noted that several thrust pro-
files are used for departures in practice, depending on the assumed takeoff weight
of the flight, typically categorized in so–called stage lengths, but for the altitudes
considered in this research, the differences between thrust profiles were negligible
for all stage lengths considered (third to eighth) [4]. On the other hand, a sin-
gle approach thrust profile per aircraft type is normally employed. The altitudes
of the flyovers considered in this study are located in the plateaus in Fig. 7.1b
before (on the left of) the cutback points, which correspond to altitudes of 1500
ft for departures and of 1000 ft for arrivals. Therefore, the estimated thrust val-
ues are practically constant for the whole altitude range, within each aircraft type
and operation mode. However, previous studies [1–3, 10, 11] confirmed that, in
practice, large variations in 𝑁1% occur at the same distance to the observer. The
operational reasons why 𝑁1% varies are because pilots and airlines make use of
reduced thrust to extend maintenance intervals and that automatic thrust settings
control the aircraft to follow the glide path under the influence of wind gust and to
maintain constant landing velocity. Hence, there is a clear interest in obtaining the
actual 𝑁1% values of the aircraft.

An additional consideration and premise about this prediction model that should
be noted is that, according to the Document 29 of the ECAC [7], “this methodol-
ogy applies only to long–term average noise exposure; it cannot be relied upon to
predict with any accuracy the absolute level of noise from a single aircraft move-
ment and should not be used for that purpose”. Thus, the aim of this research
is to extend the model capabilities for predicting the noise levels of single events
and to account for the inherent variability in the noise levels observed. This is done
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because the aforementioned variability can lead to important errors when assessing
the annoyance experience by the population living around airports.

7.4. Determination of the engine fan settings
The physical generation mechanisms of fan noise were previously described in sec-
tion 2.4.3. In this section, two comparable approaches are proposed for calculating
the engine fan settings of aircraft flyovers depending on the available frequency
range of the audio recordings. Section 7.4.1 contains the approach for audio sig-
nals with high–frequency content (several BPF harmonics present, see Eq. (2.26))
and section 7.4.2 includes the approach for audio signals without high–frequency
content available (few BPF harmonics present). Similar methods can be found in
the literature, in which frequency filtering can also be applied as preprocessing to
improve the search process [20].

7.4.1. Method for the microphone array setup
In case the audio signal has relatively high–frequency content (about 10 kHz), it is
likely to find several BPF harmonics (because typical BPF values for turbofan aircraft
during landing range from 500 Hz to 2 kHz). For this study, the forward arc spectra,
i.e., the sound when the aircraft is approaching the array, are extracted from the
signal’s spectrogram and used for the calculations. The spectrograms are calcu-
lated following the signal processing parameters specified in section 5.1.1. After
extracting a time interval (from 1.5 to 1 s before the time overhead, corresponding
to emission angles between 𝜃 ≈ 37∘ to 63∘, respectively) of the forward arc from
the spectrogram (see Fig. 7.4a), the Doppler–corrected spectra (see section 3.1.2)
are averaged over time and a polynomial fit is applied to the averaged spectrum,
representing the broadband noise as presented in Fig. 7.4b. This polynomial is then
subtracted from the spectrum and the difference is squared to observe the tonal
peaks of the engine noise in a better way (only positive differences are considered).
This magnitude is called squared residual and it is used to estimate the BPF and its
harmonics.

After selecting all the peaks of interest (higher than a threshold amplitude)
from the squared residual vector, three different methods [1, 2] are employed to
determine the engine fan settings of each flyover:

1. Method 1 considers all the possible combinations of three peaks for all the
selected peaks as candidates for being the BPF or its harmonics. It uses
a least–squares regression to estimate a BPF value and its corresponding
harmonics for each combination. The four values with the smallest deviation
between the modeled and the measured peaks are selected as candidates for
being harmonics of the BPF.

2. Method 2 uses the three considered peaks with lowest frequency and the
differences between them as potential candidates for being the BPF. The se-
lected BPF value is the one whose harmonics coincide with the largest number
of peaks, as long as it provides a realistic value for 𝑁1%.
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Figure 7.4: (a) Spectrogram at the source of a Boeing – flyover. The solid black line represents
the time overhead and the black dashed lines the selected time window. The circles show the peaks
considered. (b) Mean forward spectrum and the th degree broadband polynomial fit. (c) Comparison
between the modeled and measured peaks for method . (d) BPF estimation results for method [2].
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3. Method 3 employs a synthetic noise model for the full expected spectrum.
An iterative process is performed varying the engine fan settings 𝑁1%, i.e.,
the BPF value, within a realistic range. The engine fan settings value resulting
in the maximum correlation between the modeled and the experimental data
is selected as the candidate, as shown in Fig. 7.4c.

Figure 7.5 explains the process for estimating the BPF value using the afore-
mentioned methods. The inputs necessary are the Doppler–corrected spectrogram
(see Fig. 3.10), a time interval selected by the user and the engine characteristics
of the aircraft (Table 5.2). An example of the results obtained by the first method
is depicted in Fig. 7.4d. The spectrograms need to be individually studied with care
and the outcomes of the three methods evaluated depending on their fit with the
spectra. Even if the three methods normally provide similar results, it is required
to confirm whether the solution has a realistic value and whether it explains as
many harmonics as possible. In case the value obtained for 𝑁1% is not realistic, a
different time interval is chosen until this condition is fulfilled.
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Figure 7.5: Flowchart showing the process for estimating the % value using the three different
methods for the microphone array setup [2].

Normally, the three methods provided similar results, with methods 1 and 3
showing the best performance. The 𝑁1% range in this research varies from 40%
to 70%, which are typical values for commercial planes during the landing phase
[2].

7.4.2. Method for the NOMOS setup
Unfortunately, due to the resampling of the available audio data for the NOMOS
setup mentioned in section 7.2.2 and the consequent low maximum frequency
(3500 Hz), few higher harmonics are found in the spectrograms in practice, in
this case.

The flowchart presented in Fig. 7.6 shows the inputs necessary for this method:
the trajectory and engine characteristics of the aircraft (Table 7.4) and the audio
recording of the flyover. The expected Doppler shift can be estimated using the
aircraft trajectory and Eq. (3.1). Afterwards, a least–squares curve–fitting pro-
cess [21] is performed in order to find narrow–band engine fan tones in the signal
spectrogram that agree with the calculated Doppler shift. The spectrograms are
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calculated by using 2048 samples per time block with Hanning windowing and a
50% data overlap. For each time step, peaks over a certain threshold are con-
sidered. Afterwards, the characteristic Doppler–shifted curves corresponding to
the fan tonal noise were searched for using these peaks, considering the expected
Doppler shift as calculated from the aircraft trajectory, according to Eq. (3.1) and
shown in Fig. 7.7c. First, the BPF is searched for in the spectrogram within a
predefined search frequency band over time, depending on the operation mode
and engine characteristics. A least–square fitting process [21] was performed to
match the detected peaks to the expected continuous and monotonically decreas-
ing Doppler–shift curve. Changes in the engine fan settings performed by the pilot
during the recording time or due to the turbulence in the atmosphere can also cause
“bumps” in the curves representing the engine fan tones, which are expected to
be monotonically decreasing otherwise, see Fig. 7.8b. These irregularities can be
accounted for by allowing a small increase in the Doppler–shifted tone frequency.
The presence of higher harmonics is also evaluated by searching for multiples of
the estimated BPF and serves as a further confirmation that the obtained BPF value
is correct. This process provides a (Doppler–corrected) BPF value (for the instant
when 𝑟 = 𝑟min) and, therefore, an 𝑁1% value for that instant. The obtained 𝑁1%
needs to be checked to confirm that it falls within the typical range of values de-
pending on the aircraft operation (approach or departure). In case the provided
𝑁1% value is not realistic, the whole process is repeated using a different search
frequency band for the BPF. Henceforth, for consistency, the selected instant for
studying the value of 𝑁1% was chosen to be when the aircraft is located at the
minimum distance 𝑟min to the NMT.

The results for an example Airbus 333 approach flyover recorded by NMT 01
are presented in Fig. 7.7. Figure 7.7a illustrates the flight path with respect to the
NMT (situated at the origin and represented by a red dot). The thick black line
corresponds to the period where the audio recording is available. The calculated
emission angle 𝜃 between the relative aircraft position vector, 𝒓, and the source
velocity vector, 𝑽, over that period is presented in Fig. 7.7b. The 90∘ angle is shown
as a dashed line for reference. Figure 7.7c contains the calculated Doppler shift
during the same period. The spectrogram of the audio signal is shown in Fig. 7.8.
The vertical solid black line represents the time with 𝑟 = 𝑟min. Figure 7.8a presents
with a thick black line the curve fitted to the calculated Doppler shift (from Fig.
7.7c). Figure 7.8b depicts the obtained estimates for the locations of the detected
Doppler–shifted engine fan tones. Double dashed lines around the real solution are
plotted to show the curves in the spectrogram. This case is especially illustrative,
since not only the BPF but also the next four harmonics are clearly detected and
marked with dashed lines in Fig. 7.8b. The time when 𝑟 = 𝑟min is marked with a
solid black vertical line. Unfortunately, due to the limited maximum frequency and
the higher atmospheric absorption at higher sound frequencies, harmonics higher
than the fifth are rarely found in these measurements. The presence of “bumps” in
the tones can also be observed in Fig. 7.8, as explained before, most probably due
to changes in the engine fan settings by the pilot or to the atmospheric turbulence,
which are successfully detected by the search method.
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Figure 7.6: Flowchart showing the process for estimating the engine fan settings ( %) for the NOMOS
setup [4].
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Figure 7.7: (a) A trajectory. Note the different axes scales. (b) Angle and (c) Doppler shift during
the recording [4].
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(a) (b)

Figure 7.8: Spectrograms of the audio signal with: (a) Curve fitted to the Doppler shift. (b) Detected
engine tones [4].

Since the NOMOS data also include departure operations, the presence of buzz–
saw tones is also expected, see section 2.4.3. These tones are harmonics of the
engine shaft rotation frequency, which is typically considerably lower than the BPF.
Therefore, additional care needs to be taken when analyzing aircraft tonal noise
during departure to only consider fan tones and not buzz–saw tones.

7.5. Results
7.5.1. Microphone array results
Assessment of noise variations using a single microphone
The maximum overall 𝐿p,A (see Appendix A.2) at the source location (𝑟 = 1 m)
and the Sound Exposure Level (𝐿p,A,e, see Appendix A.3) were calculated for each
flyover. Both metrics are obtained from the spectrograms.

The obtained results for both metrics are gathered in the box plots in Fig. 7.9,
where the aircraft types are presented at the abscissa axis in order of increasing
size. It can be noticed that the Boeing 747 and Boeing 777 generate the highest
noise metrics in both cases, as it could be expected, due to their considerably larger
size. The differences between the values of both box plots are due to the fact that
the 𝐿p,A,e considers the sound perceived at the array (and not at the source position)
and also the duration of the sound, but, in general, the tendencies between aircraft
types are similar in both figures. Variations for the same aircraft type as large as 7
dBA for the 𝐿p,A,max and 6 dBA for the 𝐿p,A,e can be observed.

This variability is also present in the flyover sound frequency spectra and is even
larger for single frequencies, as it can be seen in the examples depicted in Fig. 7.10
for the Boeing 737 “Next Generation (NG)” (series 700, 800 and 900) and Fokker 70
cases. The frequency axis for each spectrum was normalized by the corresponding
BPF obtained in section 7.4. The time interval chosen for this spectral analysis was
1.5 to 1 s before the time overhead (forward arc). The relatively large contribution
of the BPF harmonics can be observed in a clear way for the Boeing 737 NG in Fig.
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Figure 7.9: Box plot of the (a) p,A,max at the source position (b) p,A,e for the different aircraft types
[2].

7.10a, where the peaks from the third to the eighth harmonic align in a satisfactory
manner. On the other hand, the harmonic tones are not so distinguishable for the
Fokker 70 case, see Fig. 7.10b. However, the fan tones were clearly detected in all
cases.

0 1 2 3 4 5 6 7 8 9 1060

70

80

90

100

110

120

130

140

BPF Harmonics [#]

L
p,
so
ur
ce
, [

dB
]

3rd 4th 5th 6th 7th 8th

(a)

0 1 2 3 4 5 6 7 8 9 1060

70

80

90

100

110

120

130

140

BPF Harmonics [#]

L
p,
so
uc
re
, [

dB
]

(b)

Figure 7.10: Flyover spectra at the source position with the frequencies normalized with respect to the
BPF harmonics for (a) the Boeing NG and (b) Fokker . The time interval selected was . s before
the time overhead to s before the time overhead [2].

As an attempt to explain these variations of the noise levels, a correlation study
was performed with respect to the engine fan settings 𝑁1% (calculated in section
7.4) and the aircraft velocity, which was estimated as explained in section 5.1.1.
As a first approach, the 𝐿p,A,max at the source was used, without any beamforming
method applied and without focusing on any specific frequency.

The results presented in Figs. 7.11 and 7.12 correspond to the Boeing 737 NG
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and the Fokker 70 cases, respectively, because they are the two most numerous
aircraft types in this research, see Table 5.2. The correlation coefficient, 𝜌, the
coefficient of determination, 𝜌 , and the p–value are calculated and depicted in
each plot, see Appendix C.2.4. The linear least–squares fit is also included. It
can be observed that there is a significant correlation in all cases (considering the
typical p–value threshold value of 0.05), especially with 𝑁1%. Also interesting is
the relatively large correlation (𝜌 ≈ 0.55) found between the maximum overall 𝐿p,A
and the aircraft velocity for the Fokker 70 case.
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Figure 7.11: Correlation analysis results (without beamforming) between the p,A,max and the engine
fan settings ( %) for: (a) the Boeing NG and (b) the Fokker . Adapted from [2].
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Figure 7.12: Correlation analysis results (without beamforming) between the p,A,max and the aircraft
velocity for: (a) the Boeing NG and (b) the Fokker . Adapted from [2].

For the Boeing 737 NG case, the 𝐿p,A,max vs. the 𝑁1% presents 𝜌 ≈ 0.45,
i.e., almost 45% of the total variance observed in the 𝐿p,A,max can be explained
by the changes in the fan rotational speed, and 16% is explained by variations in
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the aircraft velocity. For the Fokker 70 these numbers amount to 37% and 30%,
respectively.

However, since 𝑁1% and the aircraft speed are also correlated (𝜌 ≈ 0.80), con-
clusions about the exact contribution of these parameters to the variability cannot
be drawn. Therefore, in the next section, functional beamforming (see section 4.3)
will be applied to the flyover data. This allows for investigating the noise from the
different aircraft components separately. In this chapter, the focus is placed on
the noise from the engines, which is expected to be influenced by the engine fan
settings, and the noise from the airframe, which is expected to be determined by
the aircraft speed.

Assessment of noise level variations using beamforming
Engine noise

For studying the variation of the noise levels at an aircraft component level, a
correlation analysis was also performed after applying functional beamforming to
the acoustic data. This section focuses on the sound generated by the engines.
The times selected for this analysis span from 0.2 s before the time overhead to 0.1
s before the time overhead. Figure 7.13 contains one representative example of the
beamforming source plots for both aircraft types. A–weighting (see Appendix A.2)
was applied to the results to reduce the influence of low–frequency noise, for which
the microphone array has a lower spatial resolution, see Appendix D. The rest of
the signal processing parameters were same as in section 5.1.1. Also, indicated in
the plots as black rectangles are the ROIs covering the engines, see section 4.2.2.
It can be clearly observed that the engines are the dominant noise source for the
Boeing 737–800 case. For the Fokker 70 this is less clear.
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Figure 7.13: Beamforming source plots using functional beamforming with of (a) A Boeing
– flyover. (b) A Fokker flyover. The dashed black rectangles show the ROIs for the variability

analysis. Adapted from [2].



7.5. Results

7

251

40 50 60 70

Engine fan settings, N1 [%]

120

125

130

135

140

145
L

p
,A

,e
n
g
in

es
 [

d
B

A
]

 = 0.79164 
2
 = 0.62669 

p-value = 5.7461e-11

Least Squares Fit

(a)

40 50 60 70

Engine fan settings, N1 [%]

100

105

110

115

120

125

130

L
p
,A

,e
n
g
in

es
 [

d
B

A
]

 = 0.61526 
2
 = 0.37855 

p-value = 0.00388

Least Squares Fit

(b)

Figure 7.14: Correlation analysis results after applying functional beamforming and considering the
engines overall p,A with respect to % for (a) the Boeing NG case and (b) the Fokker case.
Adapted from [2].

Figure 7.14 shows the summed overall 𝐿p,A integrated in the selected ROIs (black
rectangles of Fig. 7.13) plotted with respect to 𝑁1%. The increase in the correlation
coefficients with respect to 𝑁1% compared to the case without applying beamform-
ing is substantial, where, after beamforming, the engines are found to explain more
than 62% of the observed total variation of the 𝐿p,A at the engines in the Boeing
737 NG case. This can be explained because the contributions from other noise
sources are largely eliminated, due to the selection of an appropriate spatial area
and frequencies, see section 4.2.2. A comparable study by Simons et al. [11]
showed similar results. For the Fokker 70 lower correlations are found. In case
that only the 𝐿p,A values corresponding to the BPF and its harmonics are consid-
ered, the coefficient of determination increases up to 𝜌 ≈ 0.75 for the Boeing 737
NG and 𝜌 ≈ 0.45 for the Fokker 70 [2].

On the other hand, it was found that the correlation of the engine noise levels
with the aircraft velocity is now lower than for the case without beamforming, even
being non–significant for the Fokker 70 engine BPF harmonics case (p–value > 0.05)
[2]. This is because an increase in aircraft velocity is expected to mostly increase
the airframe noise [22–24], and because the main contributors of the airframe noise
are the landing gear system and the high-lift devices, engine noise is affected to a
lesser extent by aircraft velocity. With this reasoning in mind, the larger correlation
of the overall 𝐿p,A of the Fokker 70 with the aircraft velocity shown in Fig. 7.12b
can be explained, because airframe noise is expected to be more significant for this
aircraft type [2]. This is further investigated below.

Airframe noise
A correlation study between the NLG noise emissions and the aircraft velocity

was already performed in Chapter 5 for Airbus A320 and regional aircraft, showing
very strong and significant correlations (𝜌 ≈ 0.8) and a clear agreement with the
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expected 6th power law with the flow velocity expected for NLG noise [23–25]. More
information about the correlation study for the NLG emissions of the Fokker 70 can
be found in [2].

Even if airframe noise is less dominant for the Boeing 737 NG case, a similar
correlation study was performed for the noise coming from the NLG and the Trailing–
Edge Devices (TED), with respect to the aircraft velocity. These two sources were
selected because they were distinguishable in most flyover source plots, unlike the
main landing gear, which was often masked by the engine noise [2]. The same
integration technique for the source maps employed in section 5.2.2 was employed.
Unfortunately, there was no information available about the deflection angles of the
TED for the flyovers in this research, but, during approach, similar values can be
expected [14]. It was confirmed that the TED followed a 5th power law with the flow
velocity, as it expected for non–compact sources [26, 27] and that the NLG followed
the aforementioned 6th power law [2]. The correlation coefficients obtained for the
noise levels with respect to the aircraft velocity (𝜌 ≈ 0.80) are similar to the ones
obtained for the NLG of the Fokker 70. However, the airframe contribution to the
total noise is lower for the Boeing 737 NG case.

Relative contribution and variability of the aircraft noise sources
To visualize the relative contributions of the analyzed noise sources on the aircraft
and their variability at the same time, the box plots in Fig. 7.15 are presented for
the Boeing 737 NG and the Fokker 70, respectively.

In the first case (Fig. 7.15a), the engines are the main noise source, with an
average overall 𝐿p,A around 4 dBA under the average total overall 𝐿p,A. On the
other hand, the NLG presents an average overall 𝐿p,A approximately 12 dBA lower
than the total. The total overall 𝐿p,A variability (6.9 dBA) is comparable to that of
the dominant noise source, i.e., the engine (7.4 dBA). The variability of the NLG is
slightly higher (8.7 dBA). However, it has a limited contribution to the total noise
level.

For the Fokker 70 (Fig. 7.15b), it was shown that the NLG and the engines
present similar contributions to the noise levels with average values about 8 dB
lower than the total. The variability of the total overall 𝐿p,A (7.5 dBA) is now slightly
larger than the overall 𝐿p,A variabilities of the different sources: engines (6.8 dBA)
and NLG (6.2 dBA). It can be observed that the variabilities for both aircraft types
are of the same order of magnitude.

Apart from the considerably lower thrust provided, one of the reasons why the
engine noise from the Fokker 70 is relatively less dominant than the one from the
Boeing 737 NG can be the engines location. Figure 7.16 presents one picture of
each aircraft type during operating conditions [28, 29]. It can be observed that,
whereas the engines of the Boeing 737 NG are placed directly under the wing, the
engines of the Fokker 70 are placed at the back of the fuselage over the wing,
allowing for some noise shielding, especially for noise coming from the engine fan.
In addition, the average BPF value of the Fokker 70 is higher than the one for the
Boeing 737, and because higher frequencies are usually shielded more efficiently
[30], this fact may explain as well why the tonal harmonic peaks from the fan were
not very clear for the Fokker 70 in Fig. 7.10b.
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Figure 7.15: Box plot of the total overall p,A and the overall p,A at different aircraft components for (a)
the Boeing NG (b) the Fokker . Adapted from [2].

(a) (b)

Figure 7.16: (a) A Boeing –800 [28]. (b) A Fokker . [29]

7.5.2. NOMOS results
For brevity reasons, in the following sections only results of the data recorded by
NMT 14 are presented, since that NMT recorded the highest number of flyovers
(406 approaches and 329 departures). Moreover, only the Airbus 333 equipped
with engines from the CF6–80E1A family and the Boeing 772 aircraft equipped with
engines from the GE90 family are considered. These engines were considered to
be the most illustrative types because they were the most frequently occurring, see
Table 7.4. Data from the other NMTs and engine types showed similar results [4].

Comparison between the measured and modeled engine fan settings
The box plots presented in Fig. 7.17 represent the variability found in several pa-
rameters for flyovers recorded by NMT 14. The outliers are plotted individually as
red crosses (+). The results are separated depending on the aircraft type (Airbus
333 or Boeing 772) and the operation mode (approach (Ap) or departure (Dep)):

Figure 7.17a shows that both aircraft types present higher 𝑁1% values during
departure than during approach, as expected. However, larger variabilities are



7

254 7. Assessment of aircraft noise variability

found in 𝑁1% during approach, with differences larger than 20%, whereas during
departure these differences are roughly 10%. These results indicate that pilots need
to adjust the throttle to keep the aircraft on the desired flight path during approach,
while for departures the throttle is more fixed. The predicted 𝑁1% values using the
data from Fig. 7.1b and Eq. (7.2) for these cases are plotted as black dots on the
right of each box plot. Since the recorded aircraft correspond to altitudes within
the plateaus indicated in Fig. 7.1b, the predicted net thrusts (and hence the 𝑁1%)
are practically constant per case for the altitude range considered here (see Fig.
7.1b). The default 𝑁1% values for approach fall inside of the box plots obtained
experimentally, although they are comparably lower than the average of these. The
𝑁1% values for the departures considered by the NPD tables, on the other hand,
are slightly higher the empirical values, i.e., they are slightly overpredicted.

Figure 7.17b contains the variations in true airspeed for the same cases con-
sidered above. The mean aircraft true airspeed is practically constant for the four
cases and about 68 m/s. The variabilities of this parameter are also similar for the
four cases with variations of about 30 m/s.
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Figure 7.17: Box plots for the flyovers recorded by NMT for the: (a) % at min. (b) True
airspeeds at min. (c) p,A,max [4].
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The box plot in Fig. 7.17c presents the variations in the 𝐿p,A,max provided by
NOMOS (corrected for distance here, as explained in Eq. (7.1)). The mean values
for all four cases are comparable and between 65 and 70 dBA. However, it should
be kept in mind that the distance correction explained in Eq. (7.1) is applied to
each operation case individually, considering the corresponding mean minimum
distance (�̄�min), but the effect of the higher absolute value of �̄�min for departures is
not accounted for. Therefore, the reason why departures have comparable 𝐿p,A,max
values as approaches is because the �̄�min values for departures is considerably higher
(approximately double) than for approaches for NMT 14, see Fig. 7.3b. In general,
variabilities in 𝐿p,A,max of about 20 dBA are observed in the four cases. Thus, it
is confirmed that the inherent variabilities in the noise levels for the same aircraft
and engine type due to manufacturer modifications, as observed in Table 7.4, is
negligible compared to the variabilities observed in practice.

Correlation analysis of noise level variations
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Figure 7.18: Correlation analysis between p,A,max and % at min recorded by NMT 14 [4].

The results of the correlation analysis between the recorded 𝐿p,A,max by the
NMT 14 and the calculated engine fan settings (𝑁1%) at 𝑟 = 𝑟min for the Airbus 333
and Boeing 772 flyovers in approaches and departures are presented separately in
Fig. 7.18. Following the criterion that the p–value should be lower than 0.05, all
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the correlations presented in Fig. 7.18 are deemed as significant. Coefficients of
determination between 𝑁1% and 𝐿p,A,max of around 0.3 and 0.4 are found for the
approaches of the A333 and B772, respectively. Similar values were obtained in
section 7.5.1 for landings of Boeing 737 NG and Fokker 70 aircraft. Slightly higher
values for 𝜌 (around 0.45) are found for the departure operations of both aircraft
in the current study. This is expected because engine noise is supposed to be more
dominant during departure than during approach [31], so a stronger correlation
with the engine fan settings is justified.

The correlation analysis between the recorded 𝐿p,A,max by the NMT 14 and the
aircraft true airspeed at 𝑟 = 𝑟min showed that none of the correlations found between
both variables is significant (if the threshold value of 0.05 is again considered for
the p–value). Thus, it is concluded that, in this research, the aircraft velocity at
𝑟 = 𝑟min does not seem to influence the 𝐿p,A,max experienced on the ground. The
fact that jet noise levels decrease with increasing airspeed [12] could explain the
lack of significant correlation with the airspeed during departure, where jet noise
is a dominant noise source. These results are different to those presented in the
research featuring a microphone array, see section 7.5.1. In that study, however, the
minimum distances to the aircraft in that study were considerably smaller (around
70 m) and, thus, the engines are supposed to be operating at lower power settings.
Therefore, airframe noise, which has a strong correlation with the flow velocity,
becomes more relevant [32]. In addition, the noise levels were considered at the
source location, instead of on the ground and more sophisticated sound propagation
considerations (such as the atmospheric absorption) were taken into account.

Comparison of the recorded noise levels with the modeled ones
In order to assess the importance of including more accurate estimations of the
𝑁1% values obtained with the method explained in section 7.4.2 compared to the
ones used in the NPD tables, a comparison with the recorded NOMOS data was
made twice:

1. Case 1: All the parameters required for Eq. (7.2) were filled in with the
experimentally measured values (𝑉 , ℎ̃, 𝑇 and 𝜃 ), except for 𝑁1% which
was determined according to the NPD estimations, using Eq. (7.2) and Fig.
7.1b, based on the aircraft altitude.

2. Case 2: Same conditions as in case 1, but this time the 𝑁1% values used
were those found experimentally from the audio recordings as explained in
section 7.4.2.

It should be noted that the distance correction explained in Eq. (7.1) was not
applied in the 𝐿p,A,max results shown in this subsection, since the NPD tables already
account for the effects of the distance to the aircraft (𝑟).

The results of both comparisons with the recorded NOMOS data are gathered in
Figs. 7.19 and 7.20 for approaches and departures, respectively. In these figures,
the graphs on the left correspond to the comparison for the NPD tables predictions
using the default 𝑁1% values and the graphs on the right correspond to the compar-
ison for the NPD tables predictions using the 𝑁1% values obtained experimentally.
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Figure 7.19: Recorded p,A,max vs. modeled p,A,max using default (left) or experimental (right) %
values for approaches [4].
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Figure 7.20: Recorded p,A,max vs. modeled p,A,max using default (left) or experimental (right) %
values for departures [4].
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Table 7.5: Average error ( ) and average of the absolute values of the errors ( abs) for p,A,max predictions
with the NPD tables’ default estimations of % and using the % values obtained experimentally [4].

Case 𝜀NPD, [dBA] 𝜀NPD, abs, [dBA] 𝜀Exp, [dBA] 𝜀Exp, abs, [dBA]
A333 Ap 1.65 2.65 −0.64 2.18
B772 Ap 1.83 2.62 −0.71 2.26
A333 Dep −2.97 5.38 0.46 3.78
B772 Dep −1.62 5.00 1.68 3.85

The statistical parameters (correlation coefficient, coefficient of determination and
p–value) are also shown in each graph. The diagonal line (depicted as a black
dashed line) in Figs. 7.19 and 7.20 represents a perfect agreement between esti-
mated and measured 𝐿p,A,max levels (𝜌 = 1). It can be observed that considering
the experimental 𝑁1% values produces a better agreement between the modeled
and measured values of 𝐿p,A,max. This fact is confirmed by the considerably higher
correlation coefficient values (and hence higher coefficient of determination values)
presented by the graphs that use the experimental 𝑁1% values. The largest im-
provement is observed for the case of the Airbus 333 approaches (see, Fig. 7.19
top graphs) where 𝜌 increases from a value of 0.088 to a value of 0.478 (more than
five times).

The average error (𝜀) and the average of the absolute values of the errors (𝜀abs)
made by both predictions (using default or calculated 𝑁1% values) for each case are
presented in Table 7.5. The error is defined as the difference between the measured
and the estimated 𝐿p,A,max. Hence, 𝜀 > 0 means that the model underpredicts the
actual noise levels and vice versa. The standard deviations of these errors, �̃�, are
gathered in Table 7.6. On average, including the experimental estimations of 𝑁1%
reduces 𝜀 by 1 dBA and 𝜀abs and �̃� by 0.5 dBA. Despite this improvement, there
is still a significant discrepancy between the noise measurements and the noise
model predictions. Additionally, it can be observed that in all the graphs there are
several outliers that are severely underpredicted by both NPD predictions by up to
15 dBA. These recordings were studied and listened manually and it was confirmed
that they do correspond to aircraft flyovers, but at higher distances to the observer.
Therefore, the investigation of more sophisticated and accurate models is strongly
encouraged. However, the rest of aircraft parameters, such as velocity or altitude,
are normally not determined for the NPD calculations, and default tabulated values
are also used. Thus, the actual NPD estimations for 𝐿p,A,max are most probably less
accurate than those presented here. Hence, the error reduction obtained by using
accurate 𝑁1% values could be even higher in reality. The approach of including the
actual aircraft parameters was taken to isolate the influence of the choice of 𝑁1%
for NPD predictions.

Moreover, the variabilities of the 𝐿p,A,max metric (Δ𝐿p,A,max, i.e., the maximum
𝐿p,A,max value minus the minimum 𝐿p,A,max value observed) for each dataset (esti-
mations with default or estimated 𝑁1% values or NOMOS recordings) are included
in Table 7.7. For the calculation of this parameter, the aforementioned outliers
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Table 7.6: Standard deviation ( ̃) for p,A,max predictions with the NPD tables’ default estimations of
% and using the % values obtained experimentally for each operation case [4].

Case �̃�NPD, [dBA] �̃�Exp, [dBA]
A333 Ap 3.58 3.07
B772 Ap 3.57 3.14
A333 Dep 6.05 5.66
B772 Dep 5.62 5.34

Table 7.7: p,A,max in dBA of (left) the predictions with the NPD tables’ estimations of %, (center)
the predictions using the % values obtained experimentally and (right) NOMOS recordings [4].

Case NPD Δ𝐿p,A,max Exp. Δ𝐿p,A,max NOMOS Δ𝐿p,A,max
A333 Ap 2.72 7.47 17.80
B772 Ap 3.27 5.69 16.40
A333 Dep 7.87 9.35 17.10
B772 Dep 5.21 6.55 19.20

present in Figs. 7.19 and 7.20 were excluded. On average, using the experimen-
tal estimations of 𝑁1% bring the values of Δ𝐿p,A,max 2.5 dBA closer to the NOMOS
recordings. Once again, despite this improvement, there is still a remaining 10 dBA
variability (on average) that remains unexplained. This additional variability is not
accounted for by the prediction model suggested in this thesis, and is subject for
future investigation.

7.6. Conclusions and outlook
In this chapter, the issue of obtaining accurate predictions of aircraft noise levels
was analyzed. The presence of large sound pressure level variations (of several
decibels) for the same aircraft type in the same conditions poses a problem when
assessing the noise levels around airports and when enforcing environmental laws,
since current noise prediction models fail to account for these variations. In this
research, the noise variability was assumed to depend mostly on the emitted noise
at the source, i.e., the aircraft itself, neglecting the effects of a variable atmosphere.
One of the main reasons for these discrepancies in the estimations is the lack of ac-
curate input data for these models. For example, the engine fan settings (𝑁1%) are
typically roughly estimated from tabulated default values, because these data are
not publicly available for reasons such as pilot privacy and to ensure the operation
business strategies of airlines.

Therefore, two different automatic approaches to determine the engine fan set-
tings (𝑁1%) directly from flyover audio recordings were proposed and tested, re-
spectively, on the data from two experimental campaigns around Amsterdam Air-
port Schiphol: one featuring a microphone array and the other single microphones
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from the NOMOS system. Both methods were applied to a large number (more than
a thousand) of aircraft flyovers under operational conditions and provided accurate
results, even when the audio files had a relatively narrow frequency content. A
large spread was found in the values of 𝑁1% obtained experimentally, compared
to the default values assumed by the noise models.

It was confirmed that there is a strong and significant correlation between the
aircraft noise levels and 𝑁1%, especially if only the noise emitted by the engines
is considered by applying acoustic imaging. Moreover, some components of the
airframe such as the landing gear system and trailing edge devices showed a cor-
relation between their noise levels and the aircraft velocity, in agreement with the
theory.

In conclusion, including more accurate estimations for 𝑁1% in the prediction
models rather than default tabulated values considerably reduces the error made
with respect to the experimental recordings. However, there is still a remaining
error in the noise levels unexplained by the noise prediction models.

After observing the limitations of the noise prediction model employed in this
chapter, it is recommended to improve such models, especially by using more ac-
curate individual flight parameters or accounting for the influence of 𝑁1% in the
noise levels. This recommendation is especially intended for more sophisticated
purposes, such as noise abatement studies, rather than studies on the average ex-
posure noise levels over long time periods, where errors in the model estimates can
balance out.

Additional research with other aircraft types is encouraged, especially when us-
ing signals containing a larger frequency range and when employing microphone
arrays which allow the separation of different noise sources on board of the aircraft.
Moreover, repeating this study using other noise metrics, such as novel psychoa-
coustic annoyance metrics [33], see Appendix A.5, is of high interest. Studying the
sound radiation directivity pattern is also a topic to be investigated.

In conclusion, an obvious recommendation to reduce the aircraft noise levels
perceived in the surroundings of airports is to reduce as much as possible the engine
fan settings and the aircraft velocity, while still fulfilling the safety and operational
constraints. Investigating low–noise–impact operations is also of interest, such as
the continuous descent approach concept [12, 34].
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Conclusions and outlook

You should bring something into the world that wasn’t in the world before.
It doesn’t matter what that is. It doesn’t matter if it’s a table or a film or

gardening - everyone should create. You should do something, then sit back
and say “I did that”.

Ricky Dene Gervais

It always seems impossible until it’s done.

Nelson Rolihlahla Mandela

8.1. Conclusions
This thesis has investigated the applications of phased microphone arrays for imag-
ing of aerospace noise sources, such as flying aircraft or wind turbine blades. The
most common and dominant noise sources to be expected were introduced in Chap-
ter 2. Microphone arrays have become one of the main measurement devices for
aeroacoustic noise sources, but the typical experiments (flyover measurements or
wind–tunnel tests) present several different challenges, which were summarized in
Chapter 3.

It is worthy to revisit the four research objectives stated in Chapter 1 and to
assess to what extent they have been fulfilled:

1. Analyze the state–of–the–art acoustic imaging methods for micro-
phone arrays and assess their performance and applicability to aeroa-
coustic measurements on typical aerospace noise sources.
A detailed analysis of the most widely–used and newest acoustic imaging
methods was included in Chapter 4. During the preparation of this thesis,

265
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it was found that functional beamforming seems to be an adequate tech-
nique for analyzing aircraft flyover measurements [1, 2]. The integration
techniques SPIL and ISPI proved to be the best choices for distributed sound
sources, such as trailing–edge noise, even when high background noise lev-
els are present [3, 4]. Lastly, the super–resolution technique HR–CLEAN–SC
[5, 6] was introduced and proved to be a better choice than other deconvolu-
tion techniques, especially when sound sources are placed very closely (closer
than the Rayleigh resolution limit).

2. Perform experiments with microphone arrays on typical airframe
noise sources, such as landing gear noise, and, when possible, com-
pare the results obtained with other aeroacoustic approaches, such
as CAA or noise prediction models.

The noise emissions of the landing gear system of aircraft under operational
conditions were studied in two studies (see Chapter 5): one featuring Airbus
A320 flyovers and the other recordings of regional aircraft. This noise source
was selected because it is considered to be the dominant airframe noise source
on commercial landing aircraft. This fact was confirmed for all the aircraft fly-
overs analyzed in this thesis, which showed strong tonal noise at a frequency
of about 1600 Hz for the Airbus A320 and about 2200 Hz for the regional
aircraft. Several findings seem to indicate that these tonal peaks are caused
by the presence of open cavities in the landing gear system. The compari-
son of the flyover measurements with noise prediction models (PANAM, Fink
and Guo) showed that these models do not consider these tonal peaks, which
leads to considerable differences between the predicted and the measured
noise levels. The results for regional aircraft flyovers were compared with
wind–tunnel measurements and computational simulations performed within
the ALLEGRA project. The wind–tunnel results show similar trends as the fly-
over measurements and the computational results also show a strong tonal
peak at a similar frequency. Recommendations were provided to reduce the
noise emissions from this source.

3. Evaluate the performance of noise reductionmeasures on airfoil noise
for wind turbine applications using wind–tunnel measurements.

Two of the main current noise reduction measures for airfoil noise were stud-
ied in Chapter 6: trailing–edge serrations and trailing–edge porous inserts.

Three different experimental campaigns on trailing–edge serrations showed
that noise reductions up to 16 dB can be achieved with respect to the baseline
case with a straight trailing edge. Special care should be taken when installing
serrations on wind turbine blades, because a serration–flow misalignment an-
gle can cause a noise increase after a crossover frequency. General recom-
mendations about the serration design and other parameters influencing the
performance of trailing–edge serrations were provided. The use of novel ser-
ration geometries can lead to even further noise reductions and it certainly
worths future research.



8.2. Outlook

8

267

Wind–tunnel experiments showed that inserts of porous materials provide
noise reductions of about 10 dB with respect to the solid baseline case, espe-
cially at low frequencies, but they cause a noise increase after a threshold fre-
quency (corresponding to a chord–based Strouhal number of 𝑆𝑡 ≈ 14). It was
argued that the physical mechanisms for these phenomena are the cross–flow
between both sides of the airfoil (i.e., lower acoustic impedance) and the in-
creased surface roughness, respectively. When porous inserts are employed,
the location of the line source causing the trailing–edge noise moves upwind
to the permeable–impermeable junction.

4. Assess themeasured variability of aircraft noise flyovers under simi-
lar operational conditions, analyze potential causes for this variabil-
ity, and compare the results with current noise prediction models.
Large sound pressure level variations (of more than 6 dB) for the same air-
craft type and under the same operational conditions were observed in the
experimental campaigns described in Chapter 7, which hinder the accurate
prediction of aircraft noise levels around airports. These variations are not
accounted for in the best–practice noise prediction models due to the lack
of accurate input data, such as the engine fan settings (𝑁1% or relative fan
rotational speed). Hence, two approaches were proposed to determine the
𝑁1% of an aircraft flyover using the audio recording. Including the obtained
𝑁1% values in the prediction models (rather than rough tabulated estimations
as usual) considerably reduces the errors made with respect to the measured
noise levels. The use of a phased microphone array in one of the experi-
mental campaigns allowed for the isolation of certain noise sources on board
of the aircraft. Strong and significant correlations were found between the
engine noise levels and 𝑁1%, and between the airframe noise levels and the
aircraft velocity. Therefore, it is highly recommended to update the current
models by providing more accurate estimates of parameters such as 𝑁1% or
the aircraft velocity. Lastly, it is recommended to reduce as much as possible
𝑁1% and the aircraft velocity, while still fulfilling the safety and operational
constraints.

In conclusion, the work presented in this thesis has confirmed the great impor-
tance and added value of phased microphone arrays for research in aeroacoustics,
in wind–tunnel experiments and in full–scale measurements under operational con-
ditions.

8.2. Outlook
After reviewing the results and statements of this thesis, some recommendations
for future work can be made:

• This thesis has confirmed the importance of measuring aircraft flyovers under
operational conditions for assessing the noise levels around airports. There-
fore, it is highly recommended to perform additional field experiments fea-
turing larger microphone arrays (to achieve better spatial resolution) and to
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extend the study to more aircraft types, including aircraft equipped with pro-
peller engines. An interesting approach would be to place a permanent mi-
crophone array next to an airport runway, which would continuously record
the sound and trajectory of all the flyovers. Issues, such as the protection
of the microphones and data acquisition systems against the environmental
conditions and data storage should be carefully considered.

• The use of novel sound quality metrics [7–9] (see Appendix A.5) is an in-
teresting approach, since they are believed to express the actual annoyance
experienced by the human ear in a better way than the simpler, conventional
sound metrics, such as the sound pressure level 𝐿p. This study can be ap-
plied to both the sound generated by a whole aircraft or by a certain aircraft
component (whose signal would be isolated using acoustic imaging methods).
This way, it could be determined which noise sources cause the highest an-
noyance, rather than just the highest sound pressure levels, and pay special
attention to them. This procedure should also be applied to noise reduction
measures (see Chapter 6), to ensure that they indeed reduce the annoyance
perceived by the population.

• The application of microphone array methods to the results obtained in com-
putational simulations is certainly interesting, since it would allow the use of
virtual arrays with large sizes and number of microphones with a considerably
lower cost than in actual experiments. In addition, all the emission directions
could be, in principle, analyzed non–intrusively, which is practically impossi-
ble using the current experimental setups. An hybrid approach as the one
presented in Chapter 5 should be performed, if possible.

• After showing the shortcomings of the current aircraft noise prediction models,
it is highly recommended to improve their capabilities, such as by considering
parasitic noise sources (like open cavities in the landing gear, see Chapter 5)
for models considering aircraft components, or by increasing the accuracy of
the inputs used, such as the engine fan settings (see Chapter 7).

• Lastly, the investigation of the performance of new noise reduction measures,
such as trailing–edge serrations with novel shapes or manufactured in porous
materials (see Chapter 6), is of high interest for future research.
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Appendix A - Sound metrics

for aerospace noise

Several sound metrics have been developed in the past, some of them with the
specific aim to quantify the annoyance experienced by the human ear. In this
appendix, the most widely used metrics for aerospace noise sources are briefly
explained. Additional metrics can be found in the literature [1, 2].

A.1. Sound Pressure Level (SPL or 𝐿p)
Sound waves are generated by small pressure deviations around the barometric
ambient pressure of the propagation medium. These pressure deviations are con-
siderably smaller than the ambient pressure, but they can range from 20 𝜇Pa (the
hearing threshold, 𝑝 , , corresponding to 0 dB) to 20 Pa (the pain threshold). Vari-
ations outside of this range are of course possible, but lower pressures are not
easily detected by humans (and therefore not a cause of annoyance) and higher
pressures are not common in practice [1].

Since the variation range of the amplitudes of the acoustic waves is very large
(about 6 orders of magnitude), the metric in a logarithmic scale called sound pres-
sure level (SPL or 𝐿p) was introduced with decibel (dB) as its unit. It can be calcu-
lated using the following expression

𝐿p = 10 log
𝑝e
𝑝e,0

= 20 log 𝑝e
𝑝e,0

, (A.1)

where 𝑝e,0 is the reference pressure corresponding to the threshold of hearing (typ-
ically taken as 20 𝜇Pa) and 𝑝e denotes the effective acoustic pressure defined as
the root–mean–square (RMS) value of an acoustic wave in a period of time 𝑇 [1]
(see Appendix C.2.3)
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𝑝e = √
1
𝑇 ∫ 𝑝 𝑑𝑡. (A.2)

In case 𝐾 incoherent sound sources are present, the overall sound pressure
level (OSPL or 𝐿p,overall) can be calculated by summing the contributions 𝐿p,k from
each source logarithmically [1]

𝐿p,overall = 10 log (∑10 p,k/ ). (A.3)

This is also the formula used for calculating the overall sound pressure level in
a frequency range, but instead of assuming 𝐾 sound sources, 𝐾 frequencies are
considered.

A typical human ear is assumed to perceive sound frequencies between 20 Hz
and 20 kHz [1]. The hearing threshold is defined as 0 dB and the threshold of pain
is normally considered as 120 dB [1].

A.2. A–weighted Sound Pressure Level (𝐿p,A)
Since the human ear perceive a different loudness for sound of different frequen-
cies [1, 3], several weighting functions for the sound pressure level metric have
been suggested to take this phenomenon into account. The most commonly used
function for aerospace noise sources is the A–weighting, but other functions such
as the B, C1 or D–weighting are also used [1, 2]. The A–weighted sound pressure
level 𝐿p,A for a certain frequency 𝑓 can be calculated by adding a correction factor
Δ𝐿A(𝑓) for that frequency to the 𝐿p(𝑓)

Δ𝐿A(𝑓) = −145.528 + 98.262 log 𝑓 − 19.509(log 𝑓) + 0.975(log 𝑓) . (A.4)

Thus, the 𝐿p,A for a certain frequency can be calculated as

𝐿p,A(𝑓) = 𝐿p(𝑓) + Δ𝐿A(𝑓). (A.5)

The graphical representation of Eq. (A.4) is illustrated in Fig. A.1. It can be
observed that for frequencies between approximately 1 and 6 kHz Δ𝐿A > 0 ,i.e., the
human ear is more sensitive to these frequencies and a penalty is applied. Outside
of this range, the rest of the frequencies are reduced considerably, especially for
low frequencies. The unit of 𝐿p,A is referred to as dB(A) or simply dBA.

In case 𝐾 incoherent sound sources are present, the overall A–weighted sound
pressure level (OASPL or 𝐿p,A,overall) can be calculated by summing the A–weighted
contributions 𝐿p,A,k from each source in the same way as in Eq. (A.3), but using
𝐿p,A,k instead of 𝐿p,k [1].
1The C–weighting function focuses on the low frequency noise during takeoff such as jet noise [2].
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Figure A.1: A–weighting correction factor A.

A.3. Sound Exposure Level (SEL or 𝐿p,A,e)
The sound exposure level (SEL or 𝐿p,A,e) considers the influence of the duration of
the noise in the calculations. This metric integrates all the acoustic energy (de-
scribed as the 𝐿p,A,overall) and normalizes it to a one–second interval (i.e., 𝑇 = 1s)

𝐿p,A,e = 10 log (1𝑇 ∫ 10 p,A,overall/ 𝑑𝑡), (A.6)

where the time integration boundaries 𝑡 and 𝑡 correspond to the instants where
the 𝐿p,A,overall is 10 dBA below the maximum 𝐿p,A,overall, i.e., 𝐿p,A,overall,max, see Fig.
A.2. This metric corresponds to the constant 𝐿p,A,overall value (in dBA) that has the
same acoustic energy in one second as the noise event in the selected time interval
[2].

The 𝐿p,A,e metric can also be used for measuring several noise events within a
certain period of time, such as a whole day, for law–enforcement and certification
purposes. The most common metrics for this purpose are the day–night average
𝐿DN, or the day–evening–night average 𝐿DEN [1, 2].

A.4. Effective Perceived Noise Level (EPNL)
The Perceived Noise Level (PNL) metric was developed to describe the annoyance
experienced by residents living close to airports [2] and to certify aircraft for noise
emissions. Using a linear annoyance scale (in the form of equal noisiness curves)
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Figure A.2: Calculation of the p,A,e metric for an example aircraft flyover.

based on psychoacoustic tests, a certain value in the unit of noy is given. After-
wards, the overall noy value can be converted to the logarithmic PNL in PNdB units
[1].

The PNL metric was improved to account for the response of the human ear to
discrete tones with a higher annoyance. Therefore, a tonal penalty was added to the
PNL metric to obtain the Tone–corrected Perceived Noise Level (PNLT), expressed
in PNTdB units. The procedure to calculate such tonal penalty is quite complicated
and can be found in the literature [1, 2].

If the influence of the duration of noise is included, the Effective Perceived
Noise Level (EPNL) is obtained [1]. In a similar way as for for the 𝐿p,A,e metric
described before, the PNLT values are integrated between two times 𝑡 and 𝑡
corresponding to the instants where the PNLT is 10 PNTdB below the maximum
PNLT and normalized for a 10–second interval (i.e., 𝑇 = 10s). The unit of the EPNL
is the EPNdB.

A.5. Sound quality metrics
Some state–of–the–art sound quality metrics from the field of psychoacoustics are
currently being studied and considered for aircraft noise. These metrics aim to
represent the actual annoyance experienced by the human ear by including more
elaborated calculations [4].
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The most commonly used ones [2] in decreasing order of influence to the ex-
perienced annoyance are:

• Loudness is the subjective perception of the magnitude of a sound and cor-
responds to the overall sound intensity [2, 4].

• Tonality measures the perceived strength of the unmasked tonal energy
within a complex sound [2, 4, 5].

• Sharpness describes the high–frequency content of a sound [2, 4].

• Roughness refers to the rapid amplitude fluctuations of some sounds in the
frequency range between 15 Hz and 300 Hz [2, 4].

Since the ultimate purpose is to obtain a single metric that accurately represents
the actual annoyance experienced, combined metrics such as the Psychoacoustic
Annoyance (PA) which considers the four metrics listed above have been proposed
[2, 4].
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B
Appendix B - Dimensionless
numbers in fluid mechanics

In fluid mechanics several dimensionless quantities are normally used to simplify
equations and to perform dimensional analysis and scaling between experiments
of different sizes and characteristics. A complete list of all these numbers is out of
the scope of this thesis, hence only those used throughout this work are described
here.

B.1. Mach number
The Mach number 𝑀 represents the ratio of the flow velocity 𝑉 to the local speed
of sound in the medium, 𝑐 [1]:

𝑀 = 𝑉
𝑐 . (B.1)

Hence, the Mach number depends on the local flow speed and the local temper-
ature, since for ideal gases the speed of sound can be calculated as 𝑐 = √𝛾𝑅 𝑇 ,
where 𝛾 is the ratio of the gas specific heats (approximately 1.4 for air), 𝑅 is
the universal gas constant (approximately 287 m /s K for air), and 𝑇 is the gas
temperature in Kelvin. For dry air at a temperature of 293 K, 𝑐 ≈ 343 m/s.

If a three–dimensional flow is considered, the Mach vector 𝑴 can be used

𝑴 = (𝑀 , 𝑀 , 𝑀 ) = (𝑉𝑐 ,
𝑉
𝑐 ,
𝑉
𝑐 ) =

𝑽
𝑐 . (B.2)

In this case, the Mach number 𝑀 is defined as the Euclidean norm of the Mach
vector ‖𝑴‖.

Using this parameter, different Mach regimes can be defined:
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• Subsonic regime (0 < 𝑀 < 0.8): In these conditions all the flow velocities
within all the airflow present 𝑀 < 1. This is normally the case for wind tur-
bines, propeller aircraft and turbofan aircraft during takeoff and landing. The
flow compressibility effects can be neglected and the flow can be considered
as incompressible [2].

• Transonic regime (0.8 < 𝑀 < 1.3): This regime presents some local flow
velocities with 𝑀 > 1. This is the case for most modern turbofan aircraft
during cruise operational conditions. Compressibility effects, such as flow
choking, become important [1].

• Supersonic regime (1.3 < 𝑀 < 5): In this regime, all the airflow presents
velocities with 𝑀 > 1. This is the case for some military fighter airplanes at
high–speed operational conditions. Shock waves can develop in some regions.
The assumptions made for obtaining the linear wave equation (see Eq. (1.1))
do not hold anymore [2].

• Hypersonic regime (𝑀 > 5): In this case the high energy involved in the
flow has important effects on the air itself, and the chemical composition of
the air can change and the heat transfer to the vehicle becomes an important
issue.

Throughout this thesis subsonic conditions are considered, unless the opposite
is explicitly stated.

B.2. Reynolds number
The Reynolds number 𝑅𝑒 is the ratio between the inertial forces and the viscous
forces within a fluid with different fluid velocities, which cause fluid friction that de-
velop turbulence [1]. The viscosity of the fluid counteracts this effect by absorbing
kinetic energy. Hence, the Reynolds number quantifies the relative importance of
these two forces. This quantity is defined as

𝑅𝑒 = 𝜌 𝑉𝑙
𝜇 , (B.3)

where 𝜌 is the density of the fluid (approximately 1.225 kg/m for air), 𝑙 is the
characteristic dimension (such as the airfoil chord), and 𝜇 is the dynamic viscosity
of the fluid (approximately 1.81 ×10 Pa for air).

Depending on the Reynolds number of a flow, two main regimes can be consid-
ered [2]:

• Laminar regime: The viscous forces are dominant and the flow is charac-
terized by a smooth and constant motion. For airfoils this is normally the case
for 𝑅𝑒 < 10 .

• Turbulent regime: The inertial forces are dominant and the flow becomes
more unstable with vortices and eddies developing in a chaotic manner. For
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airfoils natural transition to the turbulent regime normally happens for 𝑅𝑒 >
10 , although it can also be forced by using tripping devices, see section 2.3.

Different Reynolds numbers can cause different sound generation mechanisms,
so it is important to match this parameter when comparing two different experi-
ments, see section 3.1.1.

B.3. Strouhal number
The Strouhal number 𝑆𝑡 is normally used to describe oscillating mechanisms or
unsteady flow problems, such as vortex shedding [2]. This quantity represents the
ratio between the inertial forces because of the local flow unsteadiness and the
inertial forces due to the uniform velocity in the flow field. It has the following
expression

𝑆𝑡 = 𝑓𝑙
𝑉 , (B.4)

where 𝑓 is the frequency in Hz and 𝑙 is again the characteristic length, such as the
diameter of a cylinder, the thickness of an airfoil or the thickness of the boundary
layer.

B.4. Helmholtz number
The Helmholtz number 𝐻𝑒 is an important parameter in duct acoustics [3]

𝐻𝑒 = 𝑓𝑙
𝑐 . (B.5)

This quantity represents the dimensionless frequency with respect to a charac-
teristic length 𝑙, such as the radius of a duct [3] or the aperture of a microphone
array [4]. This way the results can be adapted for different sizes and frequencies.

B.5. Pressure coefficient
The pressure coefficient 𝑐 represents the pressures within a flow field [1]. It can
be calculated using

𝑐 = 𝑝 − 𝑝
𝜌 , 𝑉

, (B.6)

where 𝑝 is the static pressure and the subscript∞ denotes the free–field conditions.
For potential flows (incompressible, inviscid and steady), Eq. (B.6) can be sim-

plified using Bernoulli’s equation

𝑐 = 1 − ( 𝑉𝑉 ) , (B.7)

where 𝑉 represents here the flow speed at the point where 𝑐 is being evaluated.
This assumption is considered as valid if 𝑀 < 0.3 [2].
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If 𝑐 = 0 the pressure is the same as the free–stream pressure. For 𝑐 = 1
the pressure is the highest achievable, the stagnation pressure (i.e., an stagnation
point). The pressure coefficient can be greater than one for in compressible flows.

B.6. Lift coefficient
The lift coefficient 𝑐 represents the lift force 𝐹 generated by a body with respect
to its size and fluid conditions [1]

𝑐 = 𝐹
𝜌 𝑉 𝑆 , (B.8)

where 𝐹 is the lift force, and 𝑆 is the reference surface area. The choice of 𝑆 is
arbitrary but normally it is defined as the wing area or the product of the wing chord
and wing span 𝑆 = �̂�𝑏. In case a two–dimensional airfoil is considered, the local lift
coefficient 𝑐 is employed and instead of using the reference area, the airfoil chord
�̂� is used. The term 𝜌 𝑉 is normally referred to as the dynamic pressure of the
fluid 𝑞.

For a given body, the lift coefficient mostly depends on the angle of attack 𝛼,
the Reynolds number and the Mach number. In general 𝑐 increases when 𝛼 is
increased until the stall angle (around 15∘ for typical airfoils)

B.7. Drag coefficient
The drag coefficient 𝑐 represents the drag force 𝐹 generated by a body with
respect to its size and fluid conditions

𝑐 = 𝐹
𝜌 𝑉 𝑆 , (B.9)

where 𝐹 is the drag force, and 𝑆 is again the reference surface area. The drag
coefficient can be divided into parasitic drag (including form drag, skin friction drag
and interference drag) and induced drag, wave drag and ram drag. Parasitic drag
is not caused by the generation of lift on the body [1].

In aerodynamics, it is common to use the lift–to–drag ratio 𝑐 /𝑐 (also known
as aerodynamic efficiency), which is one of the major goals in aircraft design.

B.8. Coefficient of power
The coefficient of power 𝑐 determines the performance of wind turbines and is one
of the most important variables in wind–turbine aerodynamics. It can be calculated
using

𝑐 = 𝑊
𝜌 𝑆𝑉 , (B.10)

where 𝑊 is the power generated by the wind turbine and 𝑆 refers here to the wind
turbine area.
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B.9. Advance ratio
In propeller aerodynamics, the advance ratio 𝐽 is the ratio between the free–
stream velocity 𝑉 to the propeller tip speed

𝐽 = 𝑉
𝑛𝑑 , (B.11)

where 𝑛 is the rotational speed or the propeller in rotations per second and 𝑑
is the diameter of the propeller.

This parameter is the inverse of the tip speed ratio normally used in wind–turbine
aerodynamics.
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Appendix C - Basics of signal

processing

This appendix provides a brief overview of the necessary concepts for the signal
processing required for microphone–array measurements. Additional explanations
can be found in the literature [1, 2].

C.1. Fourier transforms
A Fourier transform ℱ converts a continuous signal from the time domain �̂�(𝑡) to the
frequency domain, considering the signal as an infinite sum of individual harmonic
components, i.e., sine and cosine waveforms [1]

𝑋(𝑓) = ℱ[�̂�(𝑡)] = ∫ �̂�(𝑡) exp ( − 2𝜋𝑖𝑡)𝑑𝑡. (C.1)

In practice, signals have to be sampled in a discrete manner �̂�(𝑛) = �̂�(𝑛Δ𝑡) with
a total of 𝑁sam number of samples and with 𝑛 = 0, 1, … , 𝑁sam−1. For computational
analysis, a Discrete Fourier Transform (DFT) or a Fast Fourier Transform (FFT) is
considered as

𝑋(𝑚) = 𝑋(𝑚Δ𝑓) = DFT[�̂�(𝑛)] =
sam

∑ �̂�(𝑛) exp(−2𝜋𝑖𝑛𝑚𝑁sam
), (C.2)

where 𝑚 = 0, 1, … , 𝑁sam−1, �̂�(𝑛) is the 𝑛th sample of the signal in the time domain,
and 𝑁sam is the total number of samples.

In practice, 𝑁sam and the sampling frequency 𝑓sam are limited by the experimen-
tal constraints. Due to the sampling theorem, the maximum frequency of analysis
should be limited to half the sampling frequency (i.e., the Nyquist frequency 𝑓sam/2)
to avoid aliasing [1].
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The frequency resolution or frequency step Δ𝑓 for a DFT depends on the duration
of the time signal 𝑇 used for the analysis as

Δ𝑓 = 1
𝑇 =

𝑓sam
𝑁sam

, (C.3)

which shows that a compromise should be made between frequency resolution and
time resolution. This has to be made by the user depending on the application.
Some applications require a very precise frequency resolution, especially if tonal
noise is present, whereas in other experiments the evolution of the sound spectrum
with time is of great interest, such as flyover measurements.

The Inverse Discrete Fourier Transform (IDFT) converts the spectrum 𝑋(𝑚) to
a time signal:

�̂�(𝑛) = IDFT[𝑋(𝑚)] = 1
𝑁sam

sam

∑ 𝑋(𝑚) exp(2𝜋𝑖𝑛𝑚𝑁sam
), (C.4)

with 𝑚 = 0, 1, … , 𝑁sam − 1.

C.2. Statistical data analysis
Several concepts need to be introduced for performing statistical analysis to a ran-
dom process. Unless otherwise noted, a random signal sampled in a discrete man-
ner �̂�(𝑛) = �̂�(𝑛Δ𝑡) is considered in these explanations.

C.2.1. Expected value
The expected value of a random signal is the mean or average value of a function
when infinite samples are employed [1]

E[�̂�(𝑛)] = lim
sam→

1
2𝑁sam + 1

sam

∑
sam

�̂�(𝑛). (C.5)

For a finite number of samples, the estimator of the mean value is

̄�̂� = 1
𝑁sam

sam

∑ �̂�(𝑛). (C.6)

C.2.2. Variance and standard deviation
The variance of a random process is defined as [1]

�̃� = 1
𝑁sam − 1

sam

∑ (�̂�(𝑛) − ̄�̂�) . (C.7)

The standard deviation is defined as the square root of the variance, i.e., �̃�.
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C.2.3. Root–mean–square (RMS) value
The root–mean–square (RMS) value of a random signal is defined by [1]

�̂�RMS =√
1

𝑁sam − 1

sam

∑ �̂�(𝑛) . (C.8)

C.2.4. Correlation functions
The autocorrelation function for a stochastic time signal �̂�(𝑡) is a measure of the
similarity a the signal has with a time–shifted version of itself [1]

�̃� (𝜏) = E[�̂�(𝑡)�̂�(𝑡 − 𝜏)], (C.9)

where 𝜏 is the time shift. For 𝜏 = 0, the autocorrelation equals the variance of the
signal [1].

The cross–correlation between two different stochastic time signals �̂�(𝑡) and
�̂�(𝑡) can be seen as the mean of the cross product between both signals and is
defined as

�̃� (𝜏) = E[�̂�(𝑡)�̂�(𝑡 − 𝜏)]. (C.10)

If both signals �̂�(𝑡) and �̂�(𝑡) are zero–mean signals, the cross–correlation be-
tween them will reveal whether there is a dependence between �̂�(𝑡) and the time–
shifted signal �̂�(𝑡 − 𝜏). If there is no linear relationship between both signals (i.e.,
they are uncorrelated) the cross product will have a zero mean, i.e., �̃� (𝜏) = 0.
On the other hand, if there is a dependence between both signals, that would lead
to a non–zero mean, i.e, �̃� (𝜏) ≠ 0.

Correlation coefficients
When analyzing the correlation between two variables, it is common to use the
Pearson correlation coefficient 𝜌 [3] (also known as Pearson product–moment
correlation coefficient or bivariate correlation). This parameter is a measure of the
linear correlation between two variables �̂� and �̂�.

𝜌 ̂ , ̂ =
E[(�̂� − ̄�̂�)(�̂� − ̄�̂�)]

�̂� ̂ �̂� ̂
, (C.11)

where ̄�̂� and ̄�̂� are the mean values of �̂� and �̂�, respectively, see Eq. (C.6). The
parameters �̂� ̂ and �̂� ̂ are the standard deviations of �̂� and �̂�, respectively, see Eq.
(C.7).

The correlation coefficient has a value between −1 and 1, where 1 indicates
total positive linear correlation, 0 means no linear correlation and −1 refers to total
negative linear correlation.

Another useful parameter in statistical analysis is the coefficient of deter-
mination [3], which represents the proportion of the variance in the dependent
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variable that is predictable from the independent variables. It is defined as the
square of the correlation coefficient 𝜌 and, hence, has a value between 0 and 1.

Lastly, the p–value is a measure of the significance of the correlation between
two variables. It expresses the possibility to obtain that particular correlation coef-
ficient 𝜌 in case the variables are uncorrelated [3]. Therefore, it should be as low
as possible. Normally, a p–value threshold value of 0.05 is considered, under which
correlations are deemed as significant [3, 4].

C.2.5. Power Spectral Density (PSD)
A frequency spectrum can be defined using its Power Spectral Density (PSD) (also
known as autospectral density), which is continuous in frequency and is a density
function with units Pa /Hz for pressure measurements. It is defined as the Fourier
transform (see Eq. (C.1)) of the autocorrelation function [1]

�̃� (𝑓) = ℱ[�̃� (𝜏)] = ∫ �̃� (𝜏) exp ( − 2𝜋𝑖𝑓𝑡)𝑑𝜏. (C.12)

Analogous to the cross–correlation function, the Cross–Spectral Density (CSD)
function can be defined as

�̃� (𝑓) = ℱ[�̃� (𝜏)] = ∫ �̃� (𝜏) exp ( − 2𝜋𝑖𝑓𝑡)𝑑𝜏. (C.13)

Equations (C.12) and (C.13) are often called the Wiener–-Khinchine relations [1]
and they represent the two–sided frequency spectral densities, i.e., including the
negative frequencies in the Fourier transform. The single–sided spectral densities
�̃� are normally used, considering only the positive frequency values are defined as

�̃� (𝑓) = 2�̃� (𝑓) ∈ ℝ for 𝑓 > 0, (C.14)

�̃� (0) = �̃� (0), (C.15)

�̃� (𝑓) = 2�̃� (𝑓) ∈ ℂ for 𝑓 > 0, (C.16)

�̃� (0) = �̃� (0). (C.17)

The elements of the cross–spectral matrix (see chapter 4) correspond to �̃� ,
i.e., the cross–correlation between the signals measured by microphones 𝑚 and 𝑛.
Section C.3 explains Welch’s method to estimate the PSD and CSD functions.

C.2.6. Coherence function
The coherence function between two stochastic time signals �̂�(𝑡) and �̂�(𝑡) is defined
as [1]:

�̂� (𝑓) =
|�̃� (𝑓)|

�̃� (𝑓)�̃� (𝑓) . (C.18)
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It can be derived that 0 ≤ �̂� (𝑓) ≤ 1. If �̂� (𝑓) = 1, then �̂�(𝑡) derives solely
from �̂�(𝑡) and there is no extraneous noise. Coherence values lower than one imply
that there is contaminating noise on either or both signals.

In measurements with phased microphone arrays featuring incoherent noise
between the microphones (such as wind noise, see section 4.2.1), the contribution
of the incoherent noise sources to the off–diagonal elements �̃� with 𝑚 ≠ 𝑛 can
be reduced by increasing the number of averages 𝐻 in the time domain [5] (see
section C.3)

�̂� ≈ 1
𝐻 . (C.19)

In practice, 𝐻 is very large and, hence, it can be considered that incoherent
noise sources almost exclusively affect the main diagonal of the CSM, see section
4.2.1.

C.3. Welch’s method
One of the most common procedures to calculate the spectral densities of random
signals is Welch’s method, which is well suited for computer processing [6]. The
method works as follows

1. A sampled time signal �̂�(𝑛) with a duration 𝑇 is divided into 𝐻 segments �̂� (𝑛),
each of them with a duration of 𝑇 , i.e., with an amount 𝑁sam, = 𝑇 𝑓sam of
samples. Normally the mean of the signal ̄�̂� is subtracted from the signal.

2. Each segment can be weighted using a windowing function �̂�(𝑛) and a certain
overlap (see Fig. C.1). Different window functions are available, but normally
the Hanning window with a 50% data overlap is considered to be the optimal
choice [1]. Thus, these parameters have been used throughout this thesis,
unless otherwise stated.

3. For the PSD calculation, a DFT (see Eq. (C.2) is calculated for the 𝐻 win-
dowed segments �̂�(𝑛)�̂� (𝑛), and its squared values (𝑋 (𝑓)𝑋∗ (𝑓)) are aver-
aged in time for all the 𝐻 segments for each frequency 𝑓, where 𝑋 (𝑓) =
ℱ(�̂�(𝑛)�̂� (𝑛)) and ℎ = 1,… ,𝐻. The same process can be performed for cal-
culating the CSD between two signals �̂�(𝑛)�̂�(𝑛) and �̂�(𝑛)�̂�(𝑛) by averaging
(𝑋 (𝑓)𝑌∗ (𝑓)) for each frequency, where 𝑌 (𝑓) = ℱ(�̂�(𝑛)�̂� (𝑛)).

4. The averaged result is scaled so that the area under the PSD (or CSD) function
is equal to the RMS value of the time function [1]. The following expressions
correspond to the case of the PSD calculation using a Hanning windowing
function and 50% data overlap

�̃� (𝑓) = 8
1.5

∑ 𝑋 (𝑓)𝑋∗ (𝑓)
𝑁sam, 𝐻Δ𝑓

for 𝑓 > 0, (C.20)

�̃� (0) = 4
1.5

∑ 𝑋 (0)𝑋∗ (0)
𝑁sam, 𝐻Δ𝑓

, (C.21)
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Figure C.1: Illustration of Welch’s method for an example signal with several time segments weighted
with a Hanning window function (in red) with 50% overlap.

where the expressions are divided by the frequency resolution Δ𝑓 to obtain
a density function. The full derivation of this expression can be found in [1].
For the case of the CSD calculation the variable 𝑋∗ (𝑓) in Eqs. (C.20) and
(C.21) needs to be substituted for 𝑌∗ (𝑓).

In practice, the calculation of the CSM for microphone–array measurements
can be performed using Welch’s method by substituting the variable 𝑋 (𝑓) in Eqs.
(C.20) and (C.21) for 𝒑. A simple way to compute all the CSMs for a frequency
range using the signals of 𝑁 microphones is to use the spectrogram function, see
Fig. 3.10 for an example.

C.3.1. Errors in Welch’s estimates
Two main types of errors can be defined when performing a Welch’s estimate [1]:
the bias error and the random error.

Bias error
The bias error 𝜀bias is due to the discretization in frequency for the estimate and
the convolution of the true PSD by the squared Fourier transform of the windowing
function [1]

𝜀bias ≈
(Δ𝑓) �̃�
6�̃� + (Δ𝑓) �̃�

( )

72�̃� , (C.22)

where �̃� and �̃�( ) are the second and fourth derivatives of �̃� with respect to the
frequency, respectively. In essence, the bias error for Welch’s estimates depends
on the frequency resolution Δ𝑓 and spectral shape of �̃� .

Random error
When calculating a single FFT estimate using the periodogram function, the normal-
ized random error 𝜀rand has, by definition, a value of one [1]. Hence, if 𝐻 averages
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with no overlap are performed using Welch’s method, the normalized random error
becomes

𝜀rand =
1
√𝐻

. (C.23)

In case overlap is employed for the processing, some of the data values are cor-
related with each other due to the overlap and the equivalent number of averages
𝐻eq needs to be used

𝜀rand =
1

√𝐻eq
, (C.24)

which for a Hanning window with 50% data overlap 𝐻eq ≈ 1.89𝐻. Therefore, when
using these parameters, the random error is reduced about 27% with respect to
the same dataset in case no overlap is employed.

Assuming a Gaussian distribution for the measurements, the 95% confidence
interval for small normalized random errors (𝜀rand < 0.1) can be approximated as
[1]

(1 − 2𝜀rand)�̃� ≤ 𝐺 ≤ (1 + 2𝜀rand)�̃� , (C.25)

where 𝐺 and �̃� represent the true and estimated values of the PSD, respectively.

C.4. Octave and one–third–octave bands
Frequency bands are defined as a subset of the total frequency spectrum. Two
examples of frequency bands are octave bands and one–third–octave bands (terts
bands), which are very common in aircraft noise calculations [7]. These bands
have constant percentage bandwidths, i.e., the bandwidth increases as the center
frequency 𝑓center increases. The center frequency is the mean frequency of the
band, on a logarithmic scale, of the lower and upper bounds of the frequency band
(𝑓lower and 𝑓upper). These values for octave bands are defined as

𝑓lower =
𝑓center
√2

, 𝑓upper =√2𝑓center. (C.26)

And for one–third–octave bands as

𝑓lower =
𝑓center
√2

, 𝑓upper = √2𝑓center. (C.27)
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D
Appendix D - Resolution limit

The resolution limit of a microphone array (or any image–forming device, such as
a telescope, a camera or an eye) is defined as the minimum angle at which two
(sound) sources can be separated into individual images.

This concept should not be confused with another usual meaning of the word
resolution: the sharpness of an image (i.e., the number of pixels in an image). For
acoustic imaging purposes, this feature is controlled by the user when defining the
number of grid points in the scan grid 𝐽 and the spacing between these Δ𝑥, which
is typically limited by the computational resources available.

The separation of all the different sound sources in aeroacoustic experiments is
of great importance, because, otherwise, multiple sources could be misrepresented
as a single source and lead to erroneous results.

In general, any imaging system is limited by the diffraction due to its finite
aperture1. The diameter of a microphone array (or of a lens in the optics anal-
ogy) determines the diffraction pattern. For spherical wavefronts, the waves pass-
ing through the imaging system interfere with themselves creating a ring–shape
diffraction pattern, normally referred to as the Airy pattern in optics [1].

To calculate the spatial resolution, many authors normally refer to the Rayleigh
resolution limit [2], i.e., the theoretical radius of the first null interval around the
Airy disk (the first zero of the first order Bessel function). This way, the maximum
of the PSF of one source is located at the minimum of the PSF of the other source.
If the distance between the two sources is higher than the Rayleigh resolution limit,
both sources can be separated and vice versa.

The angular resolution for a planar phased microphone array can be estimated
by considering a continuous disk with the same diameter 𝐷. The array response 𝑎
to a plane wave is

1For optic imaging systems, aberration phenomena can also have an influence on the achievable reso-
lution.
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𝑎(𝜃scan) =
2𝐽 [ ‖𝒌‖ sin( scan) ]

‖𝒌‖ sin( scan)
≈
2𝐽 ( ‖𝒌‖ scan )

‖𝒌‖ scan
, (D.1)

where 𝜃scan is the scan angle with respect to the normal direction to the array plane
and 𝐽 is the first–order Bessel function. The approximation performed in Eq. (D.1)
is valid for small scan angles [3].

If the PSF is considered, Eq. (D.1) becomes

𝐴(𝜃scan) ≈ [
2𝐽 ( ‖𝒌‖ scan )

‖𝒌‖ scan
] . (D.2)

The Rayleigh resolution limit (𝜃scan,0) is defined as the first zero in Eq. (D.2)
which provides

𝜃scan,0 ≈ 1.2196
𝑐
𝐷𝑓 = 1.2196

𝜆
𝐷 . (D.3)

For practical applications, it is common to consider the spatial resolution 𝑅 in
meters rather than the angular resolution 𝜃scan,0 in radians [4]. For a scan plane
situated at a distance ℎ from the array plane, the minimum distance between two
sources for which they can be solved is approximately

𝑅 ≈ 2ℎ tan(
𝜃scan,0
2 ) ≈ ℎ tan(𝜃scan,0). (D.4)

The expression of 𝑅 given by the second term in Eq. (D.4) is more accurate
than one given by the third term, which is typically used in the literature [3–5]. The
difference between both, however is negligible for small angles 𝜃scan,0. The value
of 𝑅 provides the lower bound for the separation between grid points Δ𝑥 (and
therefore a lower bound for 𝐽) in the scan grid for a given frequency. Therefore,
higher frequencies require, in general, finer grids than lower frequencies.

The opening angle of the array, and, therefore, the effective array size, de-
creases when the sound source is not located in front of the array, i.e., with a scan
angle 𝜃scan ≠ 0. Hence, the array resolution decreases for oblique source directions
[6]. An illustrative example of this can be observed in Fig. D.1, where the cases
with 𝜃scan = 0 (left) and 𝜃scan ≠ 0 (right) are depicted. Whereas 𝜃scan,0 remains the
same in both cases, the spatial resolution 𝑅 is larger for the case with 𝜃scan ≠ 0.
Hence, it is highly recommended to place the region of analysis perpendicular to
the array center, as much as possible.

Some authors consider the Sparrow resolution limit [7] instead, which is defined
as the angular distance for which the sum of the PSF of each source produces a
flat profile, whereas for the Rayleigh resolution limit it shows a distinct dip between
both sources. The Sparrow resolution limit is defined approximately as 0.95𝜆/𝐷,
i.e., a value about 22% lower than the Rayleigh resolution limit.

However, both criteria are based on the assumption of a continuous disk as a
receiver, rather than an array with a finite number of sensors. Hence, both criteria
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Figure D.1: Diagram explaining the Rayleigh resolution limit for scan (left) and scan (right).

represent an approximation and a lower bound of the minimum angular resolution
achievable for an array. Some acoustic imaging methods, however, have proven to
go beyond the Rayleigh resolution limit, see Chapter 4
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E
Appendix E - Acoustic
characterization of the

A–tunnel

This appendix describes the design of the phased microphone array located at the
A–tunnel at Delft University of Technology, as well as the acoustic characterization
of the A–tunnel facility. The A–tunnel is the new anechoic version of the V–tunnel
described in section 6.1.1. Additional results including the aerodynamic characteri-
zation of the flow of the wind tunnel and further explanations of the characteristics
of the facility can be found in [1]. Additional modifications to the wind–tunnel
facility are expected in the near future which will require the repetition of the char-
acterization.

E.1. Phased microphone array
An acoustic array consisting of 64 G.R.A.S. 40PH analog free–field microphones [2]
with integrated constant current power (CCP) amplifiers was installed in the open–
jet wind–tunnel. These microphones have a frequency range between 10 Hz and 20
kHz and a sensitivity of 50 mV/Pa at 250 Hz. Each microphone has a diameter of 7
mm and a length of 59.1mm. All the microphones were calibrated individually using
a G.R.A.S. 42AA pistonphone [3]. The DAS consisted of 5 National Instruments (NI)
PXIe–4499 sound and vibration data acquisition modules controlled by a NI PXIe–
8370 remote control module and a NI RMC–8354 controller. Each microphone is
connected to the DAS via a 10–m long G.R.A.S. AA0028 coaxial cable [4].

The design and construction of the structure of the phased microphone array
were mostly performed during the M.Sc. thesis work of Vlemmix [5]. After con-
sidering different design options for the support structure, a trade–off solution was
chosen. It was decided to employ three steel perforated plates with square holes in
a regular grid pattern, see Fig. E.1a. Each plate has the dimensions of 1 m × 2 m
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Figure E.1: (a) Picture showing the microphone holding system and the perforated plate. (b) Microphone
array distribution for the A–tunnel measurements.

and has a total of 8450 perforations, i.e., possible microphone positions. This de-
sign offers a compromise solution between reduced acoustic reflections, robustness
and large number of potential microphone positions.

The size of the perforated holes is 10 mm × 10 mm and the thickness of the
metallic border is 2 mm. This provides an open area ratio of approximately 69%.
Two structure configurations are available, featuring two or three steel plates, i.e.,
with sizes of 2 m × 2 m or 3 m × 2 m. For the experiments performed so far, the
configuration with just two plates was used. Each microphone is placed inside of a
microphone holder consisting of a hollow threaded rod with an outer diameter of 10
mm and an inner diameter of 8mm, see Fig. E.1a. Thus, there is an almost–perfect
fit between the microphone holder outer diameter and the side of the metallic grid
square hole and just 1 mm of margin to insert the microphone inside the holder.
The holders can be tightly mounted to the array using two M10 nuts, see Fig. E.1a.

All the plates are mounted on a rectangular frame structure manufactured in
steel and lifted from the ground using steel support legs, see Fig. E.2, in a way that
the center hole is aligned with the model to test. The borders of the metallic frame
were covered with acoustic absorbing Flamex Basic foam [6] to minimize acoustic
reflections [5], see Fig. E.2a. Additional details about the support structure can be
found in [5].

The default microphone distribution corresponds to an adapted version of the
Underbrink spiral design [7–9] with 7 spiral arms of 9 microphones each and an ad-
ditional microphone located at the center of the array, see Fig. E.1b. The diameter
of the array is approximately 2 m and the distance from the array to the center of
the test section is approximately 1.4 m. Different distributions have been used and
compared [10].
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(a)

Nozzle 
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Figure E.2: Pictures of the microphone array structure setup (a) Front view. (b) Back view.

E.2. Acoustic characterization
E.2.1. Free–field propagation assessment
One of the most important features of an anechoic room is the region of space where
the inverse square law spreading [11] hold, i.e., where the free–field conditions
are present [12]. The expected sound pressure level 𝐿p at a distance 𝑟 from the
observer can be calculated using the following expression [11], which considers
omnidirectional spherical spreading of sound

𝐿p (𝑟) = 𝐿p (𝑟 ) − 20 log(
𝑟
𝑟 ) , (E.1)

where 𝑟 is a reference distance to the source, normally considered as 1 m.
Therefore, the measured deviation from the expected free–field decay Δ𝐿p can

be calculated using the following equation

Δ𝐿p = 𝐿p,exp − 𝐿p,ref, (E.2)

where 𝐿p,exp and 𝐿p,ref are the measured and expected sound pressure levels, re-
spectively.

The maximum allowable Δ𝐿p values per third–octave frequency band are given
by the standards in ISO3745 [13] and are presented in Table E.1.

In order to assess the free–field conditions a simple setup, following the guide-
lines in the ISO3745 [12, 13], was used consisting of:

• A sound source, namely a Visaton K50 SQ speaker [14], situated over the
wind–tunnel nozzle to simulate a representative experimental setup. This
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Table E.1: Maximum allowable difference between measured and modeled free–field p depending on
the frequency range according to the standards in ISO [13].

One–third–octave–band center frequency 𝑓, [Hz] Allowable Δ𝐿p, [dB]
𝑓 ≤ 630 ±1.5

800 ≤ 𝑓 ≤ 5000 ±1
𝑓 ≥ 6300 ±1.5

Guide wire 

Microphone 

Figure E.3: Microphone on guide wire.

speaker emitted the same broadband white noise signal for each measure-
ment during 60 s.

• A reference G.R.A.S. 40PH microphone [2] next to the speaker ensured the
repeatability of the measurements.

• A G.R.A.S. 40PH microphone [2] mounted on a guide wire (see Fig. E.3).
For each measurement, the microphone was displaced 0.1 m away from the
sound source, starting from an initial distance of 1 m until a distance of 2.2
m. The direction selected was the one pointing at the position where the
microphone array is normally placed for the experiments.

The measured Δ𝐿p values for each third–octave frequency band with respect to
the distance to the source 𝑟 are presented in Fig. E.13. The maximum allowable
differences from Table E.1 are plotted as red dashed lines. It can be observed
that all the frequency bands above 315 Hz fulfill the standards in ISO3745 [13] for
the distance range considered. However, the one–third–octave bands with center
frequencies of 250 Hz and 315 Hz show higher deviations than those allowed for
distances of 1.1 m and 2 m for the first case and 2.2 m for the second case. These
results show that, even if the anechoic room is designed for frequencies higher than
500 Hz, acceptable results can still be achieved for a range of distances below 2 m
from the source. It should be noted that, for experiments, the microphone array is
typically located at a distance 𝑟 = 1.4 m from the center of the test section.
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Figure E.13: Deviation from the free–field decay with respect to the distance to the source . The
tolerances according to ISO [13] are depicted as dashed red lines.

E.2.2. Reverberation time
The reverberation time (𝑇 ) [11] of the anechoic chamber can be calculated using
a single microphone and a pulse signal. In this experiment, a clapping device [15]
producing a loud, broadband and short signal was used. The reverberation time is
typically defined as the amount of time it takes for the sound pressure level (𝐿p)
of the received signal to decrease by 60 dB. The approximate dimensions of the
anechoic chamber of the facility are 6.4m (length) × 6.4m (width) × 3.2m (height).

A total of ten measurements were performed with different sound source and
receiver positions, especially in locations representative for expected experimental
setups. An average 𝑇 value of 0.25 s was observed, which corresponds to the
anechoic or acoustically dead category according to the ISO3382 [16]. It should be
noted that, during these experiments, the exit of the wind–tunnel nozzle was not
covered to better represent the actual conditions during real testing. For acoustic
measurements without flow, it is recommended to cover the nozzle to minimize the
reverberation originating from the settling chamber.

E.2.3. Background noise measurements
Typically, the background noise inside of a wind tunnel facility is due to the fan,
the jet from the nozzle an the interaction of the jet with the collector [17]. Since
some test models can be inherently very quiet, such as noise–reduction measures
as trailing–edge serrations [18–21] or trailing–edge porous inserts [22–24], it is
desired to have minimal background noise levels. Ideally, a signal to noise ratio of
at least 10 dB between the sound signal to be measured and the background noise
is desired [17].

The background noise levels of the wind–tunnel facility for different flow speeds
were recorded by the whole microphone array located at a distance of 1.43 m
from the center of the wind–tunnel nozzle. This array position was chosen since
it was the same as in previous experiments [22–24]. Figure E.14a depicts the
measured background noise one–third–octave–band spectra averaged over all the
microphones for different flow velocities, as well as the background without flow but
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Figure E.14: (a) Background noise spectra for different flow velocities in one–third–octave frequency
bands. (b) Overall p and p,A background noise levels for different flow velocities in the frequency
range between Hz and kHz.

with the wind–tunnel system on. As expected, the background noise levels increase
with the flow velocity. The spectra corresponding to flow velocities of 10 m/s and
20 m/s present tonal peaks at approximately 315 Hz. Applying acoustic imaging
methods to the array data showed that the main noise sources at that frequency
are located at the collector in the ceiling followed by the wind–tunnel nozzle. For
the 20 m/s case, a peak around 700 Hz is also observed, which corresponded to
the cupboard hosting the wind–tunnel controls (mostly due to electronic noise).
Both sound sources are located considerably far away from the normal direction of
the array, i.e., the test section. Therefore, they are not expected to interfere with
the acoustic measurements. The expected modifications of the facility in the near
future are expected to reduce these two noise sources.

The overall 𝐿p background noise values and the A–weighted noise levels (𝐿p,A,
see Appendix A.2) for a frequency range between 20 Hz and 20 kHz are plotted
in Fig. E.14b with respect to the flow velocity. This frequency range was selected
since it corresponds to the typical audible frequency range of a young person [11].
It can be observed that applying A–weighting considerably reduces the noise lev-
els (up to 25 dB for the higher velocities considered). This indicates the strong
content of low–frequency noise of the signal (see Fig. E.14a) because A–weighing
considerably reduces the contribution of that part of the spectrum. Another differ-
ence between both curves is that the non–A–weighted values seem to follow an
logarithmic trend with the flow velocity whereas the A–weighted ones present an
almost–linear behavior.

The overall A–weighted background noise levels (𝐿p,A) measured at the A–tunnel
were compared with the measurements of other aeroacoustic wind tunnels from the
literature [17, 25, 26] and scaled using the correction suggested by Sarradj et al.
[17] when different nozzle geometries are employed



E

306 E. Appendix E - Acoustic characterization of the A–tunnel

10
0

10
1

10
2

Flow velicity, [m/s]

30

40

50

60

70

80

90

100

L
p

,A
,n

o
rm

, 
[d

B
A

]

TU Delft

Adelaide

Audi

Cottbus

Erlangen

Florida

ISVR

Siegen

Figure E.15: Comparison of the overall p,A background noise levels (corrected using Eq.) for different
flow velocities with respect to other aeroacoustic wind tunnels: Adelaide University [25], Audi [25],
TU Cottbus [17], Erlangen University [17], Florida University [25], ISVR Southampton [26] and Siegen
University [17].

Δ𝐿p,A,norm = 𝐿p,A − 10 log(
𝑆nozzle
𝑟 ), (E.3)

where 𝑆nozzle is the exit area of the nozzle.
The compared results are depicted in Fig. E.15. It can be observed that the

background noise levels of the A–tunnel are relatively low compared to other wind–
tunnel facilities, presenting almost the same values as the aeroacoustic wind tunnel
at ISVR Southampton [26]. Only the wind tunnel at TU Cottbus [17] presents lower
background noise levels for the range of flow velocities considered.

E.2.4. Point spread function
In order to assess the overall performance of the phased microphone array and the
anechoic chamber, the point spread function (PSF) of the array was evaluated. A
single sound source (a Visaton K50 SQ speaker [14]) located in the normal direction
of the array and over the wind tunnel nozzle was used.

Figure E.16 depicts the PSF obtained experimentally (Fig. E.16a) compared
with the theoretical PSF for the same microphone array distribution and source
location (Fig. E.16b) for a sound frequency of 4 kHz. It can be observed that
the differences between both source plots is negligible, as desired. The theoretical
PSF presents a slightly narrower main lobe and slightly lower sidelobes than the
experimental one, as expected. This could be because the speaker used is not
perfectly omnidirectional and that the free–field conditions in the anechoic chamber
are not fulfilled perfectly [10]. Similar results were found for other frequencies and
are gathered in [10].
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Figure E.16: (a) Experimental and (b) simulated array PSF for a source located at ( , ) ( , ) and
emitting sound at Hz. Adapted from [10].
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