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Summary

In high-tech industry (sub)nanometre precision motion control is essential. For ex-
ample wafer scanners, used for production of integrated circuits, have to provide
(sub)nanometre precision positioning whilst satisfying challenging requirements on
speed at the same time. It is in demanding cases like this that different requirements
begin to conflict with each other. A fundamental trade-off between robustness and
performance exists as an inevitable result of the waterbed effect in linear control. PID
controllers, which have been an industry-standard for many years, do not satisfy the
ever increasing demands.

In this MSc thesis a novel reset control synthesis method is proposed: CRONE
reset control, which combines a robust fractional CRONE controller (Commande
Robuste d’Ordre Non-Entier) with non-linear reset control to overcome waterbed
effect. In CRONE control, robustness is achieved against gain deviations by creation
of constant phase behaviour around bandwidth with the use of fractional operators.
The use of fractional operators also introduces more freedom in shaping the open-
loop frequency response, allowing fractional factors in Bode’s gain-phase relation.
However, waterbed effect remains, which motivates introduction of non-linear reset
control in the CRONE design. In reset control, controller states are reset when
the error between output- and reference- signal is zero. In frequency domain, using
describing function analysis it is predicted that reset filters generate less phase lag
for similar gain behaviour. For instance, a reset integrator gives a phase lag of about
38 degrees, which is 52 degrees less compared to the linear integrator. This allows
for relief from Bode’s gain-phase relation, breaking aforementioned trade-offs.

In the new controller design, reset phase advantage is approximated using de-
scribing function analysis and used to achieve better open-loop shape. New design
rules for CRONE reset control have been developed in this thesis. Three different
reset control strategies have been investigated: integrator reset, lag reset and lead-
lag/lag-lead reset. For these controllers, a two-degree-of-freedom non-linearity tuning
CRONE reset control structure has been developed. This control structure has been
implemented digitally within a MATLAB/Simulink environment and implemented
on a Lorentz-actuated (dual) precision stage via a real-time dSPACE DS1103 con-
troller interface. For the implemented controllers sufficient quadratic stability has
been shown using the Hβ-condition.

It has been shown that simulated frequency responses using describing function
correspond well to experimental identified frequency responses. Moreover, frequency
domain measurements have shown that better performance for CRONE reset control
can be achieved for same phase margin compared to linear CRONE. Relief from both
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waterbed effect and Bode’s gain-phase relation has been accomplished. Furthermore,
for the same bandwidth, average noise reduction between 1.79 dB and 3.93 dB has
been attained at a number of distinct frequencies above bandwidth. Some chal-
lenges still remain. Step disturbances in the CRONE reset controlled system caused
secondary peaks, which showed to be able to demote settling times. For Gaussian
disturbances no conclusive remark could be given as the cumulative power spectral
density (CPSD) of the output position showed no correlation between disturbance re-
jection performance and increasing non-linearity in the CRONE reset control design.
The topic of disturbance rejection thus requires further research.

In the fine stage separately and also in dual stage configuration, tracking of
a fourth-order input-shaped reference signal (with second-order- and fourth-order
feedforward respectively) showed improvement in CRONE reset control compared
to linear CRONE. In the dual stage configuration, after decoupling fine stage and
coarse stage, tracking performance of a linear CRONE controller has been compared
to a CRONE reset controller. In both cases the same linear CRONE-2 controller
with a bandwidth of 80Hz and phase margin of 50° was applied to the coarse stage.
On the fine stage a CRONE-1 lag-lead controller was applied with a bandwidth of
150 Hz and a phase margin of 55°. RMS error for a triangular scanning wave with
maximal acceleration of 0.25m/s2 and maximal velocity of 75mm/s over a stroke of
2 cm, was reduced from 929.8 nm to 443.7 nm.
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" Nothing in life is to be feared, it is only to be understood. Now is the
time to understand more, so that we may fear less." — Marie Curie
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1
Introduction

In this chapter, an introductory text is given that explains the motivation of this
MSc thesis, leading towards the objective of the thesis. This chapter provides a
technical overview of how a CRONE reset controller can achieve behaviour in terms
of robustness and performance that cannot be realized using linear control. It is
assumed that the reader is fairly acquainted with the topics of linear feedback control
design and loop shaping methods. A summary of relevant notions within these topics
can be found in Appendix A.

1.1. Introduction
In high-tech industry, (sub)nanometre precision positioning is essential. Examples
where (sub)nanometre precision mechanisms play a significant role include: manufac-
turing processes of integrated circuits (IC) (shown in figure 1.1a), scanning of atomic
force microscopes and printing of three-dimensional nano-structures. Improvement
of aforementioned processes helps advancement in technology on the one hand, but
can have huge socio-economic impact as well. Especially in the case of IC production,
higher throughput allows for drastic cost savings on large scale, which in turn can
decrease price per IC and make high-end electronic devices more affordable.

(a)

speed precision

robustness

area of interest

performance

(b)

Figure 1.1: (a) ICs for which high precision positioning is essential in production [1]. (b)

Venn diagram highlighting the area of interest in design of high precision positioning

systems.



2 1. Introduction

From a technical perspective, there are some challenges when going to (sub)nanometre
scales. Environmental disturbances and noisy measurements start to play a larger
and larger role. Often, this becomes problematic when also high demands exist on
speed and thus bandwidth of the controlled system. Higher bandwidth inevitably
increases high-frequency noise, thus degrading precision.

To complicate realization of a fast, (sub)nanometre positioning system even more,
requirements on robustness have to be considered as well. As there are always devia-
tions between practical systems and modelled plants, some room is left for modelling
errors and changes in parameters. Ideally a system is robust against all of these
deviations, leaving system performance unchanged in presence of irregularities. In
practice, making a system more robust means that some concessions have to be
made for precision and speed. These trade-offs are summarized in the Venn-diagram
in figure 1.1b and are inevitable in conventional linear controllers.

To break aforementioned trade-offs, a novel robust non-linear fractional order re-
set controller, CRONE reset controller, is proposed. It combines the robust fractional
order CRONE controller (Commande Robuste d’Ordre Non-Entier) as formalized by
[2] with non-linear reset. Within control design, loop shaping methods are used for
simplicity and intuitiveness.

Below a summary is given of the fundamental limits in linear control, then it is
explained how fractional order control can provide more tunability in getting a better
loop shape, followed by an introduction to reset control which can be used to break
fundamental limits. Finally, the concept of CRONE reset control is introduced as a
way of combining tunability and non-linearity to get a robustness and performance
trade-off that cannot be attained using linear control.

1.1.1. Fundamental limits in linear control
Approximate Bode gain-phase relation

Taking the open loop L(jω), assuming it is minimum-phase (all zeros and poles in
the left half plane), a relation exists between its phase and slope of its gain curve:

arg
(

L(jω)
)

≈
π

2
n(jω) (1.1)

where the slope n(jω) is defined as:

n(jω) =
d log |L(jω)|

d log ω
(1.2)

Additional phase around bandwidth leads to a more robust system, but inevitably
raises open-loop gain slope for this range of frequencies, creating lower open-loop gain
at low frequency and higher open-loop gain at high frequency. This is depicted in
figure 1.2. As modulus margin increases for the open-loop response with additional
phase around bandwidth L∗(jω), this system is more robust. However, the price for

Master of Science Thesis Linda Chen
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Figure 1.2: (a) Open-loop response L(jω) showing three regions that determine system

properties in terms of: reference-tracking, stability and noise rejection. In open-loop

response L∗(jω) more phase is added around bandwidth leading to larger modulus

margin MM in (b)corresponding sensitivity function S(jω) but degrading tracking and

noise rejection performance.

additional robustness is poorer tracking, disturbance rejection and noise attenuation
performance: this is the robustness performance trade-off addressed in this thesis.

Relation between sensitivity and complementary sensitivity function

The constraint between sensitivity function S(jω) and complementary T(jω) is de-
scribed by:

S(jω) + T(jω) = 1, ∀ω (1.3)

As S(jω) is the transfer of noise to output and T(jω) is the transfer of reference
to output, from (1.3) one can deduce that design of S(jω) and T(jω) is inevitably an
intertwined process. If the design target is to decrease the value of complementary
sensitivity peak for example, as a result the noise sensitivity will increase in the same
frequency region.

Waterbed effect

Noise transfer in a system can be described by its sensitivity function. The sensitivity
function is given in terms of open loop by the equation:

S(jω) =
1

1 + L(jω)
(1.4)

Master of Science Thesis Linda Chen



4 1. Introduction

Tuning the open-loop therefore can alter system noise performance. Bode’s sen-
sitivity integral puts a quantitative constraint on achievable performance, given by:

∫ ∞

0
ln |S(jω)|dω = π ∑

k

Re(pk)−
π

2
lim
s→∞

sL(s) (1.5)

in which pk are the RHP poles of L(s). When there are no RHP poles and relative
degree of L(s) ≥ 2 then this constraint simplifies to:

∫ ∞

0
ln |S(jω)|dω = 0 (1.6)

This integral implies that if the noise transfer is decreased within one frequency
range, it has to increase within another. This is called the waterbed effect. As a more
robust system is realized when a smaller maximum sensitivity peak is present, which
means that the sensitivity has to increase at other frequencies. If sensitivity increases
at low frequences, complementary sensitivity function decreases given the relation in
(1.3), reducing disturbance rejection and degrading reference tracking accuracy. On
the other hand, if sensitivity increases at high frequencies, noise attenuation will
become worse.

1.1.2. Tunability with fractional order control
The slope in Bode’s gain-phase relation n(jω) can take on integer values for in-
teger order controllers lik the industry-standard PID controller. Fractional order
controllers on the other hand, allow for more freedom: instead of integer values, they
can be fractional as well. Let us consider a fractional integrator s−ν with fractional
order ν ∈ [0, 1]∩R. Tt means that slopes of −ν20dB/decade and phases of −ν π

2 rad
can be achieved. This can be observed in figure 1.3. Fractional order control gives
more freedom in shaping open-loop compared to integer order control. This tunabil-
ity is used in the CRONE design methodology through which robust fractional order
controllers can be designed. However, as fractional order controllers also belong to
the class of linear controllers, fundamental limits in linear control remain.

1.1.3. Non-linear reset control
After introducing the basics of reset control, it is shown how a reset controller over-
comes fundamental limitations of linear controllers.

Reset control

In reset control, controller states are reset if a certain reset condition is satisfied.
A common reset condition is when the error signal is zero; e(t) = 0. Consider
a sinusoidal error signal e(t) = sin(ωt), controller C(s) = 1

s and controller state
being reset with the zero-error reset condition. In figure 1.4 it can be seen that
the controller state is reset to zero at every zero-crossing of the error. This reset
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with ν ∈ [0, 1] for ωcg = 10rad/s.

integrator is also known as Clegg integrator (CI) and can be described by following
impulsive differential equation:

{

u̇(t) = e(t) if e(t) 6= 0,

u(t+) = 0 if e(t) = 0
(1.7)

with e(t) being the error signal and u(t) the control input.

e(
t)

-1

0

1

Time(s)

u
(t

)

-5

0

5

No reset

Reset

(a) (b)

Figure 1.4: Reset of integrator with error signal e(t) = sin(ωt) and controller output u(t)
and reset condition e(t) = 0 (a) with and without reset. (b) Diagram of the control block

of the reset integrator. Image courtesy of [3].

Describing function analysis shows less phase lag in reset systems

Describing function analysis can be used to approximate transfer from input to out-
put of a non-linear system in frequency domain. Under the assumption that no

Master of Science Thesis Linda Chen



6 1. Introduction

higher harmonics are induced in the system, the transfer is analysed using arbitrary
sine input with frequency ω and amplitude E, given by:

x(t) = E sin(ωt). (1.8)

System output is described by:

y(t) = f (E sin(ωt), t). (1.9)

Mathematically, the describing function of a non-linear system can be expressed
as in [4]:

K(E, ω) =
2

TE

∫ T

0
f (E sin(ωt), t){sin(ωt) + j cos(ωt)}dt (1.10)

where T is the period of the sine signal. Note that this essentially is the first coefficient
of the Fourier Transform.

The describing function of a Clegg integrator is given by:

CI(jω) :=
1.62e−j38°

ω
=

1.62

jω
ej52° (1.11)

which shows a 52 degree phase advantage with respect to a linear integrator.
The frequency response of a conventional integrator and of a Clegg integrator are

depicted in figure 1.5. For a similar slope, the Clegg integrator gives less phase lag.
This means that the reset integrator has a gain-phase relation that is not subjected
to the fundamental Bode gain-phase relation. This beneficial gain-phase relation
potentially contributes to improvements on the trade-off between robustness and
performance fundamentally present in linear controllers.

1.1.4. CRONE reset control concept
CRONE control is a fractional order controller in which robustness against gain
deviations is achieved by designing a flat phase behaviour around bandwidth. As
a robust controller the system may under-perform in terms of tracking, disturbance
rejection and noise attenuation because of fundamental trade-offs. This is where
non-linear reset can be advantageous. The CRONE reset control concept can be
described in three steps:

1 Design robust fractional CRONE controller

2 Add phase around bandwidth with non-linear reset

3 Retune open-loop slope around bandwidth to improve open-loop shape for same
phase margin
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Figure 1.5: Frequency response of a conventional integrator and a Clegg integrator

(using its describing function).

This is summarized in the open-loop frequency responses depicted in figure 1.6.
Because phase lead can be created for almost similar gain, the open-loop shape can
be improved. By having a new fractional order ν∗ that is larger than ν, making
the slope around bandwidth steeper, open-loop gain increases at low frequencies and
open-loop gain decreases at high frequencies. In this way, with CRONE reset control
a level of combined performance and robustness can be achieved that cannot be
attained with linear control.

1.2. Research objective
In last section it became clear that CRONE reset control can potentially result in
a robust and well-performing system, overcoming fundamental limitations in linear
control. A methodology for CRONE reset control design is missing, which leads to
the objective of this MSc Thesis:

Develop the CRONE reset control framework for a mechatronic system
application.

The sub-objectives are threefold:

1 Design of a CRONE reset controller. This consists of a methodology of com-
puting controller parameters that ensure stability margins and specifications.

2 Proof of stability.

3 Validation of the methodology on a mechatronic system.
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Figure 1.6: Frequency domain open-loop responses showing CRONE reset control

concept. Open-loop with indication of open-loop slopes for (a) step 1: robust CRONE

controller, (b) step 2: additional non-linear reset adds phase Φr, (c) step 3: improved

open-loop shape with new fractional slope ν∗ > ν.

1.3. Outline
This report is structured as follows: in chapter 2: State of the art the current state
of the art CRONE control and reset control are introduced. Subsequently, the de-
veloped methodology for CRONE reset control design is given in chapter 3: CRONE
reset control. This chapter is followed by a system overview of the experimental
Lorentz-actuated precision stage in chapter 4: System overview. An introduction to
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1.3. Outline 9

experimental methods and validated simulation method is presented in chapter 5:
Methods. Then a preliminary comparison between different CRONE reset control
strategies is provided in chapter 6: Preliminary reset strategy selection, using devel-
oped simulation methods and preliminary practical results. In chapter 7: Experimen-
tal validation: fine stage selected CRONE reset controllers are applied on the setup
and performance with respect to reference-tracking, noise attenuation, disturbance
rejection are investigated in both frequency- and time domain. Proceeding from this,
a practical CRONE reset control design example for dual precision stage application
is shown in chapter 8: Practical CRONE reset design: dual precision stage. Finally,
a toolbox with design considerations is given in chapter 9: Toolbox and conclusions
are given in chapter 10: Conclusion.
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2
State of the art

This chapter gives an overview of current state of the art within CRONE control and
reset control. An introduction to CRONE control and reset control will be given,
followed by a summary of state of the art in both CRONE and reset control.

2.1. CRONE control
CRONE control is a robust fractional order control method that achieves robustness
through creating flat phase behaviour around bandwidth. This can be seen in figure
2.1. If bandwidth frequency moves as a consequence of an inaccuracy in gain, the
flat phase behaviour limits decrease of phase margin. In this way robustness against
gain deviations is assured. Three generations of SISO CRONE control exist today.
The controller definitions below are as introduced in [2]. Third generation CRONE
is not realizable in practice and is therefore not discussed. In this thesis the focus is
on first- and second generation CRONE.

jL
j(

d
B
)

0

! !

6
L

(d
eg

)

-180

-135

-90

PM

(a)

jL
j(

d
B
)

0

! !

6
L

(d
eg

)

-180

-135

-90

PM

(b)

Figure 2.1: Bode plot of (a) common open-loop response and (b) open-loop under

CRONE control. Flat phase around bandwidth provides robustness against gain

deviations.



12 2. State of the art

2.1.1. First generation CRONE
A first generation CRONE controller has a similar transfer function to an integer
order series PID controller:

CF(s) = C0(1 +
ωI

s
)nI

(1 + s
ωb

1 + s
ωh

)ν
1

(1 + s
ωF

)nF
, ν ∈ R, nI , nF ∈ N (2.1)

with ωI and ωF being the integrator- and low-pass filter corner frequencies, ωb and
ωh the corner frequencies of the band-limited derivative action and ν the fractional
order. The difference between a series integer order PID controller and a first gen-
eration CRONE controller is that order ν is fractional instead of integer, making
first generation CRONE a fractional PID controller. The Bode plot of this controller
can be found in figure 2.2. The controller can be implemented using an N-th order
Oustaloup approximation of the middle term as:

CF(s) = C0(1 +
ωI

s
)nI

N

∏
k=1

(1 + s
ωk′

1 + s
ωk

)
1

(1 + s
ωF

)nF
(2.2)

where N is the order of approximation to approximate fractional filter in the fre-
quency band between ωb and ωh. ωk and ω′

k are corner frequencies chosen iteratively
in the band [ωb, ωh]:

ω′
k+1 = αηω′

k, (2.3)

ωk+1 = αηωk (2.4)

and the initial corner frequencies are:

ω1 = η1/2ωb, (2.5)

ω′
1 = αω1 (2.6)

with α and η determined by the fractional order ν and approximation order N:

ν =
log α

log(αη)
, (2.7)

N =
log(ωh/ωb)

log(αη)
. (2.8)

The fractional order ν can be calculated from the required nominal phase margin
MΦ, bandwidth ωcg and other available values:

ν =
−π + MΦ − arg G(jωcg) + nF arctan

ωcg

ωF
+ nI(

π
2 − arctan

ωcg

ωI
)

arctan
ωcg

ωb
− arctan

ωcg

ωh

. (2.9)
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2.1. CRONE control 13

C0 can be determined using chosen values:

C0 =

(

1 +
(ωcg

ωF

)2
) nF

2

|G(jωcg)|
(ωh

ωb

) n
2 (1 +

( ωI
ωcg

)2
) nI

2

)

. (2.10)

Figure 2.2: Bode plot of a PIDµ controller, similar to a First Generation CRONE controller

described in (2.1)with ν = µ. Corner frequencies are marked in which lower derivative

filter corner frequency ωb = ωl. Image courtesy of [2].

2.1.2. Second generation CRONE
Second generation CRONE can be applied to systems that do not have a flat phase
behaviour in the region around bandwidth. The approach is such that a flat phase
behaviour is created in the open-loop by using the inverse of the plant. The desired
open-loop is determined by function β0(s):

β0(s) = (
ωcg

s
)ν, ν ∈ R ∩ [1, 2] (2.11)

where the order ν is again fractional. The approximated Second Generation CRONE
controller including nI-th order band-limited integrator and nF-th order low-pass
filter is given by:

β0(s) = K(1 +
ωI

s
)nI (

1 + s
ωb

1 + s
ωh

)−ν 1

(1 + s
ωF

)nF
, ν ∈ R ∩ [1, 2]. (2.12)

The second generation CRONE controller finally has the following structure:

CS(s) = G−1
0 (s)β0(s). (2.13)
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14 2. State of the art

Fractional order ν can be calculated using:

ν =
−π + MΦ + nF arctan

ωcg

ωF
+ nI(

π
2 − arctan

ωcg

ωI
)

arctan
ωcg

ωh
− arctan

ωcg

ωb

(2.14)

and constant K is given by:

K =

(
1 +

ω2
cg

ω2
F

) nF
2

(ωb
ωh

) ν
2
(
1 +

ω2
I

ω2
cg

) nI
2

. (2.15)

Furthermore, to have integral action and a strictly proper controller, nI and nF

both have to be chosen at least larger than the plant asymptotes.

2.2. Reset control
A general reset controller can be described by the following impulsive differential
equations, using the formalism in [3]:

Σr :=







ẋr(t) = Arxr(t) + Bre(t) if e(t) 6= 0,

xr(t+) = Aρxr(t) if e(t) = 0,

u(t) = Crxr(t) + Dre(t)

(2.16)

where matrices Ar, Br, Cr, Dr are the base linear state-space matrices of the reset
controller, e(t) is the error between output and reference, u(t) is the control input
signal, xr(t) is the state with xr(t+) being the after-reset state and Aρ is the reset
matrix. The reset condition in this structure is given by e(t) = 0 and full reset takes
place when Aρ is a null-matrix.

As in this thesis describing function is used for CRONE reset control design,
only constant reset condition will be used. Other concepts that are relevant are
introduced below: reset approaches, for which a summary is presented of reset control
parameters, set-point regularization to get rid of limit cycles and time-regularization
to avoid parasitic non-linear behaviour. Also the existence of higher harmonics is
addressed.

2.2.1. Reset approaches
Partial reset

In partial reset the controller state(s) is/are not reset to zero, but to a fraction of the
state value(s). Instead of Aρ being a null-matrix, it can be taken as Aρ = γI instead.
Additionally, selected controller states can be reset, with Aρ = diag(γInr, Innr) with
nr being the number of reset states and nnr being the number of non-reset states.
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2.2. Reset control 15

Reset percentage

In the PI+CI controller a convex combination is made between a linear integrator and
a reset integrator. A measure of degree of non-linearity in the system is established
using a reset percentage preset. The PI+CI structure can be seen in figure 2.3.

Figure 2.3: Block diagram of the PI+CI controller, adapted from [5].

Reset band

Because in a practical system noise is always present, a reset band can be introduced.
This means that the reset condition is not e(t) = 0 but it changes into: (e, δ < 0∩ ė >
0) ∪ (e, δ > 0 ∩ ė < 0) with δ ∈ R

+. Only when the absolute error becomes smaller
than δ, namely when the error enters the reset band, a reset takes place. This is
depicted in figure 2.4. If the noise level of the measured quantity error is within this
band no reset will occur.

Time (s)

er
ro

r
e

!/

0

/

reset instant

Figure 2.4: Error signal with reset band value δ. Resets are performed at entering of this

band: in this figure marked by red dots.

2.2.2. Set-point regularization to prevent limit cycles
Integrators ensure zero steady-state error. In reset systems however, this property
does not hold true [5]. In [6] it was shown that a feedforward controller with inverse
plant DC-gain can be used to avoid limit cycles. Feedforward controller F is given
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16 2. State of the art

by:

F =

{
− 1

Cp A−1
p Bp

, if Ap is invertible

0, otherwise
(2.17)

in which Ap, Cp, Bp are state-space matrices of the considered SISO plant (in which
D-matrix is equal to zero).

This result can be shown using the final value theorem:

Theorem 1. Final Value Theorem

lim
s→0

sE(s) = lim
t→∞

e(t)

Consider a two-degree-of-freedom control diagram with feedforward controller
F(s) and feedback controller C(s). The Laplace transform of the error E(s) for plant
P(s) can be expressed as:

E(s) = R(s)− Y(s) (2.18)

= R(s)

(

1 −
P(s)(C(s) + F(s))

1 + P(s)C(s)

)

(2.19)

=
1

s

1 − P(s)F(s)

1 + P(s)C(s)
. (2.20)

Then according to the final value theorem the error for time going to infinity
becomes:

lim
t→∞

e(t) = lim
s→0

1 − P(s)F(s)

1 + P(s)C(s)
(2.21)

Zero steady-state error is achieved when the denominator at s = 0 is infinite,
which is the case when the open loop P(s)C(s) contains the excess integrator. Un-
surprisingly, when the linear controller is replaced with a reset controller this con-
dition does not hold. However, this analysis helps motivating the feedforward gain
used in the set-point regulator in (eq:setregulator). As can be seen in (2.21), when
P(0)F(0) = 1, the error signal goes to zero when time goes to infinity. Therefore,
when F(s) is chosen as F(s) = 1/P(0), zero steady-state error can be achieved.

2.2.3. Time-regularization to avoid parasitic non-linear effects
Some parasitic behaviour might appear in non-linear systems such as deadlock, beat-
ing and and Zeno effects. In order to avoid these, time-regularization can be used [5].
This means that an additional reset condition is present: the duration between two
consecutive reset instants has to be larger than an assigned time interval larger than
zero. In practical applications this is always the case. Therefore named parasitic
effects are neglected.
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2.2.4. Higher harmonics induced by non-linearity
Discontinuities in control input can cause higher-order effects, that are disregarded
in describing function analysis. The contribution of these harmonics may limit the
achievable system performance, robustness and even stability of the system. As in
most systems high frequencies are attenuated, this effect might be slightly weakened.
Still it is necessary to be aware of the possible difficulties and problems that these
discontinuities present to the control design.

2.3. Literature review
In separate research fields of fractional order control and reset control numerous
works already exist.

In fractional order control, the additional degree of freedom in choosing fractional
order allows for more tunability. With these fractional order operators, robustness
can be achieved as is done in CRONE control. Because fractional order control is
compatible with classical loop shaping methods, many applications of CRONE exist,
such as in fields of: temperature control [7], [8], hydraulic/pneumatic systems [9], [10]
and electro-mechanical systems [11], [12], [13] . To counter the fundamental trade-offs
in linear control, several works address inclusion of non-linear control methods within
CRONE, such as extension of CRONE to Linear Parameter-Varying systems (LPV
systems)[14] and Linear Time-Periodic systems [15]. For fractional order control
in general also methods of Sliding-mode control [16], reset control [17] and Model
Reference Adaptive Control (MRAC) [18] have been explored. Another interesting
topic within CRONE is third generation CRONE control, in which the fractional
order is a complex number [2]. Theoretically a CRONE-3 controlled system is robust
against plant uncertainties in both gain and phase. Although complex fractional
order cannot be realized practically, some approximations in are investigated and
applied in for instance [19] and [20].

One of the challenges in fractional order control is implementation. In continu-
ous time, fractional order transfer functions require higher order approximation, like
Oustaloup’s recursive approximation [2] or continued fraction expansion approxima-
tion [21]. In discrete time, some direct- and indirect discretization schemes exist. A
detailed summary of both continuous-time and discrete-time implementations can be
found in [21]. As central processing units (CPUs) are becoming both faster and more
affordable, use of fractional order controllers becomes increasingly more compelling.

In reset control, numerous works exist today with practical applications ranging
from: hard-drive disk control [22], [23], positioning stages [24],[25] and process con-
trol [26],[27]. Reset control design and stability of reset systems remain actively re-
searched topics. An interesting development is the PI+CI compensator (PI controller
with a Clegg integrator) for which a control design framework has been developed
in [3]. Different reset laws for this compensator and other reset systems have been
studied: partial reset, reset band, variable reset band, variable reset percentage, re-
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set at fixed time-instants (for which asymptotic stability has been guaranteed in [5])
which can be found in [3] and quadratic resetting conditions in [28]. A very different
approach is opted in [29] where the after reset-state is computed in an optimization
problem.

Stability of reset control systems studies can roughly be divided into two cate-
gories: Lyapunov-based and passivity-based [30]. In the former, the Hβ-condition
[3] is one of the conditions with which one can proof stability for reset systems with
stable linear base. In a recent work, sufficient stability conditions based on measured
frequency responses are given [28], which aims to elevate the need for solving linear
matrix inequalities (LMI) present in most of the previous stability conditions and
thus making reset controllers more accessible to control engineers in industry.

In the field of fractional reset control several results of integer reset control have
been generalized to arbitrary order. These include generalizations of the CI, PI+CI
and FORE to CIα [31], PIα+CIα [31] and GFrORE [32] respectively. Also Lyapunov
stability, satisfied by Hβ-condition, has been generalized to fractional order systems
in [31]. The only application of fractional reset control found in literature is appli-
cation of a proportional CIα controller on a servomotor in [33].

In context of previous mentioned works in reset control, the existence of limit
cycles remains a challenge [3]. In [6] it was shown that a feedforward controller with
inverse plant DC-gain could be used to avoid limit cycles. In order to increase ro-
bustness in the presence of model uncertainties, the work of [34] proposes an iterative
learning algorithm to fractional order reset systems.

Although there are works in literature using fractional order reset control, no
work has been found for reset control in CRONE specifically. Despite the fact that in
many papers describing functions are used to shape open-loop, no controller has been
found that directly relates required phase margin and reset phase lead to fractional
order. Also few results have been found on practical implementation of fractional
reset controllers. Therefore this thesis will focus on combining CRONE control with
reset control, for which new design rules will be developed.
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3
CRONE reset control

In this chapter, firstly possible CRONE reset control strategies are explained and
most promising CRONE reset control strategies are selected. This reduces the strate-
gies to lag-lead reset, lag reset and integrator reset for both first and second gen-
eration CRONE. Then the chosen control structure is presented. General design
rules are developed and specific design rules are derived from these for the selected
CRONE reset controllers.

3.1. CRONE reset strategies
Several CRONE reset strategies are possible. A reset strategy in this context is
defined as the unique combination of the choices for: base controller, part of transfer
function to be reset, the order of the part to be reset and the selection of reset
approach(es). A table summarizing possible strategies can be found in table 3.1.

Table 3.1: CRONE reset strategies. Different CRONE reset strategies are possible by

making combinations of choices per category/column. In the last column multiple choices

are allowed.

Base controller Reset part Reset order n Reset approaches

1 CRONE-1

2 CRONE-2

1 integrator ωI
s

2 lead-lag
1+ s

ωb
1+ s

ωh

3 lag-lead
1+ s

ωh
1+ s

ωb

4 lag (ωb)
1

1+ s
ωb

5 lag (ωh)
1

1+ s
ωh

6 low-pass filter
1

1+ s
ωF

1 first order

2 second or-
der

3 higher or-
der

• partial reset

• reset per-
centage

• variable re-
set

• reset band
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Below the possible choices are explained in more detail. At the end of this section
a reduced table (table 3.2) is given that contains selected choices that will be explored
further in the thesis.

3.1.1. Selection base controller
For the base controller either first generation CRONE or second generation CRONE
can be chosen. Depending on whether the required system bandwidth is within an
asymptotic phase behaviour region, CRONE-1 can or cannot be used. First genera-
tion CRONE is used for plants with asymptotic phase behaviour in the bandwidth
region. CRONE-2 is applicable in either case. Both controllers provide robustness
against gain deviations.

3.1.2. Selection reset part of transfer function
A typical reset control structure can be found in figure 3.1. The reset control system
ΣR consists of a reset element Σr and a linear system part Σnr. In this section taking
the transfer function of CRONE and choosing different parts of this transfer function
to be reset (Σr) and to remain linear (Σnr) are investigated. A CRONE-1 controller
in (2.1) consists of an integrator, lead-lag filter and low-pass filter. A CRONE-2
controller as given in (2.12) and (2.13), consists of an integrator, lag-lead filter and
low-pass filter.

The choice of which part of transfer function to reset has great impact on the
frequency response phase behaviour. For integrator reset the describing function
predicts equal phase addition of 52° across all frequencies. In the case of lead-lag-,
lag-lead- and lag reset it is expected to achieve phase lead around bandwidth. Low-
pass filter with reset adds phase at frequencies after its corner frequency. As the
target for CRONE reset is to have additional phase a bandwidth frequency, all the
aforementioned transfer functions, excluding low-pass filter, are considered as they
are much more interesting for resetting.

e
ΣnrΣr

ur u

c

Σp

y+r

−

ΣR

Figure 3.1: Control diagram of feedback control with a reset controller ΣR, which

contains a linear system Σnr and a non-linear reset system Σr.
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CRONE-1 transfer function CF(s) is given by:

CF(s) = C0(1 +
ωI

s
)nI

(1 + s
ωb

1 + s
ωh

)ν 1

(1 + s
ωF

)nF
. (3.1)

Again assume a general n-th order reset of the reset part. Then the reset and
non-reset part of the CRONE-1 transfer functions are:

CRONE-1 n-th order integrator reset

CF,int(s) = (
ωI

s
)nI−n(

s

ωI
+ 1)nI C0

(1 + s
ωb

1 + s
ωh

)ν 1

(1 + s
ωF

)nF

︸ ︷︷ ︸

Σnr

(
ωI

s
)n

︸ ︷︷ ︸

Σr

(3.2)

CRONE-1 n-th order lead-lag reset

A n-th order lead-lag reset has the following reset-/ non-reset part:

CF,leadlag(s) = C0(1 +
ωI

s
)nI

1

(1 + s
ωF

)nF

(1 + s
ωb

1 + s
ωh

)ν−n
)

︸ ︷︷ ︸

Σnr

(1 + s
ωb

1 + s
ωh

)n

︸ ︷︷ ︸

Σr

(3.3)

CRONE-1 n-th order lag (ωh) reset

β0,lag(s) = C0(1 +
ωI

s
)nI (1 +

s

ωh
)ν 1

(1 + s
ωF

)nF

1

(1 + s
ωh
)ν−n

︸ ︷︷ ︸

Σnr

1

(1 + s
ωh
)n

︸ ︷︷ ︸

Σr

(3.4)

CRONE-1 n-th order low-pass filter reset

CF,lpf(s) = C0(1 +
ωI

s
)nI

(1 + s
ωb

1 + s
ωh

)ν 1

(1 + s
ωF

)nF−n

︸ ︷︷ ︸

Σnr

1

(1 + s
ωF

)n

︸ ︷︷ ︸

Σr

(3.5)

The CRONE-2 desired open loop transfer β0(s) is:

β0(s) = C0(1 +
ωI

s
)nI

(1 + s
ωb

1 + s
ωh

)−ν 1

(1 + s
ωF

)nF
. (3.6)

Let us assume a general n-th order reset of the reset part. Then the reset and
non-reset part of the CRONE-2 transfer functions are as below:

CRONE-2 n-th order integrator reset

A n-th order integrator reset has the following reset part and non-reset part:

β0,int(s) = (
ωI

s
)nI−n(

s

ωI
+ 1)nI C0

(1 + s
ωb

1 + s
ωh

)−ν 1

(1 + s
ωF

)nF

︸ ︷︷ ︸

Σnr

(
ωI

s
)n

︸ ︷︷ ︸

Σr

. (3.7)
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CRONE-2 n-th order lag-lead reset

A n-th order lag-lead reset has the following reset-/ non-reset part:

β0,laglead(s) = C0(1 +
ωI

s
)nI

1

(1 + s
ωF

)nF

(1 + s
ωb

1 + s
ωh

)−(ν−n)
)

︸ ︷︷ ︸

Σnr

(1 + s
ωh

1 + s
ωb

)n

︸ ︷︷ ︸

Σr

. (3.8)

CRONE-2 n-th order lag (ωb) reset

β0,lag(s) = C0(1 +
ωI

s
)nI (1 +

s

ωh
)ν 1

(1 + s
ωF

)nF

1

(1 + s
ωb
)ν−n

︸ ︷︷ ︸

Σnr

1

(1 + s
ωb
)n

︸ ︷︷ ︸

Σr

(3.9)

CRONE-2 n-th order low-pass filter reset

β0,lpf(s) = C0(1 +
ωI

s
)nI

(1 + s
ωb

1 + s
ωh

)−ν 1

(1 + s
ωF

)nF−n

︸ ︷︷ ︸

Σnr

1

(1 + s
ωF

)n

︸ ︷︷ ︸

Σr

(3.10)

3.1.3. Selection reset order n
In the introduction it was mentioned that the Clegg integrator gives a phase addition
of 52 degrees with respect to a linear integrator according to its describing function.
An intuitive reasoning then is that with reset of a second order integrator or even
higher order even higher phase addition can be achieved. However, this introduces
additional non-linearity and thus higher harmonic effects will become more evident.
As stability issues might arise as a result, for simplicity only first-order reset filters
will be considered in this thesis.

3.1.4. Selection reset approach
In chapter 2, several existing reset approaches in literature were introduced. These
are the reset parameters that can be tuned. Multiple of these approaches can be
chosen at the same time. The approaches that were found are: partial reset, reset
percentage (PI+CI structure), variable reset and reset band.

Only reset approaches are used for CRONE reset design that can tune the non-
linearity in the system directly. This leaves the partial reset parameter γ in the reset
matrix and reset percentage p such as in the PI+CI approach. This choice is made
such that this tuning can bring freedom in limiting higher harmonics in the system.
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Table 3.2: Reduced table CRONE reset strategies of combinations investigated in the

thesis. Different CRONE reset strategies are possible by making combinations of choices

per category/column. In the last column multiple choices are allowed.

Base controller Reset part Reset order Reset approaches

1 CRONE-1

2 CRONE-2

1 integrator

2 lead-lag

3 lag-lead

4 lag (ωb)

5 lag (ωh)

first order
• partial reset

• reset percentage

3.2. Control structure
The chosen reset approaches, partial reset and reset percentage, result in a CRONE
reset controller with two degrees of freedom in tuning non-linearity. Firstly, the
general structure of a CRONE reset controller is given. Then follows an adaptation
of this structure is to include the non-linearity tuning parameters.

3.2.1. General structure
The CRONE reset control system ΣR consists of two parts: a part that is reset Σr

and a part that is not reset Σnr. The state-space representations are as follows:

Σr :=







ẋr(t) = Arxr(t) + Bre(t) if e(t) 6= 0,

xr(t+) = Aρxr(t) if e(t) = 0,

ur(t) = Crxr(t) + Dre(t)

(3.11)

Σnr :=

{

ẋnr(t) = Anrxnr(t) + Bnrur(t)

unr(t) = Cnrxnr(t) + Dnrur(t)
(3.12)

ΣR :=







ẋR(t) = ARxR(t) + BRe(t) if e(t) 6= 0,

xR(t
+) = ĀρxR(t) if e(t) = 0,

u(t) = CRxR(t) + DRe(t)

(3.13)

where e(t) is the error signal, ur(t) is the input signal to the non-reset controller,

xr(t), xnr(t) and xR(t) =
[
xT

r xT
nr

]T
are the reset-controller states, non-reset con-

troller states and CRONE reset controller states respectively and Aρ, Āρ are the
reset matrices. Matrices AR, BR, CR, DR are the base linear state-space matrices of
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the reset system, defined as:

AR =

[
Ar O

BnrCr Anr

]

, (3.14)

BR =

[
Br

BnrDr

]

, (3.15)

CR =
[
DnrCr Cnr

]
, (3.16)

DR = DnrDr (3.17)

and reset matrix Āρ is defined as:

Āρ = diag(Aρ, Innr) (3.18)

where nnr is the number of non-reset controller states.
The structure of this controller ΣR is shown in figure 3.1.

3.2.2. Two-degree-of-freedom non-linearity tunable structure
Slight alterations are made to the system definitions from in (3.11) to (3.13) to obtain
two degrees of freedom in tuning non-linearity within the system. The first chosen
reset approach of partial reset establishes the first degree of freedom; reset matrix
Aρ is taken as:

Aρ = γInr (3.19)

where nr is the number of reset states. With this reset matrix the after-reset state
xR(t

+) is a fraction γ of the before-reset state xR(t) when error hits zero. When
γ = 0 a full reset occurs, whereas the system simplifies to a full linear system when
γ = 1.

+

+

p

1− pΣr

Σr,base

Σ∗

r

Σnr

ue

ΣR

u∗

r

Figure 3.2: Diagram of the CRONE reset controller ΣR with two-degree-of-freedom

non-linearity tuning, which contains a linear system Σnr and a non-linear reset system Σr

with Aρ = γI. Σr,base is the base linear system of Σr.
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The second chosen reset approach of reset percentage forms the second degree of
freedom in tuning non-linearity in the system. A convex combination between the
reset part Σr and its linear base system Σr,base is taken as shown in figure 3.2 in Σ∗

r .
p is the percentage of linearity in the system. When p = 0, Σ∗

r is equivalent to Σr

and when p = 1 the system becomes fully linear.

3.3. New design rules
In this section new design rules are developed for first and second generation CRONE.
Firstly, a general design is given in which new fractional order calculation is for-
mulated. This is followed by specific design for CRONE-1 reset control and for
CRONE-2 reset control.

3.3.1. General design
Using the describing function of the reset part of the initial CRONE controller, the
obtained phase lead with respect to the controller without reset is quantified. This
phase lead is used for the calculation of a new fractional order of the lead-lag/lag-lead
filter that gives the same phase margin. The new fractional order can be computed
as:

ν∗ =
−π + MΦ −∠G(jωcg) + nF arctan

ωcg

ωF
+ nI(

π
2 − arctan

ωcg

ωI
)− Φr(ωcg)

arctan
ωcg

ωh
− arctan

ωcg

ωb

(3.20)
with ν∗ ∈ [0, 1] for first generation CRONE and

ν∗ =
−π + MΦ + nF arctan

ωcg

ωF
+ nI(

π
2 − arctan

ωcg

ωI
)− Φr(ωcg)

arctan
ωcg

ωh
− arctan

ωcg

ωb

(3.21)

with ν∗ ∈ [1, 2] for second generation CRONE, in which Φr(ωcg) is the reset phase
lead at bandwidth frequency. Below it will firstly be explained how this formula is
found. Then the calculation of phase lead achieved by reset control as a function of
frequency is derived for the different CRONE reset strategies.

As validation of the found equations open-loop for CRONE-2 reset controllers are
plot in figure 3.3. As expected, similar phase margin is found for different values of
p and open loop shape has improved.

Formulation of adjusted fractional order

A general frequency response H(jω) can be written in terms of its system poles and
zeros:

H(jω) = K
∏

m
i=1(jω − zi)

∏
n
j=1(jω − pj)

(3.22)
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Figure 3.3: Open-loop for second generation CRONE reset controller for γ = 0 and

different p-values with (a) integrator reset, (b) lag reset and (c) lag-lead reset. For the

same phase margin the open loop gain behaviour with reset is favourable.

in which K is a constant, zi are the system zeros and pj are the system poles. m and
n are the number of zeros and poles respectively. The phase angle can be calculated
from:

∠H(jω) =
m

∑
i=1

∠(jω − zi)−
n

∑
j=1

∠(jω − pi) (3.23)

in which the phase angle of an arbitrary point in phase plane g = σg + jωg is given
by:

∠(jω − g) = arctan

(
ω − ωg

−σg

)

(3.24)

Using (3.23) and (3.24) the phase of the CRONE-1 controller CF(jω) is:

∠CF(jω) = ni(arctan
ω

ωI
−

π

2
)+ ν(arctan

ω

ωb
− arctan

ω

ωh
)−nF arctan

ω

ωF
. (3.25)

As additional reset creates phase lead Φr(ω), the new CRONE-1 reset controller
phase will be:

∠C∗
F(jω) = ni(arctan

ω

ωI
−

π

2
)+ ν(arctan

ω

ωb
− arctan

ω

ωh
)−nF arctan

ω

ωF
+Φr(ω).

(3.26)
To ensure phase margin Mφ at bandwidth frequency ωcg the open-loop phase has

to be equal to −π + MΦ. Solving (3.26) for this value at ω = ωcg results in a new
fractional order:

ν∗ =
−π + MΦ −∠G(jωcg) + nF arctan

ωcg

ωF
+ nI(

π
2 − arctan

ωcg

ωI
)− Φr(ωcg)

arctan
ωcg

ωh
− arctan

ωcg

ωb

.

(3.27)
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For second generation CRONE reset the same approach yields:

ν∗ =
−π + MΦ + nF arctan

ωcg

ωF
+ nI(

π
2 − arctan

ωcg

ωI
)− Φr(ωcg)

arctan
ωcg

ωh
− arctan

ωcg

ωb

. (3.28)

Phase lead for CRONE reset

The general describing function of a reset system as defined in [35] is given by:

GDF(jω) = C(jωI − A)−1B(I + jΘD(ω)) + D (3.29)

where A, B, C, D are the base state-space matrices and ΘD(ω) is defined as:

ΘD(ω) = −
2ω2

π
∆(ω)[ΓD(ω)− Λ−1(ω)]. (3.30)

The definitions of the set of equations used are given below:







Λ(ω) = ω2 I + A2

∆(ω) = I + e
π
ω A

∆D(ω) = I + Aρe
π
ω A

ΓD(ω) = ∆−1
D (ω)Aρ∆(ω)Λ−1(ω)

A linear combination is made between describing function of the reset system
and its linear base equivalent to include the convex-combination structure with reset
percentage p:

G∗
DF(jω) = p

(

C(jωI − A)−1B+D
)

+(1− p)
(

C(jωI − A)−1B(I + jΘD(ω))+D
)

.

(3.31)
The additional phase at bandwidth is given by Φr(ωcg), which is retrieved by

filling in ω = ωcg in:

Φr(ω) = ∠G∗
DF(jω)−∠G(jω). (3.32)

CRONE lead-lag/lag-lead reset Consider a first order lead-lag/lag-lead filter:

Hll(s) =
1 + s

a

1 + s
b

(3.33)

where a and b are the corner frequencies. For such first order filters ΘD(ω) is
expressed as:

ΘD(ω, b, γ) =
2

π

1 + e−π b
ω

1 + ( b
ω )

2

1 − γ

1 + γe−π b
ω

(3.34)
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Then the phase lead for Hll(s) in (3.33) with partial reset γ and reset percentage p
can be computed as:

Φr,ll(ω, a, b, γ, p) = arctan

(

(1 − p)ΘD(ω, b, γ)(1 − b
a )

1 + (ω
a )

2 + (1 − p)ω
a ΘD(ω, b, γ)(1 − b

a )

)

. (3.35)

The derivation of both ΘD(ω) and this phase lead can be found in Appendix B.

CRONE lag reset When in (3.33) a → ∞ Hll(s) simplifies to a lag filter. Therefore
the phase lead of (3.35) becomes:

Φr,lag(ω, b, γ, p) = arctan

(

(1 − p)ΘD(ω, b, γ)

)

. (3.36)

CRONE integrator reset The reset phase lead for an integrator reset is:

Φr,int(γ, p) = arctan

(
4

π
(1 − p)

1 − γ

1 + γ

)

(3.37)

which is frequency-independent.

3.3.2. First generation CRONE reset
In this subsection, design for first generation CRONE reset control is given. The
controller structure in terms of reset part of the controller and non-reset part of the
controller is given below for integrator reset, lag-lead reset and lag-reset.

CRONE-1 integrator reset

Cint(s) = (
ωI

s
)nI−1C0(

s

ωI
+ 1)nI

(1 + s
ωb

1 + s
ωh

)ν
1

(1 + s
ωF

)nF

︸ ︷︷ ︸

Σnr

ωI

s
︸︷︷︸

Σr

(3.38)

and phase lead with integrator reset is given by (3.37).

CRONE-1 lag-lead reset

Claglead(s) =

(1 + s
ωb

1 + s
ωh

)ν+1

C0(1 +
ωI

s
)nI

1

(1 + s
ωF

)nF

︸ ︷︷ ︸

Σnr

1 + s
ωh

1 + s
ωb

︸ ︷︷ ︸

Σr

(3.39)

and phase lead with lag-lead reset is given by (3.35) with b = ωb and a = ωh.
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CRONE-1 lag (ωb) reset

Clag(s) =
(1 + s

ωb
)ν+1

(1 + s
ωh
)ν

C0(1 +
ωI

s
)nI

1

(1 + s
ωF

)nF

︸ ︷︷ ︸

Σnr

1

1 + s
ωb

︸ ︷︷ ︸

Σr

(3.40)

and phase lead with lag reset is given by (3.36) with b = ωb.

The controller structure for integrator reset follows directly from (3.37). The
choice for lag-lead reset and lag reset structure requires a more extensive explanation
and derivation, which follows below.

Comparison lead-lag reset and lag-lead reset In section 2.1 the transfer func-
tions of CRONE-1 and CRONE-2 were formulated. It can be seen in (2.1) that the
CRONE-1 transfer function includes a lead-lag filter, whereas CRONE-2 has a lag-
lead filter in (2.12). This motivates investigation of the differences between resetting
lead-lag and lag-lead.

In table 3.3 frequency responses using describing function are shown together
with their linear base transfer functions, comparing reset within transfer functions

for lead-lag filter
1+ s

ωb
1+ s

ωh

and within the lag-lead filter
1+ s

ωh
1+ s

ωb

(in which ωh > ωb). These

frequency responses are computed for scaling factor 3 such that ωb =
ωcg

3 , ωh = 3ωcg

and bandwidth of 100 Hz but for other values similar results are expected.

It becomes evident that in the frequency responses in the second column, which
displays reset within lag-lead filter, significantly more phase around bandwidth is
achieved compared to reset within lead-lag filter. In case of resetting complete lead-
lag filter, reset even creates unwanted phase lag. Thus reset within lag-lead filter
appears to be a better solution compared to reset within lead-lag filter. This is due
to the fact that reset phase lead is mostly dependent on the reset pole. Consider a
FORE, in which the reset pole is the corner frequency of a first order filter. Small
phase lead can be achieved before the corner frequency and phase lead increases for
increasing frequency. This implies that in the case of resetting a filter with reset pole
ωh, the approximated phase lead at bandwidth frequency is small.

Although CRONE-1 transfer function has a lead-lag filter, it is possible to rewrite
the transfer function such that reset occurs in a lag-lead filter. The fractional
CRONE-1 lead-lag filter can be rewritten as follows:

(1 + s
ωb

1 + s
ωh

)ν
=
(1 + s

ωb

1 + s
ωh

)−1(1 + s
ωb

1 + s
ωh

)ν+1
=

1 + s
ωh

1 + s
ωb

(1 + s
ωb

1 + s
ωh

)ν+1
. (3.41)

From this the controller structures for CRONE-1 lag-lead reset and CRONE-1
lag-reset directly follow.
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Table 3.3: Describing function for resetting denominator and resetting complete transfer

function of lead-lag filter and lag-lead filter.

Reset part lead-lag
( 1+ s

ωl
1+ s

ωh

)

lag-lead
( 1+ s

ωh
1+ s

ωl

)
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3.3.3. Second generation CRONE reset
In this subsection design for second generation CRONE reset control is given. The
desired open-loop β0(s) structure in terms of reset part and non-reset part is given
below for integrator reset, lag-lead reset and lag-reset. CRONE-2 controller is then
computed as CS(s) = β0(s)G

−1
0 (s) with nominal plant G0(s).

CRONE-2 integrator reset

β0,int(s) = (
ωI

s
)nI−1C0(

s

ωI
+ 1)nI

(1 + s
ωb

1 + s
ωh

)−ν
1

(1 + s
ωF

)nF

︸ ︷︷ ︸

Σnr

ωI

s
︸︷︷︸

Σr

(3.42)

and phase lead with integrator reset is given by (3.37).

CRONE-2 lag-lead reset

β0,laglead(s) =

(1 + s
ωb

1 + s
ωh

)−(ν−1)

C0(1 +
ωI

s
)nI

1

(1 + s
ωF

)nF

︸ ︷︷ ︸

Σnr

1 + s
ωh

1 + s
ωb

︸ ︷︷ ︸

Σr

(3.43)

and phase lead with lag-lead reset is given by (3.35) with b = ωb and a = ωh.

CRONE-2 lag (ωb) reset

β0,lag(s) =
(1 + s

ωb
)−(ν−1)

(1 + s
ωh
)−ν

C0(1 +
ωI

s
)nI

1

(1 + s
ωF

)nF

︸ ︷︷ ︸

Σnr

1

1 + s
ωb

︸ ︷︷ ︸

Σr

(3.44)

and phase lead with lag reset is given by (3.36) with b = ωb.

3.4. Stability analysis
3.4.1. Global asymptotic periodic solution open-loop
The stability condition of [35] is sufficient and necessary for a global asymptotically
converging periodic solution. This condition computes the eigenvalues for the open
loop state-space matrix Aol and reset matrix Aρ as follows:

|λ(Aρe
π
ω Aol)| < 1 (3.45)

where the open loop state-space matrix Aol is given by a series interconnection
between the plant and the controller:

Aol =

[
AR O
Ap BpCR

]

(3.46)

where Ap, Bp being plant state-space matrices and AR, CR being the reset control
state-space matrices as defined in (3.14) and (3.16). Reset matrix Aρ is defined as
in (3.18).
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3.4.2. Quadratic stability closed-loop system
Consider reset system ΣR as in figure 3.2 in closed loop with a plant Σp. Then
asymptotic stability is guaranteed when following conditions are true:

Theorem 2. [3]. Let V : R
n → R

n be a continuously differentiable, positive-definite,
radially unbounded function such that

V̇(x) :=
(∂V

∂x

)T
Aclx < 0, if e(t) 6= 0, (3.47)

∆V(x) := V(A∗
ρx)− V(x) ≤ 0, if e(t) = 0 (3.48)

where A∗
ρ is the reset matrix and Acl is the closed-loop A-matrix:

Acl =

[
Ā B̄Cnrp

−BnrpC̄ Anrp

]

(3.49)

where (Ā, B̄, C̄, D̄) are the state-space matrices of Σ∗
r and (Anrp, Bnrp, Cnrp, Dnrp) are the

state-space matrices of non-reset controller Σnr and plant Σp combined in series. Ā is
defined as:

Ā =

[
Ar 0
0 Ar

]

(3.50)

B̄ is defined as:

B̄ =

[
Br

Br

]

(3.51)

and A∗
ρ is defined as:

A∗
ρ = diag(Aρ, Inr , Innrp) (3.52)

where nr is the number of reset states and nnrp is sum of the number of states of non-reset
controller nnr and plant np.

Then the reset control system is asymptotically stable.

Quadratic stability is guaranteed when (3.47) and (3.48) hold true for a potential
function V(x) = xTPx with P > 0. From this condition the authors of [3] obtained
following theorem for proving quadratic stability:

Theorem 3. [3]. There exists a constant β ∈ R
nr×1 and Pρ ∈ R

nr×nr , Pρ > 0 where nr

is the number of reset states, such that the restricted Lyapunov equation

P > 0, AT
clP + PAcl < 0, (3.53)

BT
0 P = C0 (3.54)

has a solution for P, where C0 and B0 are defined by:

C0 =
[
βCnrp Onr×nrnr Pρ

]
, B0 =





Onnrp×nr

Onr×nr

Inr



 . (3.55)
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4
System overview

In this chapter the experimental setup is described. Firstly, an overview is given
of both hardware and software. Secondly, a system identification is performed to
identify the system parameters and transfer functions.

4.1. Experimental setup
4.1.1. General overview
The practical setup used for experimental validation is a one degree of freedom dual
precision stage designed by Bart Joziasse, a former graduate student at the PME
department. This setup consists of a coarse stage and a fine stage which can be
actuated separately. A picture of the system can be found in figure 4.1a.

(a)

Pro’s & Con’s 𝐶𝑥𝑢𝑧

𝐶𝑥𝐶𝑧

𝐿, 𝑏, 𝑡𝐿଴ = ଵ଺ 𝐿𝑡଴ = 0.9𝑡 𝐶𝑥𝑡𝑅𝐹 = 5𝑡଴𝐿𝐻 = ହ଺ 𝐿ℎ = ଵଶ 𝑡𝐷 = 2ℎ

ν

𝐶𝑥 = 2 ଵଶ𝐸𝐼𝐿య𝐶𝑦 = 2 𝐸𝑡𝑏య𝐿య𝐶𝑧 = 2 𝐸𝐴𝐿 𝑢𝑥 = 0 𝐶𝑧 = ଶ∗଻଴଴𝐸𝐴𝐼𝐿ሺ଻଴଴𝐼+𝑢𝑥మ𝐴ሻ 𝑢𝑥 ≠ 0
𝐾𝑥 = 2 𝐸𝑡𝑏యଵଶ𝐿𝐾𝑦 = 𝐶𝑧𝑟ଶ = 2 𝐸𝐴𝑟మ𝐿𝐾𝑧 = 𝐶𝑦𝑟ଶ = 2 𝐸𝑡𝑏య𝑟మ𝐿య
𝑢𝑥 = 𝐿మ𝜎ଷ𝐸𝑡 𝑢𝑧 = ଷହ 𝑢𝑥మ𝐿   𝜎𝑚𝑎𝑥 <𝜎𝑚𝑎𝑥 < ሺ𝜎଴.ଶሻ

𝐿/2
 

intermediate body
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L
/
2

L
/
2

 

(b)

Figure 4.1: (a) Experimental setup: one degree of freedom precision dual stage. (b) Fine

stage is attached to the coarse stage using flexure guiding. Image courtesy of [36].

The coarse stage is a Aerotech ABL10100LT linear stage. This air bearing-
guided stage is driven by a linear motor. The fine stage is a custom-designed flexure-
guided stage actuated by a Lorentz actuator. The configuration can be seen in
figure 4.1b. The flexible strips connect both stages to one another and are actuated
at the middle of the length of the strips. A dSPACE DS1103 real-time control
system reads out position measurements from both stages and provides the required
voltage signals to the system. These signals are computed by controllers designed in
a MATLAB/Simulink environment and run on dSPACE in real-time.

A schematic diagram is shown in figure 4.2. The coarse stage is driven by an
Aerotech Soloist ML drive which internally converts a voltage input to a current
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signal. Similarly, the voltage signal for the fine stage is converted to a current signal
that is fed to the Lorentz actuator.

dSPACE

amplifier

Main PC

Fine stage

Coarse stage
Soloist drive

Soloist 

software

PC

Laser encoder

Software Hardware

Voltage conversion Plant

Figure 4.2: Schematic overview of the experimental setup. Orange lines show control

input voltage supply to the current feedback amplifier and the Soloist drive. Blue arrows

show the flow of position measurement signals.

4.1.2. Fine stage
All the fine stage components are introduced below and shown in table 4.1.

Table 4.1: Fine stage components per category

Category Fine stage

Sensor Renishaw RLE10 laser interferometer
Actuator Lorentz actuator
Voltage conversion Current feedback amplifier

Sensor

The Renishaw RLE10 laser interferometer has a Class 2 HeNe laser source with
633 nm wavelength. The output is a digital quadrature encoded signal from which a
position measurement can be inferred. The resolution of this laser encoder is 10 nm.

Actuator

The Lorentz actuator is made of copper wire with a diameter of 0.5 mm wounded 140
times. The motor constant of the actuator is 1.61N/A within ± 2 mm range [37].
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Voltage conversion

A current feedback amplifier converts the analogue voltage output of the dSPACE
control system to a current input for the Lorentz actuator.

4.1.3. Coarse stage
An overview of coarse stage components is given in table 4.2 and introduced in the
next paragraphs.

Sensor

The Aerotech linear stage has an internal linear encoder that achieves 10 nm resolu-
tion. This sensor also provides a quadrature encoded signal that is converted to a
position measurement.

Actuator and voltage conversion

The Aerotech stage has a stroke of 100 mm containing a linear motor with a motor
constant of 3.29N/A [38]. The stage is driven by a Soloist ML Drive in torque mode
control. In this mode the control input voltage provided by dSPACE is converted to
a current signal given to the motor that achieves corresponding torque.

Table 4.2: Coarse stage components per category

Category Coarse stage

Sensor Aerotech ABL10100LT internal linear encoder
Actuator Aerotech ABL10100LT embedded linear motor
Voltage conversion Aerotech Soloist ML drive

4.1.4. Controller implementation

Hardware

The encoder signals of both sensors are read out by a 24-bit encoder interface and
provided to a dSPACE DS1103 real-time control system. This dSPACE system takes
both digital and analogue inputs and can be programmed to send both digital and
analogue outputs using 16 bit D/A- and A/D-converters.

Software

Simulink models can be exported to C-code and ran online on the dSPACE control
system. Workspace variables as defined in MATLAB/Simulink can be changed real-
time on the running program using dSPACE ControlDesk software. Furthermore,
measurements can be visualized in the software and data can be recorded.
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4.2. System identification

4.2.1. Dynamical system model
Single stage

When the stages are disconnected from one another, the individual stages are mod-
elled as single mass systems. The transfer function of a single mass model is:

X(s)

F(s)
=

1

ms2 + cs + k
(4.1)

where m is the mass, c the damping coefficient and k is the stiffness in the system.
The transfer from control input voltage to force is modelled with a constant K:

X(s)

V(s)
=

K

ms2 + cs + k
. (4.2)

Dual stage

The dual stage system is modelled as a double mass-spring-damper system, which
is a fourth-order system. See figure 4.3. Performing the Laplace Transform on the
equations of motion yields:







(

mcss
2 + (ccs + c f s)s + (kcs + k f s)

)

Xcs(s)−
(

c f ss + k f s

)

X f s(s) = Fcs(s)− Ff s(s)
(

m f ss
2 + c f ss + k f s

)

X f s(s)−
(

c f ss + k f s

)

Xcs(s) = Ff s(s)

(4.3)

Then the 2 × 2-MIMO system G(s), which describes the transfer from inputs Fcs

and Ff s to the outputs Xcs and X f s, is given by:

[
Xcs(s)
X f s(s)

]

=

[
G11(s) G12(s)
G21(s) G22(s)

] [
Fcs(s)
Ff s(s)

]

(4.4)

in which the individual matrices Gij(s) are:







G11(s) =
m f ss2+c f ss+k f s

(m f ss2+c f ss+k f s)(mcss2+(c f s+ccs)s+k f s+kcs)−(c f ss+k f s)2

G12(s) =
−m f ss2

(m f ss2+c f ss+k f s)(mcss2+(c f s+ccs)s+k f s+kcs)−(c f ss+k f s)2

G21(s) =
c f ss+k f s

(m f ss2+c f ss+k f s)(mcss2+(c f s+ccs)s+k f s+kcs)−(c f ss+k f s)2

G22(s) =
mcss2+ccss+kcs

(m f ss2+c f ss+k f s)(mcss2+(c f s+ccs)s+k f s+kcs)−(c f ss+k f s)2

(4.5)
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mcs

Fcs

ccs

kcs

xcs(t)

Ffs

kfs

mfs

cfs

xfs(t)

Figure 4.3: Dual precision stage modelled as a double mass model with spring and

damping elements. Image courtesy of [37].
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Figure 4.4: Measured frequency response function and identified transfer functions of the

system.

4.2.2. Frequency response
In figure 4.4 the frequency response and the identified system can be found.

The resonance frequencies in the system are at 2.5 Hz and 4.5 Hz. To retrieve
this frequency response, the system has been excited with a known control input
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sequence and the system outputs signals have been measured. Using white noise
and frequency sweeps a frequency response function is found using the etfe function
in MATLAB. This function uses the Fast Fourier Transform algorithm to find an
empirical transfer function.

4.2.3. Time domain identification
The identification of system parameters has been done by minimizing error between
simulated output and measured output signals using an optimization problem. The
algorithm used is the lsqnonlin algorithm from the Optimization Toolbox in MAT-
LAB for which the objective function is the error. As optimization problems require
initial values that are close to the ideal parameters, the problem has been solved in
three steps: identification of the coarse stage parameters only, identification of the
fine stage only and identification of all the system parameters.

All the identified systems have been validated using the recorded data from an-
other dataset. For both datasets the variance account for (VAF) is calculated.

For the identification of the coarse stage, the identified parameters are optimized
for a white noise signal. A VAF of 100.0% has been calculated for the optimized
parameters. These parameters have been validated on another dataset recorded for
a white noise sequence. The VAF of this set is 100.0% as well. See figure 4.5.
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Figure 4.5: Simulated response versus measured position of coarse stage for (a) the

identification set white noise signal and (b) validation set white noise signal. The

calculated VAFs are 100.0 % in both cases.

For identification of fine stage parameters the identification set is the data mea-
sured for a filtered chirp signal. A VAF of 99.9% has been found. For the validation
set (white noise signal), the calculated VAF is 99.0%. The measured and simulated
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response can be found in figure 4.6.
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Figure 4.6: Simulated response versus measured position of fine stage for (a) the

identification set chirp signal and (b) validation set white noise signal. The calculated VAF

is 99.9 % and 99.0 % respectively.

4.2.4. Frequency domain identification
The identified parameters in the experiments aforementioned were put in another
optimization cycle, but did not converge. Instead, a grey-box identification was
performed and validated on several datasets. Using MATLAB function tfest, the
transfer function of G22(s) was fitted. The denominator, containing information of
the resonance peaks, was used for the other three transfer functions. The zeros of the
unidentified transfer functions were chosen using the identified parameters enlisted
in table 4.3 and the transfer function gains were manually adjusted. As systems have
a unique frequency response, the identified system was expected to be close to the
real system. This expectation was validated by simulating the response to a control
signal and comparing this response to the measured one. For the dataset captured
for a filtered chirp response, a VAF of 97.6% was calculated. This can be seen in
figure 4.7a. For a white noise input signal, the simulated response gave a VAF of
97.2%. See figure 4.7b.
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Figure 4.7: Validation of the identified system. Simulated response versus measured

response of a (a) chirp signal and (b) white noise signal. The calculated VAF is 97.6 %

and 97.2 % respectively.

Table 4.3: Identified parameters of (a) coarse stage and (b) fine stage.

(a)

Parameter Value

mcs 2.34 kg
ccs 17Ns/m
kcs 2000 Nm
Kmotor 2.1 N/V

(b)

Parameter Value

m f s 0.57 kg

c f s 0.28Ns/m

k f s 146 Nm

KLorentz 0.55N/V
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5
Methods

In this chapter both experimental methods and simulation methods are presented.
After introducing practical implementation of the CRONE reset controller, practical
open-loop identification methods are presented. Then follows an explanation of the
simulation method used for computing open-loop describing function. This method
is validated using practical results retrieved from the separate fine stage system.
Finally, the validated method is used to investigate sampling effects on the open-
loop response.

5.1. Experimental methods

5.1.1. Control implementation

A generalized discrete state-space model of the combined reset- and non-reset con-
troller is made for control implementation. It consists of a series interconnection
between the reset controller and the non-reset controller and a parallel interconnec-
tion of the PI+CI approach-inspired convex combination structure such as is shown
in figure 3.2. The discrete formulation of the implemented controller is taken as in
[39]:

Σc :







x[k + 1] = Adx[k] + Bde[k], if e[k] 6= 0

x[k + 1] = Ad(Aρx[k]) + Bde[k], if e[k] = 0

u[k] = Cdx[k] + Dde[k]

(5.1)

in which Ad, Bd, Cd, Dd are the discrete state-space matrices of the generalized
controller, Aρ is the reset matrix and e[k] and u[k] are the error signal and control
input signal respectively. When Aρ = I, Σc will simplify to its linear base system.
The discrete state-space matrices are found by using the MATLAB function c2d with
an appropriate sampling frequency on the continuous state-space of the generalized
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controller, given by:

A =





[
Ar O
O Ar

]

O

Bnr

[
(1 − p)Cr pCr

]
Anr



 (5.2)

B =





[
Br

Br

]

BnrDr



 (5.3)

C =
[

Dnr

[
(1 − p)Cr pCr

]
Cnr

]
(5.4)

D = DnrDr (5.5)

Aρ =

[
γ O
O I

]

. (5.6)

The derivation can be found in appendix C.

5.1.2. Practical open-loop identification
The sensitivity function and complementary sensitivity function are estimated using
experimental data recorded for different CRONE reset controllers using the MAT-
LAB function etfe. A chirp signal is added at the measurement noise position in
the control loop for identification of the sensitivity function S(jω) and complemen-
tary sensitivity T(jω) as can be found in figure 5.1. Sensitivity function is retrieved
from the transfer from signal n to y + n and complementary sensitivity function
is retrieved from the transfer from −n to y. In order to validate that increasing

C(s) P (s)

+

−

+
n

y

Figure 5.1: Block diagram showing signal n which is the frequency sweep used for

identification of sensitivity function S(jω and complementary sensitivity function T(jω).

non-linearity in the controller adds phase in the open loop, the open-loop response
is estimated using power spectral analysis methods as in [40]. The complementary
sensitivity can be approximated using following power spectral densities (PSDs):

T(jω) =
Sy,−n(jω

Sn,n(jω)
(5.7)

Master of Science Thesis Linda Chen



5.2. Simulation method 43

where Sy,u(jω) is the power spectral density from a signal u to y. The sensitivity
function can be approximated using:

S(jω) =
Sy+n,n(jω)

Sn,n(jω)
. (5.8)

Then the open-loop is found by division of T(jω) in (5.7) and S(jω) in (5.8),
given using division of following PSDs:

L(jω) =
Sy,−n(jω)

Sy+n,n(jω)
. (5.9)

A chirp signal is used for identification and is composed of a bidirectional and
logarithmic frequency sweep of 0.1Hz to 2.5 kHz with a target time of 120 s for a time
duration of 480 s and an amplitude of 1 µm. As the position sensor has a limited
resolution, a filter F(jω) is used such that the output response is kept larger than this
minimal resolution. The gain of the transfer from n to y is given by complementary
sensitivity function T(jω). Then a 1:1 transfer is achieved if the filter is its inverse:
F(jω) = T−1(jω). A second order filter is used to approximate T(jω). Then to
maintain a rational filter, F(jω) is multiplied by a low pass filter.

5.2. Simulation method
5.2.1. Simulation of open-loop describing function
In [4] the describing function is computed using a Simulink model where the transfer
from sine input to output of a non-linear system is approximated for a range of
frequencies.

The describing function, mathematically given by the integral in (1.10), is com-
puted with the Simulink model shown in figure 5.2.

In this model describing function is computed in open-loop, for which the CRONE
reset controller and plant are placed in series at the location of ‘Nonlinearity Under
Test’. However, practical results generally use closed-loop results to derive open-loop
response. Thus the alternative model, shown in figure 5.3, is used that approximates
the describing functions of the sensitivity function and complementary sensitivity
function. Then the open-loop response is found as a division of these functions as in
(5.9).

5.2.2. Validation of simulation method
For validation of the simulation method, several practical identified open-loop re-
sponses are compared to simulated describing function of the open-loop responses
for the separate fine stage system. As for validation it is not relevant which base con-
troller is used, following open-loop responses are shown for three different scenarios

Master of Science Thesis Linda Chen



44 5. Methods

Division by 2T

pi./omega1

1
s

E

23 23 23 Trigger at Stop

Stop Simulation
at the End of One Cycle

In1

In2

Save Data

1./E/T

1./E/T

23

23

23

23

23

23

23

231
s

cos(omega1*t)

–sin(omega1*t)

sin(omega1*t)

Gain

–1

E'*u In1 In2
23 23

Amplitude
Vector "E"

from
Workspace

Nonlinearity
Under Test

23 23

–f(t)*sin

pi./omega1

Divide by E to get DF

Divide by 2T

f(t)*cos

Figure 4. ω

Figure 5.2: Simulink model for describing function generation. Adapted from [4].
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Figure 5.3: Proposed Simulink model for generation of describing function.
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Table 5.1: Parameter values for CRONE-2 controllers.

Symbol Parameter Value

PM phase margin 55°

ωcg bandwidth 100 Hz
ωb lag corner frequency 12.5Hz
ωh lead corner frequency 800 Hz
ωI integrator corner frequency 8.33Hz
ωF low-pass filter corner frequency 1200 Hz
nI integrator order 2
nF low-pass filter order 3

using second generation CRONE as a base controller. The control parameters are
chosen as enlisted in table 5.1.

Open-loop responses for CRONE-2 lag-lead reset and CRONE-2 lag reset are
shown in figures 5.4 and 5.5 for CRONE-2 lag-lead with p constant and varying γ
and with γ constant and varying p respectively. Figure 5.6 shows the results for
CRONE-2 lag reset for varying γ. In practical identification control effort increased
for decreasing p and γ as a result of larger open-loop gain before bandwidth. As
the position sensor is limited in resolution, chirp amplitude of 1 µm was chosen for
identification. However, the increased control effort in case of smaller values for p
and γ caused the controller to saturate. Thus p = 0.5/ γ = 0.5 is used in all
practical cases to avoid saturation. For comparability simulated open-loop responses
are computed using the same values for p and γ.

The open-loop responses are shown in three cases. In the first, the analytical
describing function is simulated, using (3.31). These responses are shown in subfig-
ures (a). In the second case, simulated describing functions of open-loop response
are computed as explained in 5.1.2. These are depicted in subfigures (b). In the
third case, open-loop responses are identified using practical results with a sampling
frequency of 10 kHz. It can be observed that the phase behaviours in subfigures (b)
and (c) are very similar for frequencies above about 10Hz. Below this frequency the
coherence of the signals for identification of sensitivity function is very low, which
makes the identified frequency response unreliable in this region. The similarity in
simulated and identified open-loop validates the simulation method.

Master of Science Thesis Linda Chen



46 5. Methods

M
ag
n
it
u
d
e
(d
B
)

-100

-50

0

50

100

8 =1.34, . =1

8 =1.4, . =0.75

8 =1.47, . =0.5

8 =1.57, . =0.25

8 =1.67, . =0

Frequency (Hz)
10!1 100 101 102 103

P
h
as
e
(d
eg
)

-180

-170

-160

-150

-140

-130

-120

-110

-100

-90

(a)

M
ag
n
it
u
d
e
(d
B
)

-100

-50

0

50

100

8 =1.34, . =1

8 =1.4, . =0.75

8 =1.47, . =0.5

8 =1.57, . =0.25

8 =1.67, . =0

Frequency (Hz)
10!1 100 101 102 103

P
h
as
e
(d
eg
)

-180

-170

-160

-150

-140

-130

-120

-110

-100

-90

(b)

M
ag
n
it
u
d
e
(d
B
)

-50

0

50

100

8 =1.34, . =1

8 =1.4, . =0.75

8 =1.47, . =0.5

8 =1.57, . =0.25

8 =1.67, . =0

Frequency (Hz)
10!1 100 101 102 103

P
h
as
e
(d
eg
)

-180

-170

-160

-150

-140

-130

-120

-110

-100

-90

(c)

Figure 5.4: Open loop responses for CRONE-2 lag-lead reset for p = 0.5 and different

values for γ. (a) Ideal case, (b) from simulated system response, (c) from experimental

measurements.
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Figure 5.5: Open loop responses for CRONE-2 lag-lead reset for γ = 0.5 and different

values for p. (a) Ideal case, (b) from simulated system response, (c) from experimental

measurements.
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Figure 5.6: Open-loop responses for CRONE-2 lag reset for p = 0.5 and different values

for γ. (a) Ideal case, (b) from simulated system response, (c) from experimental

measurements.
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5.2.3. Reduction of reset phase lead due to sampling
In the simulated and practical open-loop responses in figure 5.4 and 5.6 less phase lead
is achieved with reset than expected, which decreases phase margin. The hypothesis
is that phase reduction is caused by sampling effects. If the sampling frequency is
reduced, the reset instant will be delayed. This causes the phase to drop. Simulation
results of open-loop response for different sampling frequencies are obtained in figure
5.7. Stronger reduction of reset phase lead is indeed present for lower sampling
frequency. Hence in further experimental implementation of CRONE reset controllers
maximum sampling frequency of 20 kHz is used.
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Figure 5.7: Simulated open-loop describing function for CRONE-1 lag reset control with

γ = 0 and sampling frequency of (a)50kHz, (b) 20kHz and (c) 5kHz.
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6
Preliminary reset strategy selection

In this chapter a selection of most promising reset strategies is made using both sim-
ulated open-loop describing functions and preliminary experimental results. Firstly,
using the validated simulation method of previous chapter, open-loop describing
functions are computed and compared for the reset strategies of integrator-, lag-
and lag-lead filter. Then preliminary results are shown and compared for these three
CRONE reset strategies. Finally, the results are summarized and the most promising
strategy is chosen.

6.1. Simulated open-loop response
6.1.1. CRONE-1 reset
γ = 0.5 varying p
Using the validated simulation method, CRONE-1 integrator-, lag- and lag-lead reset
are compared to each other for γ = 0.5 and sampling frequency of 20kHz. The
simulated open-loop responses can be found in figure 6.1.
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Figure 6.1: Simulated open-loop describing function CRONE-1 (a) integrator reset, (b)

-lag reset and (c) -lag-lead reset for γ = 0.5 and sampling frequency of 20kHz.

p = 0.5 varying γ
Open-loop describing functions for CRONE-1 integrator-, lag- and lag-lead reset
are compared to each other for p = 0.5 and varying γ. The simulated open-loop
responses can be found in figure 6.2.
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Figure 6.2: Simulated open-loop describing function CRONE-1(a) integrator reset, (b)

-lag reset and (c) -lag-lead reset for p = 0.5 and sampling frequency of 20kHz.

For the simulated CRONE-1 reset open-loop responses shown in the remainder of
this paragraph, for both integrator reset and lag-reset less reset phase lead is achieved
than designed for using analytical describing function. This is about 10° less than
expected according to theory. In the integrator reset open-loop at low frequencies the
gain is even decreasing for more non-linearity, which is exactly opposing the goal of
CRONE reset control. Additionally, decrease of phase in the frequency range before
bandwidth is observed in both integrator- and lag-reset, degrading robustness of the
system. In last figure for lag-lead reset on the other hand, more reset phase lead is
created than expected.

6.1.2. CRONE-2 reset
γ = 0.5 varying p
CRONE-2 integrator-, lag- and lag-lead reset are shown for γ = 0.5 and varying p in
figure 6.3. For integrator reset the low frequency describing functions are not shown.
Due to numerical problems in Simulink, infinite responses prohibited the simulations,
which are expected to have poor coherence at low frequency anyway.

p = 0.5 varying γ
CRONE-2 integrator-, lag- and lag-lead reset are shown for p = 0.5 and varying γ
in figure 6.4. CRONE-2 integrator reset is shown for frequencies above 10 Hz.

Besides the reduction of phase lead around bandwidth in both integrator reset-
and lag reset strategies in CRONE-2 reset open-loop describing functions, another
observation is the reduction of phase around plant resonance peak of 2.5 Hz. Increas-
ing non-linearity appears to increase the Q-factor of the plant as the open-loop gain
becomes larger, causing the phase to drop.
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Figure 6.3: Simulated open-loop describing function CRONE-2 (a) integrator reset, (b)

-lag reset and (c) -lag-lead reset for γ = 0.5 and sampling frequency of 20kHz.
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Figure 6.4: Simulated open-loop describing function CRONE-2(a) integrator reset, (b)

-lag reset and (c) -lag-lead reset for p = 0.5 and sampling frequency of 20kHz.

6.1.3. Additional phase and reduced open-loop gain near reset cor-

ner frequency
In previous chapter some remarks have already been made about discrepancy be-
tween analytical open-loop describing function and simulated open-loop describing
function. It was hypothesized that sampling reduces reset phase lead, which was
supported by simulation results that showed phase reduction for lower sampling fre-
quencies.

In the above figures another effect stands out. In the simulated describing func-
tions of open-loop for integrator reset, the reset phase lead is more than expected.
Using (3.37) for γ = 0.5 and p = 0 the phase lead is 23° whereas figure 6.1a shows
at least 90° phase lead at low frequencies. Also the open-loop gain decreases at
low frequency. Similar effects are evident in the lag-lead reset results, where ex-
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tra phase lead is achieved around bandwidth with respect to analytical prediction.
Some decrease in open-loop gain occurs, particularly in the frequency range between
roughly 50Hz and 90Hz. This additional phase lead and reduction of loop-gain is
hypothesized to be caused as explained in following paragraphs.

For a sinusoidal zero-mean error signal the reset instants are well-defined in open-
loop. However, in closed-loop the reset instants depend on system response, which
varies for different controller settings and is plant-specific. In closed-loop the main
task of the controller is to steer the error between reference and output to zero.
The error will therefore fluctuate around zero. This allows for more resets to occur.
As delay of reset instants (sampling) is expected to create phase lag, earlier reset
instants are thus hypothesized to create additional phase lead.
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Figure 6.5: Direct open-loop response describing function from simulation for sampling

frequency of 20 kHz, γ and different reset switching frequencies (fixed reset times).

Higher switching frequencies create additional phase and reduces low frequency

open-loop gain.

This hypothesis is tested by implementing fixed-time resets in the direct open-loop
simulation for different resetting frequencies. The results are shown in figure 6.5 for
CRONE-1 controller with fine stage plant. For increasing resetting frequency, phase
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lead is increased and loop-gain is reduced at low frequencies, which is in agreement
with given hypothesis. However, further research is required for confirmation.

6.2. Preliminary results
6.2.1. Reference tracking of an input-shaped scanning wave
Fourth-order trajectory planning is applied for computing a smoothed trajectory us-
ing [41]. Restrictions on maximal allowed velocity, acceleration and the higher order
derivatives jerk and snap are used in generating a motion profile. In the same pa-
per, a fourth-order feedforward is suggested for double mass systems and rigid-body
(second-order) feedforward is suggested for improving tracking error. This feedfor-
ward provides the necessary DC gain to avoid possible limit cycles as introduced in
2.2.2. As the fine stage shows second-order behaviour, a second-order feedforward is
implemented. The transfer function of the feedforward is given as:

FF(s) = (m f ss
2 + c f ss + k f s)/KLorentzX f s(s) (6.1)

All three reset strategies were implemented on the setup for γ = 0.5 and p = 0.25
in figure 6.6 for similar CRONE-1 base linear controllers. As can be seen in this figure,
the control input peaks are the highest for integrator reset, which is as expected
since most non-linearity is introduced in integrator reset (most phase lead created
in integrator case). In the constant velocity regions of the trajectory some spikes
appear in measured position, especially for integrator and lag reset strategies. These
are believed to be caused by parasitic non-linearities created by the large control
input peaks. Although these tracking results seem optimistic for all three strategies,
the next paragraph presents a contrasting picture.

6.2.2. Gaussian input-disturbance rejection
For a zero-mean Gaussian input-disturbance signal with variance of 0.01, the output
response and the control input voltage are analysed for the three reset strategies
for CRONE-1 reset. In order to make a more fair comparison between the reset
strategies, the same value of γ is taken and p is calculated in such a way that the
same reset phase lead is achieved according to (3.35) to (3.37). For a reset phase lead
of 10 degrees the results are shown in figure 6.7. It can be seen that the control input
peaks in CRONE-1 integrator reset are high, some of the peaks even go over 5 V.
Thus integrator reset is identified as the least advantageous reset strategy, whereas
lag-lead reset is identified as the most advantageous.

6.3. Selected reset strategies
Both from simulated open-loop response and practical results comparing the three
reset transfer function parts, the lag-lead reset has been identified as most benefi-
cial reset strategy. In simulations sufficient phase was achieved, taken into account
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Figure 6.6: Reference-tracking of a triangular scanning motion for CRONE-1 integrator

reset, lag reset and lag-lead reset with γ = 0 and p = 0.25.
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the effect of discretization. Furthermore, this reset strategy is identified as the least
sensitive to disturbance rejection. Thus for the further investigation of system perfor-
mance, lag-lead reset will be analysed for both first generation- and second generation
CRONE.

For the identified fine stage plant, transfer function of (4.1) is used in the con-
trol design of CRONE-1 reset- and CRONE-2 reset controllers. The corresponding
open-loop responses of the considered linear CRONE-1 and CRONE-2 controllers are
shown in figure 6.8.
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Figure 6.8: Bode-plot of open-loop for linear CRONE-1 and CRONE-2 controllers on

which lag-lead reset will be performed.

The selected controller parameters are shown in table 6.1. For CRONE-1 the
integrator order ni = 1 is chosen, as ni = 2 decreases robustness for frequencies
before bandwidth. In the second generation CRONE design inverse plant is used.
The Q-factor is taken lower such that dips caused by model mismatches are avoided.
This is explained in the given guidelines in chapter 9.4.2. In (4.1) a damping of
c f s = 10 is chosen. For this alternative plant transfer function H2,alt(S) and the
identified plant transfer H2(s), the open-loop responses are both shown. From the
Bode-plot it appears that CRONE-2 will be more robust than CRONE-1.
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Table 6.1: Parameters of base controller CRONE-1 and CRONE-2

Symbol Parameter Value CRONE-1 Value CRONE-2

PM phase margin 55° 55°

ωcg bandwidth 100 Hz 100 Hz
ωb lead corner frequency 12.5Hz 12.5 Hz
ωh lag corner frequency 800 Hz 800 Hz
ωI integrator corner frequency 8.33Hz 8.33Hz
ωF low-pass filter corner frequency 1200 Hz 1200 Hz
nI integrator order 1 2
nF low-pass filter order 1 3
N Oustaloup approximation order 4 4
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7
Experimental validation: fine stage

In this chapter the performance of the most promising CRONE reset strategy, namely
lag-lead reset as shown in chapter 6, is validated on the fine stage. An analysis of
reference-tracking performance and noise performance of the CRONE reset controlled
systems are presented. Then practical open-loop responses are shown and finally
disturbance rejection behaviour is analysed.

7.1. Reference-tracking performance
7.1.1. Frequency domain
Complementary sensitivity function T(jω) has been identified using methods as ex-
plained in 5.1.2. The identified complementary sensitivity function for a CRONE-1
lag-lead reset controller with γ = 0.5 and varying parameter p is shown in figure
7.1a for a bandwidth of 100 Hz. The coherence function is shown in 7.1b. It can be
seen that the gain at peak has decreased, giving better tracking performance, but
the gain has also reduced at high frequencies beyond bandwidth, resulting in better
noise performance compared to the linear case.
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Figure 7.1: (a) Identified complementary sensitivity T(jω) for CRONE-1 lag-lead reset

with γ = 0.5 and varying p.(b) Coherence function from transfer from reference to output

signal.

Similar results have been retrieved for a CRONE-2 lag-lead reset controller in
figures 7.2a and 7.2b. This is contrasting to what is expected of waterbed effect,
that predicts an increase at some other frequency range. Thus some relief has been
achieved from waterbed effect.
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Figure 7.2: (a) Identified complementary sensitivity T(jω) for CRONE-2 lag-lead reset

with γ = 0.5 and varying p. (b) Coherence function from transfer from reference to

output signal.

7.1.2. Time domain
Triangular wave reference

A triangular scanning signal with amplitude of 400 µm peak-to-peak is given as a ref-
erence signal. The acceleration of this trajectory is limited to 0.25m/s2 and velocity
to 3mm/s.

In figure 7.3 it can be seen that the error of the displacement in the fine stage
position is reduced for increasing non-linearity. The RMS errors are enlisted in table
7.1a for CRONE-1 lag-lead reset and table 7.1b for CRONE-2 lag-lead reset. In
CRONE-1 lag-lead reset control, the RMS error has been reduced from 22.10 nm
to 17.92 nm. For CRONE-2 lag-lead reset the RMS error reduces from 70.74 nm to
43.63 nm.

Table 7.1: RMS errors for tracking fourth-order triangular scanning reference with

γ = 0.5 for (a) CRONE-1 lag-lead reset and (b) CRONE-2 lag-lead reset.

(a)

p RMS error (nm)

1 22.10
0.75 20.42
0.5 19.56
0.25 19.07
0 17.92

(b)

p RMS error (nm)

1 70.74
0.75 59.86
0.5 52.76
0.25 47.83
0 43.63

Step reference

For a step reference signal with amplitude of 400 µm, maximum acceleration of
0.05m/s2 and maximum velocitiy of 75mm/s, reduction in RMS error is observed as
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Figure 7.3: Reference-tracking of a fourth-order triangular scanning reference for

lag-lead reset with γ = 0.5 for (a) CRONE-1 and (b) CRONE-2.

well. The measured signals for step reference tracking are shown in figure 7.4. RMS
errors for CRONE-1 lag-lead reset control can be found in table 7.2a. The RMS error
decreases from 13.04 nm to 9.51 nm for linear to full non-linear with γ = 0.5. The
CRONE-2 lag-lead reset RMS errors are shown in table 7.2b. From this table it it
can be seen that the RMS tracking error for linear to fully non-linear with γ = 0.5
reduces from 18.20 nm to 13.11 nm.
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Figure 7.4: Reference-tracking of a fourth-order step reference with second-order

feedforward for lag-lead reset with γ = 0.5 for (a) CRONE-1 and (b) CRONE-2.

The RMS errors for the CRONE-1 lag-lead reset controllers are smaller than for
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60 7. Experimental validation: fine stage

Table 7.2: RMS errors for tracking fourth-order step reference with second-order

feedforward and γ = 0.5 for (a) CRONE-1 lag-lead reset and (b) CRONE-2 lag-lead reset.

(a)

p RMS error (nm)

1 13.04
0.75 11.86
0.5 10.94
0.25 10.15
0 9.51

(b)

p RMS error (nm)

1 18.20
0.75 15.78
0.5 14.52
0.25 13.75
0 13.11

the CRONE-2 lag-lead reset controllers. As the chosen integrator order is larger
for CRONE-2, this is contradicting expectations. A possible explanation is that the
stiffness of the plant is larger than the identified value. In that case, the inverse
of this value decreases open-loop gain at low frequencies. Nevertheless, decrease of
RMS error observed for both CRONE-1- as CRONE-2 lag-lead reset controllers. This
is sufficient to show effectiveness of the CRONE reset control concept.

7.2. Noise performance
7.2.1. Frequency domain
The identified sensitivity function S(jω) has been found with same chirp signal from
0.1 Hz to 2.5 kHz introduced in 5.1.2. For a CRONE-1 lag-lead reset controller with
γ = 0.5 and varying p, the sensitivity function can be found in figure 7.5a and the
corresponding coherence function in figure 7.5b. The results for CRONE-2 lag-lead
reset can be found in figures 7.6a and 7.6b. Here it can be seen that sensitivity peak
reduces when more non-linearity is allowed in the system.

7.2.2. Time domain
Noise power is calculated for sine signals at different frequencies above bandwidth
for a duration of 5 s. Reduction of noise is analysed for maximum reset phase lead,
thus γ = 0 and p = 0, which is calculated as follows:

P̄lin

P̄non−lin
= 10 log10(

xRMS,lin

xRMS,non−lin
). (7.1)

Noise reduction for CRONE-1- and CRONE-2 lag-lead reset with full reset with
respect to linear base equivalent is shown in table 7.3. For all considered sinusoidal
noise signals more noise reduction has been achieved.
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Figure 7.5: (a) Experimental sensitivity function S(jω) for a CRONE-1 lag-lead reset

controller with γ = 0.5 and varying p and (b) the coherence function noise signal n and

measured output y + n.
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Figure 7.6: (a) Experimental sensitivity function S(jω) for a CRONE-2 lag-lead reset

controller with γ = 0.5. (b) Coherence function between noise n and measurement

output y + n.

Table 7.3: Noise reduction (a) CRONE-1 lag-lead reset and (b) CRONE-2 lag-lead full

reset (p = 0, γ = 0) with respect to linear controllers.

(a)

f (Hz) Noise reduction (dB)

300 2.46
400 2.74
500 2.72
600 2.98
700 2.66
800 2.57
900 1.79
1000 2.59

(b)

f (Hz) Noise reduction (dB)

300 2.94
400 3.14
500 3.55
600 3.14
700 3.30
800 3.10
900 3.93
1000 2.92
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7.3. Open-loop response
Division of complementary sensitivity and sensitivity function using PSDs as in (5.9)
gives the open-loop response in figures 7.7 and 7.8 for CRONE-1 lag-lead reset and
CRONE-2 lag-lead reset respectively. The CRONE reset control concept was intro-
duced in 1.1.4 using a three-step procedure. In step 1, the robust linear CRONE
controller is designed. These can be found in both subfigures (a) and (b) for p = 1.
In step 2, reset control was applied to a robust CRONE controller without changing
fractional order ν. This is depicted in subfigures (a). In step 3, the additional reset
phase leads are used to achieve same phase margin for a better loop shape using a
new value ν∗. This is shown in subfigures (b). In figure 7.8a, the smallest value for
p chosen is p = 0.1 as the controller saturated for p = 0.

Because low coherence between signals n and y + n exists in figure 7.7b and
figure 7.8b at low frequencies (similar results were retrieved for figures 7.7a and 7.8a
as well), the low frequency open-loop response is considered unreliable.
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Figure 7.7: Experimental open-loop response for CRONE-1 lag-lead (a) with reset, same

ν and (b) CRONE-1 lag-lead reset controller with new ν∗ with γ = 0.5 and varying p.

It can be seen that loop-gain at high frequency becomes slightly worse when only
reset is applied in subfigures (a). Then after retuning ν in subfigures (b) this effect
is accounted for. Although improvement of the high frequency slope compared to
linear case is not significant, still more phase is achieved for similar slopes. As such,
relief from Bode’s gain-phase relation has been achieved. The cause of additional
reset phase and reduction in loop gain was already discussed in 6.1.3 and requires
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further investigation. However, sufficient phase margin has been achieved for all
CRONE-1 lag-lead reset controllers and CRONE-2 lag-lead reset controllers shown
which satisfies design objectives.
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Figure 7.8: Experimental open-loop response for CRONE-2 lag-lead (a) with reset for

same ν and (b) CRONE-2 lag-lead reset with γ = 0.5 and varying p.

Comparing open-loop responses of CRONE-1 lag-lead reset to CRONE-2 lag-
reset, it appears that the flat phase behaviour is much more apparent in the CRONE-
2 lag-lead reset controlled systems.

7.4. Disturbance rejection
7.4.1. Step disturbance
In figure 7.9 the response to an input step disturbance is shown for CRONE-1- and
CRONE-2 lag-lead reset control. The settling time is defined as the time required
to decrease to 15% of the maximum peak value. The computed settling times are
shown in tables 7.10a and 7.10b for CRONE-1 lag-lead reset and CRONE-2 lag-lead
reset respecticvely.

In CRONE-1 lag-lead reset, the settling time increased because secondary (and
higher) peaks are created. Despite the fact that these additional peaks are also
present in CRONE-2 case, the settling time reduces for increasing non-linearity,
which is in line with expectations.

Maximum peak value slightly increased (30nm) in both CRONE-1 and CRONE-2
lag-lead reset.
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Figure 7.9: Response to a step disturbance for lag-lead reset with γ = 0.5 for (a)

CRONE-1 and (b) CRONE-2.

Figure 7.10: Settling time to reach 15% of maximum peak value x̂ f s for (a) CRONE-1

lag-lead reset and (b) CRONE-2 lag-lead reset with γ = 0.5.

(a)

p x̂ f s (nm) settling time (ms)

1 530 55.8
0.75 540 65.5
0.5 540 65.5
0.25 550 66.0
0 560 76.8

(b)

p x̂ f s (nm) settling time (ms)

1 570 146.0
0.75 570 135.7
0.5 570 128.1
0.25 580 125.1
0 600 68.3

7.4.2. Gaussian disturbance
A zero-mean Gaussian disturbance with variance of 0.1 is applied at the control
input and measured for a time span of 30 s. The cumulative power spectral density
(CPSD) of the measured position is shown in figures 7.11a and 7.11b. In the CPSDs
for CRONE-1 lag-lead reset no significant difference is present for different values
of p. In figure 7.11b there appears to be slightly better rejection against Gaussian
disturbance for increasing non-linearities with the exception of the full non-linear
case with p = 0, γ = 0.5. For p = 0.25, γ = 0.5, the disturbance rejection has
improved with 1.3 dB compared to linear case. Still, further investigation is required
to better understand the effect of non-linear reset, as no systematic improvement in
disturbance rejection has been observed with increasing non-linearity.
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Figure 7.11: Cumulative power spectral density of the measured response to a zero-mean

Gaussian disturbance signal with variance 0.1 for (a) CRONE-1 lag-lead reset and (b)

CRONE-2 lag-lead reset with γ = 0.5.

7.5. Stability analysis
Stability has been evaluated for the designed CRONE-1-/CRONE-2 lag-lead con-
trollers that were practically implemented and shown in the results in this chapter.
Both stability conditions given in subsection 3.4.2 are analysed below for the same
controller, namely a CRONE-1 lag-lead reset controller with parameters as shown in
table 7.4. The code used for implementations can be found in Appendix D.

Table 7.4: Parameter values for CRONE-1 lag-lead controller

Symbol Parameter Value

PM phase margin 55°

ωcg bandwidth 100 Hz
ωb lead corner frequency 12.5 Hz
ωh lag corner frequency 800 Hz
ωI integrator corner frequency 8.33Hz
ωF low-pass filter corner frequency 1200 Hz
nI integrator order 1
nF low-pass filter order 1
p reset percentage 0.5
γ partial reset 0.5
N Oustaloup approximation order 4

7.5.1. |λ(Aρe
π
ω A)|-condition

Stability is firstly analysed using the |λ(Aρe
π
ω A)|-condition. For this condition the

open-loop of reset controller Σr in series with non-reset controller Σnr and plant Σp
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is considered. The open-loop A-matrix as given in (3.46) for the CRONE-1 lag-lead
reset controller then becomes:

Aol =





[
Ar O

BnrCr Anr

]

O

Ap Bp

[
DnrCr Cnr

]



. (7.2)

The computed Aol is as follows:

Aol =














−0.0002 −0.0016 2.4958 1.0585 0.3960 0.0930 0.0309 0.0077 0.1620
0.0016 0 0 0 0 0 0 0 0

0 0 −1.8695 −0.7086 −0.4016 −0.1610 −0.0810 −0.0180 0
0 0 1.6384 0 0 0 0 0 0
0 0 0 0.4096 0 0 0 0 0
0 0 0 0 0.2048 0 0 0 0
0 0 0 0 0 0.0512 0 0 0
0 0 0 0 0 0 0.0256 0 0
0 0 0 0 0 0 0 01 0














×104

and reset matrix Aρ:

Aρ = diag(0.5, I8). (7.3)
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Figure 7.12: Eigenvalues of Aol.
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The eigenvalues of this system are plot in figure 7.12 against frequency. It can be seen that the eigenvalues make

jumps to 1, showing this condition does not suffice in proving stability of the system.

7.5.2. Hβ-condition
For the same CRONE reset controller and plant parameters the Hβ-condition is analysed as given in 3.4.2. The
normalized Acl- and A∗

ρ-matrix are given by:

Acl =



















−3.41 −32.8 0 0 4.29 × 1011 8.26 × 1014 4.23 × 1017 7.35 × 1019 4.71 × 1021

32.8 0 0 0 0 0 0 0 0 0
0 −0.491 −161 0 0 0 0 0 0 0
0 −0.491 0 −161 0 0 0 0 0 0
0 −0.008 79.3 79.3 −3.82 × 104 −2.35 × 108 −5.34 × 1011 −4.12 × 1015 −8.46 × 1016 0
0 0 0 0 2.05 0 0 0 0 0
0 0 0 0 0 2.05 0 0 0 0
0 0 0 0 0 0 2.05 0 0 0
0 0 0 0 0 0 0 2.05 0 0
0 0 0 0 0 0 0 0 2.05 0



















×10−23

and

A∗
ρ = diag(0.5, I9) (7.4)

respectively.
The LMI as described in Theorem 3 is solved using Yalmip with a Sedumi solver. For β = −8.99 × 10−12 and

Pρ = 0.98 a solution has been found for P after normalizing Acl. For the found P-matrix the eigenvalues are 2.88× 10−11,
1.70× 10−3, 0.98, 1.00, 1.00, 1.00, 1.00, 1.00, 1.00 and 2.00. Because the eigenvalues are all larger than zero, the found
P is indeed positive definite. Thus quadratic stability is guaranteed.
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8
Practical CRONE reset design: dual

precision stage

In this chapter the increased tracking performance of CRONE reset control, which
was validated on the fine stage in previous chapter, is used to improve the perfor-
mance of a typical dual precision stage. Firstly, the implementation methods are
explained and then the results are shown and discussed.

8.1. Method
8.1.1. Decoupling dual stage system using feedforward
The dual stage MIMO system is decoupled using feedforward action as in [42]. In
this approach cross-coupling is viewed as a source of known disturbance forces. It
is explained in for instance [43] that known disturbances can be corrected for, using
feedforward control.

Let the transfer functions for i-th input Ui(s) to j-th output be defined as Gji(s).
Because of coupling, j-th input Uj(s) also has a contribution to output Yi(s) as
follows:

Yi(s) = Gii(s)Ui(s) + Gij(s)Uj(s) (8.1)

The decoupling feedforward transfer function G
ji
FF(s) is chosen such that it cancels

the second term in (8.1). It is defined as:

G
ji
FF(s) = −G−1

ii (s)Gij(s). (8.2)

The block diagram of this decoupling control method can be found in figure 8.1.

8.1.2. Trajectory planning
Fourth-order trajectory planning is applied for computing a smoothed trajectory
using [41]. Restrictions on maximal allowed velocity, acceleration and the higher
order derivatives: jerk and snap, are used in generating a motion profile. In the
same paper, a fourth-order feedforward is suggested for improving tracking error.
This feedforward boils down to an inverse of the plant transfer function at DC inputs.
As was explained in section 2, an inverse plant DC gain has to be used to avoid limit
cycles. So this feedforward suffices as a step-regulation measure assuming the model
parameters are known and accurate.

The feedforward controller is implemented as in figure 8.2.
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+
Gii(s)

+

Gij(s)

Uj(s)

Yi(s)

Ui(s) +
+

G
ji
FF

(s)

Figure 8.1: Block diagram showing decoupling feedforward. Ui(s) is the input given to

Gii. Due to crosstalk, input Uj(s) to Gjj also contributes to output Yi(s). Feedforward

controller G
ji
FF(s) compensates and elevates this contribution.
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Figure 8.2: Fourth-order feedforward control. Image courtesy of [41]. All

continuous-time integrators are replaced for discrete-time integrators. Filter before F is

replaced by a discretized filter.

8.1.3. Master/slave configuration
In a master/slave configuration of the MIMO system a reference signal is given for
one of the outputs to track and the other outputs have to follow. A master/slave
configuration for a 2x2-MIMO system is shown in figure 8.3. This MIMO system
G(s) is decoupled into G1(s) and G2(s). In this figure C1(s) is the master controller,
as reference signal r is given to G1(s) to follow. C2(s) is the slave controller. The
second output x2 is steered to a value such that the error between master and slave
becomes zero.
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−

+

C1(s)

−

C2(s) G2(s)

G1(s)
r x1

+ x2

Figure 8.3: Master-slave control scheme. G1(s) and G2(s) are the plants to be controlled,

C1(s) is the master controller and C2(s) is the slave controller.

8.2. Result
8.2.1. Simulated open-loop response
The simulated open-loop response for a CRONE-1 lag-lead reset controller γ = 0
and varying p on the fine stage plant is shown in figure 8.4. For these open-loop
responses, bandwidth and phase margin are shown in table 8.1. Although bandwidth
is slightly reduced, it can be seen that open-loop gain at low frequencies increased and
gain at high frequencies has reduced. Additionally, similar phase margin has been
maintained (maximum reduction of 1.2 degrees). This shows better performance for
CRONE-1 lag-lead reset compared to linear CRONE-1 for the same margin.

Table 8.1: Bandwidth and phase margin for CRONE-1 lag-lead reset controller with γ = 0
on fine stage plant.

p Bandwidth (Hz) Phase margin (degree)

1 150.1 52.9
0.5 130.7 51.6
0 124.8 51.7

8.2.2. Practical result
An input-shaped fourth-order triangular wave signal is chosen as a reference with
scanning speed of 75 mm/s, maximal acceleration of 0.25m/s2 and peak-to-peak
distance of 2 cm. In the dual stage the master/slave configuration is used, where the
fine stage controller acts as the master and the coarse stage controller acts as a slave.
The coarse stage is controlled using a CRONE-2 controller with parameters as shown
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Figure 8.4: Simulated open-loop response for fine stage H22(s) and CRONE-1 lag-lead

reset controller with parameters given in table 8.3.

in table 8.2. The CRONE-1 lag-lead reset controller parameters implemented on the
fine stage are enlisted in table 8.3.

Table 8.2: Parameter values for coarse stage CRONE-2 controller

Symbol Parameter Value

PM phase margin 50°

ωcg bandwidth 80Hz
ωb lag corner frequency 10Hz
ωh lead corner frequency 640 Hz
ωI integrator corner frequency 6.67Hz
ωF low-pass filter corner frequency 960 Hz
nI integrator order 2
nF low-pass filter order 3

The output, error and control input to the fine stage are shown in figure 8.5 with
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Table 8.3: Parameter values for fine stage CRONE-1 lag-lead reset controller

Symbol Parameter Value

PM phase margin 55°

ωcg bandwidth 150 Hz
ωb lag corner frequency 18.75Hz
ωh lead corner frequency 1200 Hz
ωI integrator corner frequency 12.5Hz
ωF low-pass filter corner frequency 1800 Hz
nI integrator order 1
nF low-pass filter order 1
γ reset fraction 0

RMS errors as shown in table 8.4.
It can be seen that the RMS error is reduced from 929.8 nm to 443.7 nm for full

reset with respect to the linear controller. This is in accordance with results obtained
in previous chapters. p = 0.5 gives a reduction of RMS error to 540.3 nm. It can
be seen that the control input peaks slightly decrease for p = 0.5 compared to the
full-reset case.
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Figure 8.5: CRONE-1 lag-lead reset triangular scanning motion tracking for γ = 0 and

varying p.
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Table 8.4: RMS values tracking error for CRONE-1 lag-lead reset γ = 0 and varying p.

p RMS (nm)

1 929.8
0.5 540.3
0 443.7
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9
Toolbox

In this chapter, the CRONE reset control structure that is computed with the devel-
oped toolbox in MATLAB/ Simulink is explained. Additionally, a set of guidelines
for CRONE reset control design is given. This chapter is written as a quick-start
guide for future projects.

9.1. Installation
1. Double click CRONE reset toolbox.mlappinstall to install toolbox.

2. Click CRONE reset toolbox under the App-tab in MATLAB to include all
m-files and slx-files to search path.

9.2. Overview
The toolbox contains following functions:

• crone1reset.m: computes First Generation CRONE controller as a continuous
time state-space model.

• crone2reset.m: computes Second Generation CRONE controller as a contin-
uous time state-space model.

• openloopTSDF.m: runs GenerateDescribingFunction.slx and computes de-
scribing function of complementary sensitivity T(jω), sensitivity S(jω) and
generates the open-loop response as a pointwise division of the two.

• croneresetexample.m: shows an example control design of digital CRONE-1
reset and CRONE-2 reset. Defines discrete state-space matrices used in the
CRONE reset control state-space block.

• zz.m: computes the Oustaloup approximated fractional lead-lag-/lag-lead fil-
ter.

and following Simulink models:

• CRONEresetlib.slx: Library that contains a subsystem block of a discrete
reset state-space system. This block is used for discrete CRONE controller and
can be dragged in your own Simulink file.
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• GenerateDescribingFunction.slx: Generates the describing function of com-
plementary sensitivity function T(jω) and sensitivity function S(jω). From
this the open-loop response can be approximated.

9.3. Digital controller implementation in Simulink
The generalized state-space model of the combined reset- and non-reset controller is
discretized and implemented in Simulink. The corresponding impulsive differential
equations are as in equation 5.1. The corresponding Simulink model is depicted
in figure 9.1. A subsystem is created of this model and it can be found in the
CRONE Reset Toolbox library. An additional shift operator ‘Delay2’ is added to
avoid algebraic loops.
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Figure 9.1: Diagram showing discrete implementation of the CRONE reset controller in

Simulink.

9.4. Design considerations

9.4.1. Describing function from Simulink model
Discrepancy simulated describing function direct open-loop and using closed-loop

results

As discussed in 5 discrepancy exists between simulated describing function of the
open-loop response when using Simulink model in figure 5.2 for direct approximation
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of the open-loop response and the open-loop response computed through division of
PSDs using (5.9). It was shown in previous section that the latter corresponded well
with practical measurements. We hypothesize that closed-loop performance cannot
be accurately derived from open-loop behaviour for a non-linear reset controller, since
linear fundamental restrictions do not apply.

Effect of sampling time on amount of reset phase lead

Because it was observed that limited sampling frequency negatively affected the
amount of reset phase lead, the maximal sampling frequency that was possible on
the experimental set-up, namely 20kHz, was used for all experiments. Sampling time
therefore is an important factor to take into account.

9.4.2. Inverse plant alternatives
Because uncertainties between identified plants and real system always exist, diffi-
culties may arise when taking plant inverse. The result of mismatches of resonance
frequency and Q-factor to the open-loop response can be found in figure 9.2. For
the open-loop response a -2 slope across all frequencies is taken for simplicity. If
there are resonance peaks present before bandwidth, it is wise to avoid dips in the
open-loop, otherwise the system will have lesser rejection of disturbance and worse
reference tracking. For resonance peaks after bandwidth it is preferable to take
measures against peaks in open-loop that may reduce gain margin.

To limit complications some measures can be taken, these will be discussed below.

Resonance frequency mismatch

To limit the dips in the open-loop response, the Q-factor of the plant resonance can
be taken lower. After bandwidth to limit peaks, the Q-factor can be taken higher,
or the range of the peak in identified plant can be taken wider.

Q-factor mismatch

If the Q-factor is taken too small, a peak will be visible in the open-loop response.
If the Q-factor is taken too large, a dip will occur in the open-loop response. Too
avoid dips a smaller Q-factor can be taken than identified as a precaution. After
bandwidth, in order to avoid peaks a larger Q-factor can be taken.
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Figure 9.2: Results of mismatch in (a) resonance frequency and (b) its effect on

open-loop. In (c) mismatch in Q-factor is shown and (d) the effect on open-loop.
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10
Conclusion

10.1. General conclusion
General design rules for CRONE reset control have been developed in this thesis.
Using describing function analysis, the reset phase lead is approximated and used
for achieving a better open-loop shape. The reset phase lead has been derived and
used for modification of existing CRONE control design rules.

Within the project three different control strategies have been investigated: inte-
grator reset, lag reset and lead-lag/lag-lead reset. For these controllers, a two-degree-
of-freedom non-linearity tuning CRONE reset structure has been proposed. This con-
trol structure has been successfully designed digitally within a MATLAB/Simulink
environment and implemented on a Lorentz-actuated (dual) precision stage via a
dSPACE DS1103 interface. For the implemented controllers sufficient quadratic sta-
bility has been satisfied using the Hβ-condition. A MATLAB toolbox has been cre-
ated for the CRONE reset control methods which can be used for further (CRONE)
reset control development.

Frequency domain identification methods have been used to identify complemen-
tary sensitivity-, sensitivity function and open-loop response. The proposed open-
loop simulation method using closed-loop simulation results corresponded well with
experimental results. With this simulation method it was also observed that reduc-
ing sampling frequency has malignant effects on the amount of achieved reset phase
lead. From both simulated open-loop response and preliminary time domain results
for reference-tracking and disturbance rejection, it was shown that the lag-lead re-
set approach was most promising compared to integrator reset and lag-reset. For
the discretized CRONE lag-lead reset controller, more reset phase lead was achieved
in these simulations, whereas the discretized CRONE-integrator reset and CRONE-
lag reset showed less phase. This is hypothesized to be caused by increase of re-
set instants when applying negative feedback and closing the loop. This hypothesis
requires further research.

Using CRONE-1 lag-lead reset and CRONE-2 lag-lead reset together with the de-
veloped design rules, it was shown that in general better performance can be achieved
while maintaining similar phase margins. As such, relief from Bode’s gain-phase re-
lation has been accomplished. Analysis of the complementary sensitivity function
showed decrease of both peak and high frequency transfer. This portrays some re-
lief from waterbed effect. Noise reduction between 1.79 dB and 3.93 dB have been
achieved at distinct frequencies above bandwidth for CRONE-1 lag-lead reset- and
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CRONE-2 lag-lead reset control. In measured open-loop response the improvement of
noise attenuation is smaller than expected. This could be due to the hypothesis raised
in previous paragraph: namely, a decrease of loop gain as a consequence of increase
of reset instants when closing control loop. Further research is needed . Additionally,
further investigation of CRONE reset control behaviour to disturbances should be
done. It was observed that secondary peaks were present increasing non-linearity
to the system in the presence of input disturbances, which could negatively affect
settling time. Moreover, the CPSD results of position displacement for Gaussian
disturbances, comparing CRONE reset control to linear CRONE, were inconclusive.

In time domain reference tracking of a fourth-order input-shaped reference signal
(with second-order- and fourth-order feedforward for fine stage configuration and
dual stage configuration respectively) CRONE reset control showed improvement
compared to linear CRONE. In the individual fine stage configuration, RMS errors
decreased for both triangular wave and step reference. In triangular wave scanning
with peak-to-peak amplitude of 400 µm, RMS error was reduced from 22.10 nm to
17.92 nm when going from linear CRONE-1 to CRONE-1 lag-lead reset with p = 0
and γ = 0.5. RMS error from linear CRONE-2 to CRONE-2 lag-lead reset with
similar p and γ, reduced from 70.74 nm to 43.63 nm. For step reference-tracking
similar results were observed. RMS error decreased from 13.04 nm to 9.51 nm for
CRONE-1 lag-lead reset and from 18.20 nm to 13.11 nm for CRONE-2 lag-lead reset.
In the decoupled dual stage, tracking performance of a linear CRONE controller
has been investigated using a triangular scanning reference. In both cases the same
CRONE-2 controller with a bandwidth of 80Hz and phase margin of 55° was applied
to the coarse stage. On the fine stage a CRONE-1 lag-lead controller was applied with
a bandwidth of 150Hz and a phase margin of 55°. RMS error for a triangular scanning
wave with maximal acceleration of 0.25m/s2 and maximal velocity of 75mm/s over
a stroke of 2 cm peak-to-peak, was reduced from 929.8 nm to 443.7 nm.

10.2. Recommendations
Taking into account several topics within this research, few recommendations are
presented which could contribute to further development of CRONE reset control,
fractional reset control and reset control in general.

10.2.1. Use cases for describing function simulations
It was observed that the proposed simulation method of open-loop describing func-
tion corresponded well to practical results. This can be exploited in CRONE reset
control design: reset phase lead from simulation can be used in calculation of frac-
tional order ν instead of the algebraically derived reset phase lead. In this manner,
reduction as a result of discretization can be taken into account. Furthermore, the
simulation method can be used for general reset controllers to predict practical sys-
tem behaviour.
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In light of the above it would be good to have a faster and more efficient simulation
method. At the moment the simulations are ran at a range of frequencies for three
times the period, this means that especially for lower frequencies the simulation is
very slow.

10.2.2. Higher-order describing function analysis
Furthermore it might be interesting to extend the describing function analysis to
higher order. At the moment the first Fourier coefficient of a Fourier series is used
to approximate describing function. The filtered practical results correspond well
but also here higher harmonics are disregarded. Including higher-order Fourier co-
efficients might help improving our understanding of higher harmonic behaviour in
reset control systems.

10.2.3. Sampling frequency
Maximum sampling frequency of 20 kHz could be implemented on the set-up. This is
very high compared to practical required bandwidths. Therefore it is interesting to
investigate whether the minimum sampling frequency can be reduced. In the lag-lead
reset controllers more phase lead was achieved then calculated using the analytical
phase lead formula. Here for example some reduction in sampling frequency is allowed
to decrease reset phase lead to the desired amount.

10.2.4. Lag-lead reset element
Additionally, a new reset element could be proposed alongside common reset elements
such as the Clegg integrator and FORE. From the retrieved results in this thesis, it
was observed that the lag-lead reset filter provided sufficient phase lead even under
influence of sampling, whereas this was not achieved resetting integrator or lag filter
part of the transfer function.
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A
Background: Linear Feedback Control

This appendix chapter provides background information about linear feedback con-
trol. Stability margins are discussed and loop shaping fundamentals are explained.

A.1. Introduction
The main purpose of adding a controller to a system is to control the system output to
prescribed reference values. Using feedback, the error between output and reference
value is used to compute a control input that decreases the error to zero. A control
feedback diagram can be found in figure A.1. G(s) is the system or plant that is
controlled, C(s) is the feedback controller giving control input u to the system to
get system output y to follow reference value r. e is the error with e = y − r. The
system is affected by disturbance signal d and noise signal n.

C(s) G(s)
+ y

n
+u +r + e

d
+

−

Figure A.1: Feedback control diagram

The transfer of external signals r, d and n to the output y can be described by
using a set of four transfer functions given below, also referred to as "Gang of Four"
[44].

S(s) =
Y(s)

N(s)
=

1

1 + G(s)C(s)
, sensitivity function,

T(s) =
Y(s)

R(s)
=

G(s)C(s)

1 + G(s)C(s)
, complementary sensitivity function,

G(s)S(s) =
Y(s)

D(s)
=

G(s)

1 + G(s)C(s)
, load sensitivity function,

C(s)S(s) =
U(s)

N(s)
=

C(s)

1 + G(s)C(s)
, noise sensitivity function
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A.2. Stability margins
Methodologies exist for controller synthesis using a frequency domain approach. In
these methods, Bode plot, Nyquist plot and Nichols plot act as useful tools for
visualizing and evaluating system behaviour. In a Bode plot the magnitude and
phase of the transfer function are shown as a function of frequency. In a Nyquist
plot the real part of the transfer function is plot against its imaginary part. Finally, a
Nichols plot displays the magnitude of the transfer function against its phase. These
plots can be used to visualize stability margins.

The stability margins to quantitatively describe performance are:

• Phase margin: how much phase can be subtracted to destabilize the system.

• Gain margin: how much gain can be added to make the system go unstable.

• Modulus margin: how much uncertainty makes the system unstable.

• Time-delay margin: how much time-delay makes the system unstable.

Stability margins can be visualized in the Bode- (figure A.2), Nyquist- (figure
A.3) and Nichols (A.4) plots of the open loop of the system, in which the open loop
is given by L(s) = C(s)G(s). An exception is the modulus margin in the Bode plot
of figure A.2, that is visualized with the sensitivity function of the system rather
than the open loop.

(a) (b)

Figure A.2: a)Example Bode plot for L(jω) = C(jω)G(jω). PM is the phase margin, GM
is the gain margin. b) Example Bode magnitude plot for sensitivity function S(jω) in

which MM is the modulus margin.
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Figure A.3: Nyquist plot with stability margins: GM, PM and MM being the gain

margin, phase margin and modulus margin respectively.

Figure A.4: Nichols plot showing stability margins: gain margin GM and phase margin

PM.

A.3. Loop shaping
The idea of loop shaping is based on the fact that by changing the open loop L(s) =
C(s)G(s), reference-tracking, noise attenuation and disturbance rejection properties
of the closed-loop system can be altered and stability margins are adjusted.

An open-loop response ideally has high open-loop gain at low frequencies and
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low open-loop gain at high frequencies. This can be reasoned using the sensitivity
function and complementary sensitivity functions given in section ??. The noise
transfer in a system can be described by its sensitivity function and the transfer from
reference to output by its complementary sensitivity function. For effective reference
tracking and proper noise rejection, the open-loop gain at lower frequencies should

be very high (|L(jω)| → ∞) such that
Y(s)
R(s)

= |T(jω)| ≈ 1 and
Y(s)
N(s)

= |S(jω)| ≪ 1.

Contrarily at high frequencies the open-loop gain should be low (|L(jω)| ≪ 1) to
stop tracking such that |T(jω)| ≪ 1.

An ideal Bode open-loop can be approximated with an ν-order integrator of the
form [2]:

L =
(ωcg

s

)ν
(A.1)

in which ωcg is the bandwidth frequency. This loop shape satisfies high gain at low
frequencies and low gain at high frequencies as described above.

For a second order plant (mass system) under unity feedback an approximated

ideal Bode open-loop would be: L =
(ωcg

s

)2
. This open-loop gives zero-phase margin

and hence is marginally stable. Phase margin can be increased by adding phase in
the frequency band around bandwidth as can be seen in figure A.5 using derivative
action:

CD(s) =
1 + s

ωd

1 + s
ωt

(A.2)

with ωd and ωt being the lower and higher corner frequencies of the frequency band
in which derivative action C(s) = s is active.

M
ag
n
it
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e
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B
]

-100
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Frequency [rad/s]
!d !cg !t
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h
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re
e]

-180

-160

-140

-120

-100
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Figure A.5: Open-loop response with and without phase margin. The latter has desired

gain behaviour but is marginally stable, former is stable in return for reduced gain

behaviour.
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B
Derivation first order reset phase lead

Φr(ω)

In this appendix chapter first order reset phase lead for a lead-lag-/lag-lead filter in
(3.35) is derived from the describing function.

B.1. Describing function formulation
The general describing function of a reset system as defined in [35] is given by:

GDF(jω) = C(jωI − A)−1B(I + jΘD(ω)) + D (B.1)

in which A, B, C, D are the base state-space matrices and ΘD(ω) is defined as:

ΘD(ω) = −
2ω2

π
∆(ω)[ΓD(ω)− Λ−1(ω)] (B.2)

The additional phase at cross-over frequency is given by Φr(ωcg), which is cal-
culated from:

Φr(ω) = ∠GDF(jω)−∠G(jω) (B.3)

A first order lead-lag-/lag-lead filter has following frequency response:

Hll(jω) =
1 + jω

a

1 + jω
b

(B.4)

where a and b are appropriate corner frequencies.
Then the state space matrices are:







A = −b

B = 1

C = b(a−b)
a

D = b
a

(B.5)

The set of equations used in (B.2) for this system is given by:






Λ(ω) = ω2 I + A2 = ω2 + b2

∆(ω) = I + e
π
ω A = 1 + e−π b

ω

∆D(ω) = I + Aρe
π
ω A = 1 + γe−π b

ω

ΓD(ω) = ∆−1
D (ω)Aρ∆(ω)Λ−1(ω) = γ

1+γe−π b
ω

1+e−π b
ω

ω2+b2
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B.2. Computation ΘD(ω)

Filling the functions above into (B.2) gives:

ΘD(ω, b, γ) = −
2ω2

π
(1 + e−π b

ω )
( γ

1 + γe−π b
ω

1 + e−π b
ω

ω2 + b2
−

1

ω2 + b2

)

= −
2ω2

π

1 + e−π b
ω

ω2 + b2

(γ(1 + e−π b
ω )

1 + γe−π b
ω

− 1
)

=
2

π

1 + e−π b
ω

1 + ( b
ω )

2

(

1 −
γ(1 + e−π b

ω )

1 + γe−π b
ω

)

=
2

π

1 + e−π b
ω

1 + ( b
ω )

2

(1 + γe−π b
ω

1 + γe−π b
ω

−
γ(1 + e−π b

ω )

1 + γe−π b
ω

)

=
2

π

1 + e−π b
ω

1 + ( b
ω )

2

1 − γ

1 + γe−π b
ω

(B.6)

B.3. Describing function of Hll(jω)

The describing function of Hll(jω) is HDF,ll(jω), found by substituting state-space
matrices from (B.5) in (B.1), simplifies to:

HDF,ll(jω) =
1 + j ω

a + jΘD(ω, b, γ)(1 − b
a )

1 + jω
b

=
1 + jω

a

1 + jω
b

(

1 +
jΘD(ω, b, γ)(1 − b

a )

1 + jω
a

)

=
1 + jω

a

1 + jω
b

(1 + (ω
a )

2 + ΘD(ω, b, γ)(1 − b
a )

ω
a + jΘD(ω, b, γ)(1 − b

a )

1 + (ω
a )

2

)

= Hll(jω)
(1 + (ω

a )
2 + ΘD(ω, b, γ)(1 − b

a )
ω
a + jΘD(ω, b, γ)(1 − b

a )

1 + (ω
a )

2

)

(B.7)
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B.4. Describing function for convex combination struc-

ture
H∗

DF(jω) = (1 − p)HDF,ll(jω) + pHll(jω)

= (1 − p)Hll(jω)
(1 + (ω

a )
2 + ΘD(ω, b, γ)(1 − b

a )
ω
a + jΘD(ω, b, γ)(1 − b

a )

1 + (ω
a )

2

)

+ pHll(jω)

= Hll(jω)
(

1 + (1 − p)
ΘD(ω, b, γ)(1 − b

a )
ω
a + jΘD(ω, b, γ)(1 − b

a )

1 + (ω
a )

2

)

= Hll(jω)
(1 + (ω

a )
2 + (1 − p)ω

a ΘD(ω, b, γ)(1 − b
a ) + j(1 − p)ΘD(ω, b, γ)(1 − b

a )

1 + (ω
a )

2

)

(B.8)

B.5. Phase lead
Using the result of (B.8), the phase lead for the considered first order lead-lag-/lag-
lead filter as a function of frequency, partial reset γ and reset percentage p can be
computed with:

Φr,ll(ω) = arctan

(

(1 − p)ΘD(ω, b, γ)(1 − b
a )

1 + (ω
a )

2 + (1 − p)ω
a ΘD(ω, b, γ)(1 − b

a )

)

(B.9)
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C
Derivation state-space and reset matrix

This appendix chapter shows the derivation of the CRONE reset control state-space
description using two system interconnections and derivation of the reset matrix.

C.1. Introduction

+

+

p

1− pΣr

Σr,base

Σ∗

r

Σnr

ue

ΣR

u∗

r

Figure C.1: Block diagram of the CRONE reset controller parts.

In figure C.1 the block diagram of a CRONE reset controller is depicted. The
CRONE reset controller with state description ΣR consists of a reset part Σ∗

r and
a non-reset part Σnr. Furthermore, within the reset part, a convex combination is
taken of the reset system and its base linear system. Interconnection of the latter
will be handled firstly below.

C.2. Convex combination of the reset controller using par-

allel interconnection

Σr,1−p :







ẋr,1−p = Arxr,1−p + Bre, if e 6= 0,

xr,1−p(t
+) = Aρxr,1−p, if e = 0,

ur,1−p = (1 − p)Crxr,1−p + (1 − p)Dre

(C.1)

Σr,p :

{

ẋr,p = Arxr,p + Bre

ur,p = pCrxr,p + pDre
(C.2)
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+

+

Σ∗

r

e u∗

r

Σr,p

Σr,1−p

Figure C.2: Block diagram of convex combination structure.

The parallel interconnected system of Σr,1−p and Σr,p gives the following state-

space for ξ =
[

xT
r,1−p, xT

r,p

]T

Σ∗
r :







ξ̇ =

[

Ar 0

0 Ar

]

︸ ︷︷ ︸

Ā

ξ +

[

Br

Br

]

︸ ︷︷ ︸

B̄

e, if e 6= 0,

ξ(t+) =

[

Aρ 0

0 I

]

︸ ︷︷ ︸

Āρ

ξ, if e = 0,

u∗
r =

[

(1 − p)Cr pCr

]

︸ ︷︷ ︸

C̄

ξ + Dre

(C.3)

C.3. Series connection reset- and non-reset controller

Σnr

ue

ΣR

Σ∗

r

Figure C.3: Block diagram of series interconnection reset- and non-reset part of controller
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The state-space system of the non-reset part of the controller is given by:

Σnr :

{

ẋnr = Anrxnr + Bnre

unr = Cnrxnr + Dnre
(C.4)

Then the series interconnection of system Σ∗
r and Σnr gives:

ΣR :







φ̇ =

[

Ā 0

BnrC̄ Anr

]

︸ ︷︷ ︸

AR

φ +

[

B̄

BnrD̄

]

︸ ︷︷ ︸

BR

e, e 6= 0

φ(t+) =

[

Āρ 0

0 I

]

︸ ︷︷ ︸

A∗
ρ

φ, e = 0

uc =
[

DnrC̄ Cnr

]

︸ ︷︷ ︸

CR

φ + DnrD̄

(C.5)

where φ = [xT
r,1−p, xT

r,p, xT
nr]

T

The final state-space and reset matrices can be found by substituting equations
C.3 in C.5:







AR =







[

Ar O

O Ar

]

O

Bnr

[

(1 − p)Cr pCr

]

Anr







A∗
ρ =

[

Āρ 0

0 I

]
(C.6)
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D
MATLAB code

This appendix chapter presents the MATLAB code used for stability analysis. Two
stability conditions have been checked in this thesis: the Hβ-condition and the

|λ(Aρe
π
ω Aol)|-condition.

D.1. Hβ-condition

1 %--------------------------------------------------------------------------

2 % Check Hbeta-condition using LMI

3 %--------------------------------------------------------------------------

4

5 % Plant transfer function

6 load Hindividual

7

8 % Compute CRONE-1 reset controller

9 % Initialize parameters

10 PM=55;

11 wcg=200*pi;

12 N=4;

13 scale1=8;

14 scale2=12;

15 ni=1;

16 nf=1;

17

18 % p=1:-0.25:0;

19 p=0.5;

20 gamma=0.5;

21

22 for l=1:length(p)

23 % Compute CRONE reset controller

24 [Cf,Arho,nu,Lreset,C_r,C_nr] = crone1reset('ll',PM,wcg,N,scale1,scale2,...

25 ni,nf,H2,gamma,p(l));

26

27

28 % Initialize LMI

29 % Compute closed loop system

30 syscl=feedback(series(Cf,ss(H2)),1);

31 Acl=syscl.a; % Closed loop A-matrix

32 A=Acl/norm(Acl); % Preprocess A-matrix

33
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34

35 % Initialize dimensions

36 nrho=1; % number of controller reset states

37 nrhobar=size(Cf.a,1)-nrho; % number of controller non-reset states

38 np=size(ss(H2).a,1); % number of plant states

39

40 % Compute C0 and B0

41 Cp=ss(H2).c;

42 beta=sdpvar(1,1,'full','real');

43 Prho=sdpvar(1,1,'full','real');

44 B0=[zeros(np,nrho);zeros(nrhobar,nrho);ones(nrho,nrho)];

45 C0=[beta*Cp zeros(nrho,nrhobar) Prho];

46 P=sdpvar(size(syscl.a,1),size(syscl.a,1),'symmetric');

47

48 % Solve LMI

49

50 lmi=A'*P+P*A<=0;

51 eps=1e-14;

52 constr=[P>=eps*eye(size(syscl.a,1)), B0'*P==C0];

53 ops=sdpsettings('solver','sedumi','verbose',0);

54

55 F=solvesdp([lmi constr],0,ops);

56

57

58 if F.problem==0

59

60 display(strcat('Solution found for: p=',num2str(p(l))))

61

62 end

63

64 end

D.2. |λ(Aρe
π
ω Aol)|-condition

1 %--------------------------------------------------------------------------

2 % |lambda(Arho*exp(pi/w*Aol)|

3 %--------------------------------------------------------------------------

4

5 % Plant transfer function

6 load Hindividual

7 f=logspace(-1,6,1e3);

8

9

10 % Initialize parameters

11 gamma=0.5;

12 p=0.5;

13 N=4;

14 ni=1;

15 nf=1;
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16 scale1=8;

17 scale2=12;

18

19

20 for j=1:length(p)

21

22 for k=1:length(gamma)

23 % Compute CRONE controller

24 [Cf,~,~,~,Cr,Cnr]=crone1reset('ll',55,200*pi,N,scale1,scale2,ni,...

25 nf,H2,gamma(k),p(j));

26

27 % Compute open-loop

28 Cs=ss(series(Cr,Cnr));

29 P=ss(H2);

30 L=series(Cs,P);

31

32 n=size(Cs.a,1); % number of controller states

33 m=size(P.a,1); % number of plant states

34

35 eigenval=zeros(n+m); % initialize

36

37 % Compute reset matrix

38 Arhostar=eye(n);

39 Arhostar(1)=gamma(k);

40 Arho=blkdiag(Arhostar,eye(2));

41

42 % Calculate eigenvalues

43 for i=1:length(f);

44 w=2*pi*f(i);

45 term=Arho*(expm(pi/w*L.a));

46

47 if sum(sum(isnan(term)))==0;

48 eigenval(:,i)=abs(eig(term));

49 end

50 end

51

52 semilogx(f,eigenval)

53 hold on

54 end

55 end

56

57 % Plot figure

58 ylabel('$|\lambda(A_\rho e^{\frac{\pi}{\omega} A_{ol}})|$')

59 xlabel('Frequency (Hz)')

60 grid on

61 set(gca,'YMinorTick','on')
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