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Abstract

The Third Generation Partnership Program’s Long-Term Evolution Advanced
(3GPP LTE-Advanced) group is developing a new standard for mobile broad-
band access that will meet the throughput and coverage requirements of a fourth
generation cellular technology. The key goals for this evolution are increased
data rate, improved spectrum efficiency, improved coverage and reduced latency.
The ultimate results of these goals are significantly improving service provision-
ing and reduction of operator costs for different traffic scenarios. One of the
main challenges faced by the developing standard is providing high throughput
at the cell edge. Cell edge performance is becoming more important as cellular
systems employ higher bandwidths with the same amount of transmit power and
use higher carrier frequencies with infrastructure designed for lower carrier fre-
quencies. One solution to improve coverage is to use the fixed relays to transmit
data between the Base Stations and the Mobile Stations or User Equipments
through multi hop communication. For this reason, relay technologies have been
actively studied and considered in the standardization process of next-generation
mobile broadband communication system. As a next-generation 3GPP standard,
LTE-Advanced exclusively takes the relay technology into account. This thesis
focuses the relay technologies for the LTE-Advanced systems and evaluates the
performance of the relay-enhanced LTE-Advanced network. The approach for
this work is to design several environments for LTE-Advanced networks involving
relays. Incorporating the channel model from the Wireless World Initiative New
Radio (WINNER) project, four environments were designed among which one
environment considers no relay at all and the rest of the environments considered
relay deployments. And the performances of all the environments are evaluated
in terms of Symbol Error Rate (SER) versus the Signal to Noise Ratio (SNR),
under several different scenarios defined in WINNER project. As an outcome, the
simulation results from the simulator show that relay technologies can effectively
improve service performance.
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Chapter 1

Introduction

This thesis involves a study for evaluating the performance of relay-enhanced
LTE-Advanced networks which is formally submitted as a candidate of 4G system
to ITU in late 2009 [25] with the incorporation of the WINNER channel model
[25] in LTE-Advanced standard. WINNER channel model and LTE-Advanced
will be discussed in details later. The main purpose of this chapter is to describe
the background motivation of this work, the main objectives and the general
overview of the thesis.

1.1 Thesis Background

LTE-Advanced [10] is considered to be the next big leap in the mobile commu-
nications world. The target of LTE-Advanced is to reach and surpass the ITU
requirements. LTE-Advanced should be backward compatible and should share
the frequency bands with the previous releases of LTE. One of the important
LTE-Advanced benefits is the ability to take advantage of advanced topology net-
works; optimized heterogeneous networks with a mix of macros with low power
nodes such as picocells, femtocells and new relay nodes [29]. The next signifi-
cant performance leap in wireless networks will come from making the most of
topology, and brings the network closer to the user by adding many of these low
power nodes, which improves the capacity and coverage, and ensures user fair-
ness. LTE-Advanced also introduces multi-carrier to be able to use ultra wide
bandwidth, up to 100 MHz of spectrum supporting very high data rates [28],
which makes LTE-Advanced a worthy standard for 4G. A single ubiquitous radio
access system is required which is adaptable to a comprehensive range of mobile
communication scenarios from short range to wide area and supports the challeng-
ing requirements of systems beyond 3G. The radio channel plays an important
role in the evaluation of transceiver parameters such as modulation, coding, link
adaptation, channel equalization, multi-user scheduling, etc in terms of, e.g. bit-
error-rate (BER), system throughput etc. The European WINNER project [26]
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has developed a new radio concept for Beyond-3G (B3G) wireless communication
system which uses a channel bandwidth of up to 100 MHz for one radio link [25],
and radio frequencies most likely between 2 and 6 GHz [25]. As a result, new
channel models were developed during the WINNER project, based on existing
literature and channel measurements [35], which covers more detailed network
scenarios. The channel models developed in WINNER project become very much
competent for the 4G wireless communication as well as LTE-Advanced. A com-
munication model utilizing both LTE-Advanced standard and WINNER channel
model is necessary to advancement towards the 4G. This thesis was initiated
from the necessity of modeling relay-enhanced LTE-Advanced network with the
incorporation of WINNER channel.

1.2 Thesis Purpose

The LTE-Advanced system will support peak data rates of 100 Mb/s in high mo-
bility environment (up to 350 km/h) [6] and 1 Gb/s in stationary and pedestrian
environments (up to 10 km/h) [7]. The transmission bandwidth of LTE-Advanced
system will be scalable and can change from 20 to 100 MHz, with down link and
up link spectrum efficiencies in the ranges of 1.1 b/s/Hz to 15 b/s/Hz and 0.7
b/s/Hz to 6.75 b/s/Hz [6], respectively. There will be a minimum requirement
on voice over IP (VoIP) capacities in high- and low-mobility environments of
around 30 and 50 active users/sector/MHz. The latency for control and user
planes should be less than 100 ms and 10 ms, respectively, in unloaded condi-
tions [10]. Still by deploying IMT-Advanced standard and enhancements in radio
link technology will not solve the basic problem related to propagation loss, that
is coverage and capacity at the cell border remain relatively small due to low
Signal-to- Noise-Ratio (SNR). A very promising solution to overtake this prob-
lem is to use Relay Nodes (RN) in the network. Deploying RNs near the cell edge
will help to increase the capacity or alternatively to extend the cell coverage area
[3][13].

For this, relay technologies have been actively studied and considered in
the standardization process of next-generation mobile communication systems,
such as 3GPP LTE-Advanced. Relay transmission can be seen as a kind of
collaborative communications, in which a Relay Node (RN) helps to forward the
data-information from a local eNode-B or Base Station (BS) to the neighboring
user equipment (UE). As a result, a RN can effectively extend the signal and
service coverage of an eNB and enhance the overall throughput performance of a
wireless communication system and solve the above mentioned low SNR problem.
A part from this, Relaying technology can also be integrated in normal base
station platforms which is cost efficient and easy to deploy as it does not require
additional back haul [13].

This thesis focuses on evaluating the performance of an LTE-Advanced
network with Relay Nodes. For that we explore the idea and theory of LTE-
Advanced and WINNER channel model to create a simulation model which is
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capable of evaluating the performance of relay deployment in an LTE-Advanced
utilizing the WINNER channel model. The performance is evaluated by analyzing
the Symbol Error Rate (SER) for a certain range of SNRs. For the simplicity of
the simulation environment a number of maximum two Relay Nodes have been
considered in this model as well as a simulator for transmitting and receiving data
bits has also been designed. To the author knowledge, there is not any model
for relay-enhanced LTE-Advanced network incorporating the WINNER channel
model for academic purpose, which is free and open sourced. This model can
lead the researchers to enhance and modify an academic simulation model for the
further researches.

The model has been simulated on MATLAB completely. No actual de-
vices or instruments are involved in this evaluation. So the outcome results are
more theoretical rather than practical. Apart from this, a Free and Open sourced
channel model was necessary to design a LTE-Advanced simulator. But except
WINNER channel model, other models are closed sourced and restricted by the
developer(s). So this thesis utilizes only the free and open sourced WINNER
channel model for designing the simulator.

1.3 Summary of Contribution

In this thesis, our primary focus is to develop a simulator for LTE-Advanced,
which will allow the deployment of relays and can evaluate the Symbol Error
Rate of the deployed system. We designed such a simulator, by maintaining the
requirements of 3GPP [23] so that further research on LTE-Advanced can be
continued based on this model.

1.4 Thesis Overview

This thesis is organized as follows:

In Chapter 2, we give a general overview of LTE-Advanced technol-
ogy. We discuss the current scenario of LTE and then compare that with the
ITU proposed LTE-Advanced. Some of the main key features of LTE and LTE-
Advanced has been discussed there. Apart from this, the relay technologies in
IMT-Advanced as well as LTE-advanced standard are studied in this chapter.

In Chapter 3, WINNER II channel model from the European WINNER
project [25] which has been chosen as the radio channel for this thesis is discussed.
The channel parameters, the path loss models for different scenarios involved in
WINNER II as well as the applicability of the radio channel model are summa-
rized. Also the network layout and delay lines for the channel model has been
discussed briefly.
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In Chapter 4, we discuss the general design of the work, stating the
main components used in this work. Then we present the design concepts of the
simulator as well as the algorithms of the designed simulator.

In Chapter 5, the results from each scenarios and environments of the
simulator are presented. Then an analysis of interpretation and deduction of the
results of each scenarios and environments are presented in this chapter.

In Chapter 6, the conclusions that have been drawn from all the results
obtained in the course of this thesis work has been presented. Recommendations
for the further future research involving this thesis are also proposed in this
chapter.



Chapter 2

Long Term Evolution Advanced (LTE-Advanced)

Broadband with the standards definitions now available for LTE, the Long Term
Evolution of the 3G services, eyes are now turning towards the next development,
that of the truly 4G technology named IMT-Advanced. The new technology being
developed under the auspices of 3GPP to meet these requirements is often termed
LTE-Advanced. In this chapter, some of the key concepts of LTE (Release 8) will
be addressed and then the major differences between LTE and LTE-A will be
provided. Later we will discuss some of the advantages and key features of LTE-
advanced.

2.1 3G Wireless Systems

Long Term Evolution (LTE) based on the radio access technology, is a 3G (third
generation) wireless system’s partnership project. LTE is taking momentum and
continuing to grow at an accelerated pace. However, it is necessary to further
develop the future demands for mobile broadband services through higher data
rates, shorter delays, and even greater capacity. In parallel to these activities
related to the evolution of current 3G wireless technologies, there is also an in-
creased research effort on future radio access, referred to as fourth-generation
(4G) radio access. Such future radio access is anticipated to take the perfor-
mance and service provisioning of wireless systems a step further, providing data
rates up to 100 Mbps with wide-area coverage and up to 1 Gbps with local-area
coverage, fulfilling the requirements for Beyond IMT-2000 systems[18][19]. To
meet the challenges of major enhancements to LTE-Advanced which will be in-
troduced in release 10, 3GPP has initiated the study item on LTE-A, aiming at
achieving additional substantial leaps in terms of service provisioning and cost
reduction[20][21].
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Figure 2.1: OFDM Symbols with Cyclic Prefix

2.2 LTE – An Overview

To set the background for LTE-Advanced, it is necessary to briefly describe the
existing LTE system, known as LTE Release 8.In the following, a brief overview
of the first release of LTE is given.

2.2.1 Transmission Scheme

The core of the LTE down link radio transmission is the Orthogonal Frequency
Division Multiplexing (OFDM) with data being transmitted on a large number
of parallel narrow-band sub carriers,. Due to the use of relatively narrow band
sub carriers in combination with a cyclic prefix, OFDM transmission is inherently
robust to time dispersion on the radio channel without having to resort to ad-
vanced and often relatively complex receiver-side channel equalization. Also in an
OFDM symbol the cyclic prefix, transmitted during the guard interval, consists
of the end of the OFDM symbol as shown in the following Figure 2.1.

The guard interval is used so that the receiver will integrate over an
integer number of sinusoid cycles for each of the multipath when it performs
OFDM demodulation with the FFT. For the down link, this is an attractive
property as it simplifies the receiver base band processing with a reduced terminal
cost and power consumption as consequences. This is especially important taking
into account the wide transmission bandwidths of LTE and even more so in
combination with advanced down link multi-antenna transmission such as spatial
multiplexing.

For the up link, where the available transmission power is significantly
lower than for the down link, the situation is somewhat different. Rather than
the amount of signal processing in the receiver, one of the most important factors
in the up link design is to allow for highly power efficient transmission. This
will improve coverage and reduce terminal cost and power consumption at the
transmitter. For this reason, to improve the RF transmission power efficiency in
the UE, single-carrier transmission based on DFT-precoded OFDM, sometimes
referred to as Single-Carrier FDMA, is used for the LTE up link. SC-FDMA
has similar performance and essentially the same overall structure as those of
an OFDMA system. One prominent advantage of SC-FDMA over OFDMA is
that the SC-FDMA signal has lower peak-to-average power ratio (PAPR). In the
up-link communications low PAPR greatly benefits the User Equipment (UE) in



7

terms of transmit power efficiency [18].

Guard intervals with cyclic repetition are introduced between blocks of
symbols as in OFDM explained earlier. In OFDM, FFT is applied on the receiver
side on each block of symbols, and IFFT on the transmitter side. In SC-FDMA,
both FFT and IFFT are applied on the transmitter side, and also on the receiver
side. However SC-FDMA requires transmissions in consecutive bands, and thus
introduces restrictions on the frequency domain packet scheduling for individual
users compared to OFDMA.

2.2.2 Spectrum Flexibility

Depending on regulatory aspects in different geographical areas, radio spectrum
for mobile communication is available in different frequency bands, of different
sizes, and comes as both paired and unpaired bands. Paired frequency bands
implies that up link and down link transmissions are assigned separate frequency
bands, while in case of unpaired frequency bands up link and down link has to
share the same frequency band. Also, at least in an initial migration phase,
different radio access technologies often need to be able to operate jointly in the
same overall spectrum. Spectrum flexibility, enabling operation under all these
conditions, is one key feature of the LTE radio access.

LTE is not only able to operate in different frequency bands but can
also be deployed with different bandwidths in order to be able to operate in
spectrum of different size as well as allow for efficient migration of other radio
access technologies to LTE. More specifically, LTE allows for an overall system
bandwidth ranging from as small as 1.4 MHz up to 20 MHz, where the latter is
needed to provide the highest LTE data rates [23]. All terminals will support the
widest bandwidth. A unique LTE possibility is the possibility to use different
up link and down link bandwidths, allowing for asymmetric spectrum utilization.
Furthermore, as already mentioned, LTE enables operation in both paired and
unpaired spectrum by supporting both Frequency-Division Duplex (FDD) and
Time-Division Duplex (TDD) operation with a single radio-access technology.
.

2.2.3 Multi-Antenna Solutions

Multiple Input Multiple Output (MIMO) is the major feature used to improve
the performance of the LTE system, it allows in improving the spectral efficiency
and data throughput. MIMO consists of multiple antennas on the receiver and
transmitter to utilize the multipath effects. This reduces the interference and
leads to high throughputs. Multipath occurs when the different signals arrive at
the receiver at various times intervals. MIMO divides a data stream into multiple
unique streams, transmits data streams in the same radio channel at the same
time. The receiving end uses an algorithm or employs special signal processing
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Figure 2.2: LTE Tx and Rx Schemes (4×2 MIMO)

to generate one signal that was originally transmitted from the multiple signals
[22].

This multi-antenna transmission technique is an integral part of LTE
from the first release and the channel quality measurements for link adaptation
and scheduling are designed to cater for this. The fact that all terminals support
at least two receive antennas is important, as it allows the networks to be planned
assuming at least the presence of down link receive diversity. More advanced
multi-antenna schemes are also supported by LTE, including transmit diversity,
spatial multiplexing (including both so-called single-user MIMO as well as multi-
user MIMO), and beam-forming. Which of the scheme (or which combination of
schemes) to use depends on the scenario. In the up link, both open and closed-
loop transmit antenna selection are supported as optional features.

LTE transmit diversity is based on so called Space Frequency Block Cod-
ing (SFBC), complemented with Frequency Shift Transmit Diversity (FSTD) in
case of four transmit antennas. Transmit diversity is primarily intended for com-
mon down link channels to provide additional diversity for transmissions for which
channel dependent scheduling is not possible. However, transmit diversity can
also be applied to user-data transmission, e.g. to Voice-over-IP (VoIP), where the
relatively low user data rates may not justify the additional overhead associated
with channel-dependent scheduling. In case of spatial multiplexing, up to four
antennas at both the transmitter (base station) and the receiver (terminal) side
are used to provide simultaneous transmission of multiple parallel data streams,
also known as layers, over a single radio link, thereby significantly increasing the
peak data rates that can be provided over the radio link. As an example, with
four base-station transmit antennas, and a corresponding set of (at least) four
receive antennas at the terminal side, up to four data streams can be transmitted
in parallel over the same radio link, effectively quadrupling the data rate.

2.2.4 Inter-Cell Interference Coordination

LTE provides orthogonality between users within a cell in both up link and down
link, i.e. at least in principle there is no interference between transmissions within
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one cell (no intra-cell interference). Hence, LTE performance in terms of spectrum
efficiency and available data rates is, relatively speaking, more limited by inter-
ference from other cells (inter-cell interference) compared to WCDMA/HSPA,
especially for users at the cell edge. Means to reduce or control the inter-cell
interference can therefore, potentially, provide substantial benefits to LTE per-
formance, especially in terms of the service (data rates, etc.) that can be provided
to users at the cell edge. Up link power control is one of the mechanisms in LTE
used for this purpose. It is used not only to control the received signal strength
in the intended cell, but also to control the amount of interference in neighboring
cells.

Inter-cell interference coordination is a scheduling strategy, used to con-
trol the inter-cell interference in both up link and down link. A simple method
to improve cell edge data rates is to statically restrict the usage of parts of the
bandwidth, e.g., through a reuse larger than one. Such schemes improve the
signal-to-interference ratios of the used frequencies. However, the loss due to a
reduced bandwidth availability is typically larger than the corresponding gain
due to higher signal-to-interference ratio, leading to an overall loss of efficiency.
The LTE standard therefore provides tools for inter-cell interference coordination
of the scheduling in neighbor cells such that cell-edge users in different cells are
preferably scheduled on complementary parts of the spectrum when needed. Note
that a major difference from static reuse schemes is that LTE still allows for the
total available spectrum to be used in all cells. Bandwidth restrictions are only
applied when traffic and radio conditions motivate this.

To aid up link inter-cell coordination, LTE defines two indicators that
can be exchanged between base stations:

• the high-interference indicator, providing information to neighboring cells
about the part of the cell bandwidth upon which the cell intends to schedule
its cell-edge users;

• the overload indicator, used to indicate the experienced interference level
in each part of the bandwidth to neighboring cells.

2.3 Evolution of LTE-Advanced

Although the term LTE-Advanced is used frequently, it is important to stress that
this is not a new radio-access scheme but rather the evolution of LTE to further
improve the performance. LTE-Advanced is thus a name for a future release of
the LTE standard, currently predicted to release-10. Being an evolution of LTE,
LTE-Advanced should be backwards compatible in the sense that it should be
possible to deploy LTE-Advanced in spectrum already occupied by the first release
of LTE with no impact on existing LTE terminals. A direct consequence of this
requirement is that, for an LTE terminal, an LTE-Advanced-capable network
should appear as an LTE network. Such spectrum compatibility is of critical
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Table 2.1: ITU and 3GPP Requirements [23]

Quantity IMT-Advanced LTE-Advanced
Peak Data Rate UL 1 Gbit/s

DL 500 Mbit/s
Spectrum Allocation up to 40 MHz up to 100 MHz

User Plane 10 ms 10 ms
Latency Control Plane 100 ms 50 ms

Peak 15 bit/s/HZ DL 30 bit/s/HZ DL
Spectrum 6.75 bit/s/HZ UL 15 bit/s/HZ UL
Efficiency Average 2.2 bit/s/HZ DL 2.6 bit/s/HZ DL
(4 ant BS, 1.4 bit/s/HZ UL 2.0 bit/s/HZ UL

2 ant terminal) Cell Edge 0.06 bit/s/HZ DL 0.09 bit/s/HZ DL
0.03 bit/s/HZ UL 0.07 bit/s/HZ UL

importance for a smooth, low-cost transition to LTE-Advanced capabilities within
the network and is similar to the evolution of WCDMA to HSPA.

In addition to the fundamental requirement of being an evolution of
LTE and thus backwards compatible, the 3GPP has defined a set of targets
[23] to be fulfilled by LTE-Advanced. These requirements are a super-set of the
IMT-Advanced requirements, i.e., LTE-Advanced will fulfill, and sometimes even
surpass, the IMT-Advanced requirements. For example, the spectrum efficiency
requirements are significantly higher for LTE-Advanced than for IMT-Advanced
as illustrated in Table I. In fact, many of the IMT-Advanced requirements are
close to be fulfilled already with the first release of LTE.

As can be seen in Table 2.1, requirements are set not only on the peak
spectral efficiency, but also on the average and cell-edge spectral efficiency. The
latter are, in most practical deployments, more important than the peak rates
and [23] therefore explicitly states that “special focus should be put on improving
the cell edge performance” to provide a reasonably homogeneous user experience
across the cell. LTE-Advanced will also provide further enhanced spectrum flex-
ibility beyond the capabilities of LTE Release 8 and be capable of exploiting
spectrum allocations up to 100 MHz.

The link performance of current LTE is already quite close to the Shan-
non limit. From a pure link-budget perspective, the very high data rates tar-
geted by LTE-Advanced require a higher SNR than what is typically experienced
in wide-area cellular networks. Although some link improvements are possible,
e.g. using additional bandwidth as a means to improve the coding/modulation
efficiency, it is necessary to find tools for improving the SNR,e.g. by means to
allow for a denser infrastructure at reasonable cost. In the following subsections,
some examples of technologies considered for LTE-Advanced are outlined.
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Figure 2.3: Example of Carrier Aggregation

2.3.1 Wider-band transmission and spectrum sharing

Already the first release of LTE radio-access specification provides extensive sup-
port for deployment in spectrum allocations of various characteristics. Thus,
LTE can be deployed in spectrum allocations of different size, with transmission
bandwidths ranging from around 1.25 MHz, suitable for initial migration of e.g.
cdma2000/1xEV-DO systems, up to around 20MHz, needed to provide the high-
est LTE data rates of 300 Mbit/s. Furthermore, LTE allows for operation in
both paired and unpaired spectrum by providing a single radio-access technology
supporting Frequency-Division Duplex (FDD) as well as Time Division Duplex
(TDD). In TDD mode-of-operation, LTE also achieves full spectrum compatibil-
ity with the current 3GPP TDD-based TD-SCDMA radio-access technology.

The very high peak-data rate targets for LTE-Advanced can only be ful-
filled in a reasonable way with a further increase of the transmission bandwidth,
compared to what is supported with the first release of LTE, and transmission
bandwidths up to 100 MHz have been discussed in the context of LTE-Advanced.
At the same time, such a bandwidth extension should be done while preserving
spectrum compatibility. This can be achieved done with so called carrier aggre-
gation, where multiple LTE “component carriers” are aggregated on the physical
layer to provide the necessary bandwidth. Carrier aggregation is illustrated in
Figure 2.3. To an LTE terminal, each component carrier will appear as an LTE
carrier, while an LTE-Advanced terminal can exploit the total aggregated band-
width.

In Figure 2.3, the case of contiguous component carriers is illustrated
although, from a baseband perspective, this is not a prerequisite. Access to large
amounts of contiguous spectrum, in the order of 100 MHz, may not always be
possible. LTE-Advanced could therefore allow for aggregation of non contigu-
ous component carriers in, possibly, separate spectrum (spectrum aggregation)
to handle situations where large amounts of contiguous spectrum are not avail-
able. However, it should be noted that aggregation of non-contiguous spectrum
is challenging from an implementation perspective. Thus, although spectrum
aggregation would be supported by the basic specifications, the actual imple-
mentation will be strongly constrained, including specification of only a limited
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number of aggregation scenarios and aggregation over dispersed spectrum only
being supported by the most advanced terminals.

For a component carrier to be accessible by an LTE terminal, synchro-
nization signals and broadcast channels need to be present. On the other hand,
for an LTE-Advanced terminal capable of receiving multiple component carriers,
it is sufficient if these signals are available on one of the component carriers only.
Hence, an operator can, by enabling/disabling synchronization signals, control
which part of the spectrum that should be accessible to LTE terminals. Whether
carrier aggregation is used or not, and which component carriers to aggregate,
is provided to the LTE-Advanced terminals as part of the system information.
Finally, note that access to higher transmission bandwidths is not only useful
from a peak-rate perspective, but also, and probably more important, as a tool
for extending the coverage of medium data rates. As an example, assume a data
rate requiring the use of higher order modulation and/or high code rates in LTE.
With access to higher bandwidths, the same data rate may be possible to provide
with power-efficient QPSK modulation and/or lower code rate, both impacting
the link budget favorably.

One key issue for LTE-Advanced is the availability of radio spectrum.
Increased data bandwidth comes at the cost of requiring wider transmission band-
widths. Even though the spectrum can be used more efficiently using techniques
such as MIMO and beam forming, it is still necessary to have greater levels
of available spectrum. As a result some new bands were identified for use by
IMT/IMT Advanced technologies at the World Radio Conference in 2007. Pos-
sible bands included:

• 450-470 MHz

• 698-862 MHz

• 790-862 MHz

• 2.3-2.4 GHz

• 3.4-3.6 GHz

These allocations are not yet confirmed and they may not be available on a
worldwide basis. In addition to this, it is recognized that LTE-Advanced may
need to use non-contiguous spectrum, and send data over transmission in different
frequency bands.

2.3.2 Enhanced Multi-antenna solutions

Multi-antenna technologies, including beam-forming and spatial multiplexing, are
key technology components already of LTE and can safely be expected to continue
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Figure 2.4: LTE_Advanced Tx and Rx Schemes (8×4 MIMO)

to play an even more important role as part of LTE-Advanced. The current LTE
multi-antenna design supports up to four antenna ports with corresponding cell-
specific reference signals in the down link, in combination with code book-based
precoding.

This structure supports both spatial multiplexing of up to four layers,
implying peak-data rates of 300 Mbit/s, as well as (code book-based) beam-
forming. Together with a total bandwidth of 100 MHz, the current LTE spatial
multiplexing schemes would result in a peak rate of 1.5 Gbit/s, well beyond the
LTE-Advanced requirement. As a minimum, support for spatial multiplexing on
the up link is anticipated to be part of LTE-Advanced. The reason for this is
that even by just considering the ITU requirements, up link spatial multiplexing
is, in practice, needed to fulfill the peak spectral-efficiency targets.

Increasing the number of supported down link transmission layers beyond
four is possible, and can be used as complement to a peak-rate increase through
bandwidth expansion. However, spatial multiplexing of a large number of trans-
mission layers to a single terminal is mainly useful in high-SNR scenarios found in
close proximity to a base station or in specific scenarios such as small cells or fixed
wireless deployments. At the same time, a more relevant target is to improve the
wide-area data rates. Hence, improved support for beam-forming as a tool to
increase the SNR at the receiver and to employ spatial multiplexing within the
beam is in many situations more important than increasing the number of trans-
mission layers alone. Code book-based beam-forming with cell-specific reference
signals may result in excessive overhead if more than four antennas are used and
improved support for UE-specific reference signals may therefore be attractive for
LTE-Advanced.

2.3.3 Coordinated multi-point transmission

The data rates targeted by LTE-Advanced require a (significant) improvement
in the SINR at the terminal. Beam-forming is one possibility. Already in cur-
rent networks, multiple, geographically dispersed antennas connected to a central
baseband processing unit are used as a cost-efficient way of building networks.
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Figure 2.5: Coordinated Multi point Transmission

Such structures open up new transmission strategies. With the base band pro-
cessing located in a single node, coordinated multi-point transmission/reception
(CoMP), illustrated in Fig. 2.5, can be deployed. In the down link it implies co-
ordination of the transmissions from multiple transmission points. Depending on
to what extent the terminals are aware of transmissions originating from multiple
points, three different alternatives, A, B, C, can be envisioned.

In alternative A, the terminals are not aware of the transmission originat-
ing from multiple, geographically separated points. The same receiver processing
and measurement reporting as for single-point transmission is used. Hence, in
principle, the introduction of multi-point transmission can be made in a back-
wards compatible way, benefiting also existing LTE terminals. The network can,
e.g. based on existing path loss measurements, determine from which transmis-
sion points to transmit to a specific terminal. As the terminals are not aware of
the presence of multi point transmission, UE-specific reference signals, available
already in the first release of LTE, has to be used for channel estimation. In
this setting, coordinated multi-point transmission provide diversity gains similar
to those found in single frequency broadcast networks and results in improved
power amplifier utilization in the network, especially in a lightly loaded network
where otherwise some power amplifiers would be idle.

In alternative B, the terminals provide channel-status feedback to the
network for all down link channels visible to a particular terminal while the
receiver processing remains the same as for single-point transmission. At the net-
work side, as all processing is located in a single node, fast, dynamic coordination
of the transmission activity at the different transmission points is possible. One
possibility is to do spatial profiteering of the signal transmitted to a particular
terminal to reduce inter-user interference, possibly also complemented by dirty
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paper coding [24]. This type of coordinated multi-point transmission can in prin-
ciple provide similar benefits as alternative A above but, in addition to improving
the strength of the desired signal, it also allows for coordinating the inter user
interference to further improve the SNR. Since the terminal is not aware of the
exact processing in the network, UE-specific reference signals are needed.

In alternative C, the channel-status reporting is the same as in approach
B. However, unlike approach B, the terminals are provided with knowledge about
the exact coordinated transmission (from which points, with what transmission
weights etc). This information can be used for received signal processing at the
terminal side, but comes at a cost of increased down link overhead. For the
up link, coordinated multi point reception is mainly a question of applying the
relevant signal processing at the receiver. In many respects, this is similar to
macro diversity, used already today in many cellular systems.

2.3.4 Relays and Repeaters

The very high data rates targeted by LTE-Advanced requires, as already men-
tioned, a tighter infrastructure. Coordinated multi point transmission, described
above, is one possibility for deploying a denser infrastructure. Another possibility
for providing a denser infrastructure from a link-budget perspective is to deploy
different types of relaying solutions. In essence, the intention is to reduce the
transmitter-to-receiver distance, thereby allowing for higher data rates. Depend-
ing on the scheme applied, different types of relaying solutions can be envisioned,
although they all share the basic property of relaying the communication between
the donor cell and the terminal. The donor cell may, in addition to serving one
or several relays, also communicate directly with other terminals.

Two types of Relays (RN) have been defined in 3GPP LTE-Advanced
standards, Type-I and Type-II, and non-transparency and transparency [13].
Specifically, a Type-I (or non-transparency) RN can help a remote UE unit,
which is located far away from an BS, to access the BS. So a Type-I RN needs to
transmit the common reference signal and the control information for the BS, and
its main objective is to extend signal and service coverage. Type-I RNs mainly
perform IP packet forwarding in the network layer (layer 3) and can make some
contributions to the overall system capacity by enabling communication services
and data transmissions for remote UE units. On the other hand, a Type-II (or
transparency) RN can help a local UE unit, which is located within the coverage
of an BS and has a direct communication link with the BS, to improve its service
quality and link capacity. So a Type-II RN does not transmit the common ref-
erence signal or the control information, and its main objective is to increase the
overall system capacity by achieving multipath diversity and transmission gains
for local UE units.

The simplest form of relay is a repeater, which simply amplify and for-
ward the received analog signals. Repeaters and are used already today, e.g.
for handling coverage holes. Traditionally, once installed, repeaters continuously
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Figure 2.6: Deploying relay

forwards the received signal regardless of whether there is a terminal in its cov-
erage area or not. Such repeaters are invisible to both the terminal and the base
station. More advanced repeater structures can also be considered, e.g. schemes
where the network can control the transmission power of the repeater and, for
example, activate the repeater only when users are present in the area handled by
the repeater in order to increase the supported data rates in the area. Irrespec-
tive of these mechanisms, as they simply amplify-and-forward the received signal,
repeaters are backwards compatible in the sense that they are invisible to the ter-
minal and hence also can serve Rel-8 terminals. All radio-resource management
functions such as mobility, scheduling, retransmission mechanism are handled by
the base station.

The intermediate relay node may also decode and re encode any received
data prior to forwarding it to the served users. This is often referred to as decode-
and forward relaying. As the intermediate node decodes and re-encodes received
data blocks a significant delay is introduced, longer than the LTE sub frame dura-
tion of 1 ms. However, no noise or interference is forwarded by the relay node and
rate adaptation may be performed individually for each link. As for repeaters,
many different options exist depending on supported features (e.g. support of
more than two hops, support of mesh structures). Although very similar in their
basic characteristics (e.g. introduction of delays and avoidance of noise amplifica-
tion), different relaying structures have different properties depending on which
functions that are controlled by the relay. A straightforward relaying solution
is to let the relay perform the same functions as normally handled by the base
station, e.g. hybrid-ARQ retransmissions, scheduling, and mobility functions. In
essence, the relay is, from a functional perspective, a base station and therefore
there is no need to define new functions for mobility. This relaying solution is
sometimes referred to as self-back hauling or “layer-3” relaying. Since the relay
from a logical perspective is identical to a base station, it will be capable of han-
dling Rel-8 terminals, which is highly beneficial from a backwards compatibility
perspective. Naturally, although the relay acts as a base station from a functional
perspective, its physical implementation may still be different, e.g. lower output
power and smaller size than a regular base station.

Another possibility is to only keep part of the radio resource control in
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the relay, e.g. hybrid-ARQ retransmissions and scheduling, while keeping other
functions, e.g. mobility handling, in the base station. Such relaying schemes,
sometimes referred to as “layer-2” relaying, may require new mobility mecha-
nisms to be defined, e.g. relay-to-base-station handover, in which case they will
not be backwards compatible with Release 8. It is also questionable if there are
any gains with this type of relaying compared to self back hauling. Regardless
of the decode-and-forward relaying solution, there is a need for anchor-to-relay
communication, preferably operating in the same spectrum as communication
to/from the terminals. Simultaneous reception from the donor cell and transmis-
sion to terminals by the relay can be troublesome due to interference from the
relay down link transmitter to the relay down link receiver. Similarly when the
relay is transmitting in the up link to the donor cell, it may be troublesome to
receive up link transmissions from terminals.

Hence, it is necessary to operate the relay such that the relay is not
transmitting in the down link when it is supposed to receive data from the donor
cell, i.e. to create gaps in the relay-to-terminal transmission. Note that, if the
relay is to serve Rel-8 terminals as well, the mechanisms to create the gaps must
be present already in Rel-8. Otherwise, the terminals would expect down link
transmission, at least in the form of cell-specific reference signals, in each (down
link) sub frame. Such a mechanism is actually included already in the first release
of LTE in the form of MBSFN (multi cast broadcast single frequency network)
sub frames, originally introduced for single-frequency broadcasting transmissions.
In an MBSFN sub frame, the terminal will not expect down link transmission,
except for the first OFDM symbols. Consequently, the remaining part of the
MBSFN sub frame can be used for donor-to-relay communication.

2.3.4.1 Pairing schemes for relay selection

Consider a network with multiple RNs and multiple UE units in each cell. One
of the key challenges is to select and pair nearby RNs and UE units to achieve
the relay/cooperative gain. The selection of relay partners (i.e., with whom to
collaborate) is a key element for the success of the overall collaborative strategy.
Practically, it is very important to develop effective pairing schemes to select ap-
propriate RNs and UE units to collaborate in relay transmissions, thus improving
throughput and coverage performance for future relay-enabled mobile communi-
cation networks. This pairing procedure can be executed in either a centralized
or distributed manner. In a centralized pairing scheme, an BSs will serve as a
control node to collect the required channel and location information from all
the RNs and UE units in its vicinity, and then make pairing decisions for all
of them. On the contrary, in a distributed pairing scheme, each RN selects an
appropriate UE unit in its neighborhood by using local channel information and
a contention-based medium access control (MAC) mechanism. Generally speak-
ing, centralized schemes require more signaling overhead, but can achieve better
performance gains, than their distributed counterparts.

Some centralized and distributed pairing schemes have been developed
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for multiple-RN-single-UE and single-RN-multiple-UE scenarios [13], aiming at
optimizing the throughput performance of a single two hops link (or a single UE
unit). Only limited work has been reported in the literature for the more gen-
eral multiple-RN-multiple-UE scenario [9, 10]. Specifically, a centralized pairing
scheme based on a min-max criterion and the bipartite graph theory is proposed in
[9], which can minimize the maximal outage probability of all the UE units while
guaranteeing fairness among them. In [10] another centralized pairing scheme
is developed to enable every UE unit to measure the channel qualities toward
its neighboring UE units and then identify a list of relay-capable neighbors by
using a predefined threshold. This information will be sent to the BS, which
will make pairing decisions by sorting the orders in those lists from different UE
units. To the best of our knowledge, no distributed pairing scheme has been
published for the multiple-RN-multiple-UE scenario yet. In this section we de-
velop and evaluate both centralized and distributed pairing schemes for achieving
multipath diversity and optimizing the overall system performance in a realistic
multiple-RN-multiple-UE scenario.

2.3.4.2 Centralized Pairing Scheme

In a centralized pairing scheme, each RS identifies a set of UE units it can serve
in its vicinity and checks the channel condition (service quality) for the links
between the RN and the BS and between the RN and every UE unit in this
service set. This information needs to be periodically updated and reported to
the local BS to capture dynamic changes of neighborhood and channel conditions
at each RN. After receiving timely updates from all the RNs in the same cell, the
corresponding BS will generate a two dimensional matrix C = [ci,j] with its rows
and columns corresponding to UE IDs and RNs IDs, respectively. In matrix C
the element ci,j(ci,j ≥ 0) represents the achievable data rate over a two hops relay
transmission when the ith UE is served by the jth RN. If the ith UE is not in
the service set of the jth RNs, ci,j is set to zero. Otherwise, ci,j can be calculated
based on the instantaneous channel conditions between the ith UE and the jth
RN, and between the jth RN and the BS. Under the condition that each RN
can serve only one UE unit at a time, the optimization objective of a centralized
pairing scheme is to maximize the number of served UE units. Specifically, the
BS will manipulate matrix C by keeping as many non-zero rows as possible (i.e.,
at least one positive element exists in each of these rows), while maintaining at
most one nonzero element in each column because one RN cannot serve more
than one UE unit simultaneously. To achieve the optimization objective, the BS
first searches and keeps those rows with only one non-zero element; that is, the
UE units with only one RN in their vicinities are given high priority to be paired
with their only RN. If several such high-priority UE units are sharing the same
RN, the one with the maximal achievable data rate will be selected; as a result,
the rows corresponding to the other UE units will be eliminated from matrix C.
Once an RN is selected for a UE unit, it cannot be used by any other UE units (if
any) in its service set. Thus, the BS will clear the values (i.e., set to zeros) along
the column where the selected RN is located, except for the row corresponding
to the paired UE. Following the same criteria, the BS will iteratively check and



19

keep the remaining rows, starting with those having fewer non-zero elements, and
then continuously update the matrix C by setting zeros into the corresponding
column each time an appropriate RN is paired with a new UE unit. Finally, all
the columns contain only one non-zero element (i.e., the paired UE and RN), and
this complete pairing result will be broadcast to all the RNs and UE units in the
same cell. The overall throughput for the served UE units can be calculated by
adding these nonzero values together.

2.3.4.3 Distributed Pairing Scheme

To reduce periodic information exchange and signaling overhead in the centralized
pairing scheme, a simple distributed pairing scheme based on a contention-based
MAC mechanism has been proposed in [13]. Specifically, a common slotted com-
munication channel is shared by all the RNs in the same cell. Every N slots
are grouped into a pairing section, and a complete pairing procedure contains M
pairing sections. In practice, these parameters N and M can be tuned accord-
ing to the densities of RNs and UE units in each cell, thus to achieve a better
performance trade off between collisions and delay in the proposed distributed
pairing procedure. In the distributed pairing scheme, each RN first identifies
its service set of neighboring UE units. It also evaluates the channel conditions
between itself and the BS, as well as those UE units in the service set. Then, in
the first pairing section of the distributed pairing procedure, those RNs with a
single-UE service set each randomly selects a time slot from the N slots in this
pairing section to broadcast its served/paired UE ID. If multiple RNs choose the
same time slot to announce their served UE units, a pairing collision occurs, and
those RNs involved will try again in the next pairing section. Other RNs with
a service set consisting of more than one UE unit will listen to the broadcast
messages in the first pairing section and then update their service sets by remov-
ing those announced/paired UE units. The second pairing section is for those
collided RNs (if any) in the first pairing section and some additional RNs, each
having a newly updated service set of only one UE unit. These RNs will inde-
pendently select their own time slot to announce their served/paired UE units
in the second pairing section. Pairing collisions may occur, and the remaining
RNs (with a service set of more than one UE unit) will update their service sets
accordingly after hearing the successfully announced UE IDs. The same process
continues in the following pairing sections, until the last (i.e., the Mth) section,
wherein each remaining (unpaired) RN will select a UE unit from its current
service set and announce its final pairing choice at a random time slot. Pairing
collisions in this last section will not be resolved, and a new pairing procedure
will start over again when an RN’s neighborhood is changed due to user mobility
or dynamic channel conditions. By introducing high priority for the RNs with a
single-UE service set in the pairing procedure, the proposed distributed pairing
scheme can effectively reduce pairing collisions, increase successful pairing prob-
ability, and thus achieve the objective of serving as many UE units as possible in
a multiple-RN-multiple-UE scenario.
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2.4 Advantages and Key Features Of LTE- Advanced

2.4.1 Advantages

Some advantages that are applicable to the 4th Generation mobile communica-
tions are also applicable to LTE-Advanced. With average download speeds of
400 Kbps to 700 Kbps, the network offers enough bandwidth to enable cell phone
users to surf and download data from the Internet. LTE-Advanced should signif-
icantly lower the bit-cost for the end-users and the total cost of ownership for the
operators. At the same time, LTE-A should meet new emerging challenges such
as energy-efficient Radio Access Network (RAN) design, increase the flexibilities
of network deployments, and off load networks from localized user communica-
tions. Regardless of the actual technology, the forthcoming technology will also
be able to allow the complete interoperability among heterogeneous networks and
associated technologies, thus providing clear advantages in terms of:

• Coverage: The user gets best QoS and widespread network coverage as
there is network availability at any given time.

• Bandwidth: Sharing the resources among the various networks will reduce
the problems of spectrum limitations of the third generation.

2.4.2 Key Features

• Various concepts for relay nodes

• UE Dual TX antenna solutions for SU-MIMO and diversity MIMO

• Scalable system bandwidth exceeding 20 MHz, Potentially up to 100 MHz

• Local area optimization of air interface

• Nomadic / Local Area network and mobility solutions

• Flexible spectrum usage

• Cognitive radio

• Automatic and autonomous network configuration and operation

• Enhanced precoding and forward error correction

• Interference management and suppression

• Asymmetric bandwidth assignment for FDD
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• Hybrid OFDMA and SC-FDMA in up link

• UL/DL inter BS coordinated MIMO

Apart from this the Heterogeneous Services (Services that are heterogeneous in
nature; for example, different types of services such as audio, video etc.) such
as quality and accessibility may not be the same due to the heterogeneity of the
network. For instance, a user in proximity of the shopping mall but out of the
coverage of a LAN can still receive pop-up advertisements using the Miltie-hop
adhoc network setup in his surrounding. Therefore the dynamics of the network
environment can change the number of users, terminals, topology, etc.

2.5 Comparison between LTE and LTE-advanced

A summary comparison of performance requirements of LTE with some of the
current agreements of LTE Advanced [23] are:
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Table 2.2: Comparison between LTE and LTE-Advanced [23]

Technology LTE LTE-Advanced
Peak Data Rate Down
link

150 Mbit/s 1 Gbit/s

Peak Data Rate Up
link

75 Mbit/s 500 Mbit/s

Transmission
Bandwidth Down link

20 MHz 100 MHz

Transmission
Bandwidth Up link

20 MHz 40 MHz (as
defined by ITU)

Optimized for
low speeds (<15

km/hr),
Mobility High

performance as
speeds up to 120

km/hr,

Same as in LTE

Maintain links at
speeds up to 350

km/hr
(a) Same as LTE

requirement
Coverage Full Performance

up to 5 Km
(b) should be
optimized or
deployment
in local

areas/micro cell
environments

Scalable Bandwidths 1.3, 3, 5, 10, and
20 MHz

up to 20-100
MHz

Capacity 200 active users
cell in 5 MHz

3 times higher
than that in LTE



Chapter 3

WINNER II Channel Model

The goal of WINNER was to develop a single ubiquitous radio access system
adaptable to a comprehensive range of mobile communication scenarios from
short range to wide area. This will be based on a single radio access technol-
ogy with enhanced capabilities compared to existing systems or their evolutions.
WINNER II is a continuation of the WINNER I project, which developed the
overall system concept. WINNER II has developed and optimized this concept
towards a detailed system definition. The novel features of the WINNER-II mod-
els are its parametrization, using of the same modeling approach for both indoor
and outdoor environments, new scenarios like outdoor-to-indoor and indoor-to-
outdoor, elevation in indoor scenarios, smooth time (and space) evolution of
large-scale and small-scale channel parameters (including cross-correlations), and
scenario-dependent polarization modeling. The models are scalable from a single
single-input-single-output (SISO) or multiple-input-multiple-output (MIMO) link
to a multi-link MIMO scenario including polarization among other radio channel
dimensions. In this chapter we describe the key features and mathematical model
of WINNER channel model in brief.

3.1 Channel Model

WINNER channel model is a geometry based stochastic model. Geometry based
modeling of the radio channel enables separation of propagation parameters
and antennas. The channel parameters for individual snapshots are determined
stochastically, based on statistical distributions extracted from channel measure-
ment.

Antenna geometries and field patterns can be defined properly by the
user of the model. Channel realizations are generated with geometrical principle
by summing contributions of rays (plane waves) with specific small scale parame-
ters like delay, power, AoA and AoD. Superposition results to correlation between

23
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Figure 3.1: The Channel Model [25]

antenna elements and temporal fading with geometry dependent Doppler spec-
trum. A number of rays constitute a cluster. Elements of the MIMO channel,
i.e. antenna arrays at both link ends and propagation paths, are illustrated in
Figure 3.1.

Transfer matrix of the MIMO channel is [25]:

H (t; τ) =
N∑

n=1
Hn (t; τ) (3.1)

It is composed of antenna array response matrices Ftx for the transmitter,
Frx for the receiver and the propagation channel response matrix hn for cluster
n as follows [25]:

Hu,s,n (t; τ) =
¨

Frx (ϕ) hn (t; τ, φ, ϕ) FT
tx (φ) dφdϕ (3.2)

The channel from T x antenna element s to Rx element u for cluster n is
as follows [25]:

Hu,s,n (t; τ) =
M∑

m=1

[
Frx,u,V (ϕn,m)
Frx,u,H (ϕn,m)

]T [
αn,m,V V αn,m,V H

αn,m,HV αn,m,HH

] [
Ftx,s,V (φn,m)
Ftx,s,H (φn,m)

]

× exp
(
j2πλ−1

0 (ϕn,m � rrx,u)
)

exp
(
j2πλ−1

0 (ϕn,m � rrx,u)
)

× exp (j2πυn,mt) δ (τ − τn,m) (3.3)
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where,

F rx,u,V and Frx,u,H are the antenna element u field patterns for vertical
and horizontal polarizations respectively

αn,m,V V and αn,m,V H are the complex gains of vertical-to-vertical and
horizontal-to-vertical polarizations of ray n, m respectively

λ0 is the wave length of carrier frequency

φn,m is AoD unit vector

ϕn,m is AoA unit vector

rtx,s and rrx,u are the location vectors of element s and u respectively

υn,m is the Doppler frequency component of ray n, m

If the radio channel is modeled as dynamic, all the above mentioned small
scale parameters are time variant, i.e. function of t.

3.2 Channel Parameters

Parameters used in the WINNER II Channel Models have been listed and shortly
explained below. The first set of parameters is called large scale (LS) parameters,
because they are considered as an average over a typical channel segment i.e.
distance of some tens of wave-lengths. First three of the large scale parameters
are used to control the distributions of delay and angular parameters. And the
second set is known as the Support Parameters.

Large Scale Parameters :

• Delay spread and distribution

• Angle of Departure spread and distribution

• Angle of Arrival Spread and distribution

• Shadow Fading standard deviation

• Ricean K-factor

Support Parameters:

• Scaling parameter for Delay distribution
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• Cross-polarization power ratios

• Number of clusters

• Cluster Angle Spread of Departure

• Cluster Angle Spread of Arrival

• Per Cluster Shadowing

• Auto-correlations of the LS parameters

• Cross-correlations of the LS parameters

• Number of rays per cluster

All of these parameters have been specified from the measurement results or, in
some cases, found from literature. Number of rays per cluster has been selected
to be 20. Analysis of the measurement data for the different parameters has been
described in the Part II document of this deliverable. In the WINNER Channel
Models the parameters are assumed not to depend on distance. Although this
assumption is probably not strictly valid, it is used for simplicity of the model.
The parameter values are given in paragraph 4.4 and represent expected values
over the applicability range. In the basic case the Angles of Arrival and Departure
are specified as two-dimensional, i.e only azimuth angles are considered. For the
indoor and outdoor-to-indoor cases the angles can also be understood as solid
angles, azimuth and elevation, and the modeling can be performed also as three-
dimensional.

3.3 Network Layout

WINNER MIMO radio channel model enables system level simulations and test-
ing. This means that multiple links are to be simulated (evolved) simultaneously.
System level simulation may include multiple base stations, multiple relay sta-
tions, and multiple mobile terminals as in Figure 3.2. Link level simulation is
done for one link, which is shown by blue dashed ellipse. The short blue lines
represent channel segments where large scale parameters are fixed. System level
simulation consists of multiple links. Both link level and system level simulations
can be done by modeling multiple segments, or by only one (CDL model).

A single link model is shown in Figure 3.3. The parameters used in
the models are also shown in the figure. Each circle with several dots represents
scattering region causing one cluster. The number of clusters varies from scenario
to another.

In spatial channel model the performance of the single link is defined
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Figure 3.2: System level approach, several drops [25]

by small-scale parameters of all MPCs between two spatial positions of radio-
stations. According to this, if only one station is mobile (MS), its position in
space-time is defining a single link. The more complex network topology also
includes multi hop links and cooperative relaying, however more complex peer-
to-peer connections could be easily described as collections of direct radio-links.
Large-Scale Parameters (LSP) are used as control parameters , when generating
the small-scale channel parameters. If we are analyzing multiple positions of MS
(many MSs or multiple positions of the single MS) we have a multiple-link model
for system level simulations. It can be noted that different MSs being at the same
spatial position will experience same LSP parameters. For multi-link simulations
some reference coordinate system has to be established in which positions and
movement of radio-stations can be described. A term network layout is designat-
ing complete description of the relative positions of the system elements, as well
as vectored description of their movements (speeds). In general, positions (co-
ordinates) of scatterers are unknown. Only exceptions are related to far cluster
scatterers (FCS) that are actually positioned in the same coordinate system as
radio-stations. In multi-link simulations spatial correlations of channel param-
eters are important. In order to establish correlations between links at system
level the LSPs have been generated with the desired correlation properties.

3.4 Reduced Complexity Models

A need has been identified for reduced-complexity channel models that can be
used in rapid simulations having the objective of making comparisons between
systems alternatives at link-level (e.g. modulation and coding choices). In this
report, such models are referred to as reduced-complexity models, and have the
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Figure 3.3: Single link [25]

Table 3.1: Ray offset angles within a cluster, given for 1° RMS angle spread [25]

Ray number m Basis vector of offset angles αm

1,2 ±0.0447
3,4 ±0.1413
5,6 ±0.2492
7,8 ±0.3715
9,10 ±0.5129
11,12 ±0.6797
13,14 ±0.8844
15,16 ±1.1481
17,18 ±1.5195
19,20 ±2.1551

character of the well-known tapped delay line class of fading channel models.
However, to address the needs of MIMO channel modeling, temporal variations
at the taps are determined by more detailed information than that required for the
specification of relative powers, envelope fading distributions, and fading rates,
which are typical inputs to traditional tapped delay line models.

Specifically, multipath AoD and AoA information is inherent in the deter-
mination of tap fading characteristics. For these reasons, the reduced complexity
models reported herein are referred to as Cluster Delay Line (CDL) models. A
cluster is centered at each tap. In general, each cluster is comprised of the vector
sum of equal-powered MPCs (sinusoidal), all of which have the same or close to
same delay. Each MPC has a varying phase, but has fixed AoA and AoD offsets.
The latter depend on the angular spreads at the MS and the BS, respectively, as
shown in Table 3.1.

The values in this table were chosen to realize a specified Laplacian PAS
for each cluster, appropriate to the scenario being modeled. In cases where there
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is a desire to simulate Ricean-like fading, an extra MPC is added, which is given a
power appropriate to the desired Rice factor, and zero angular offset. The powers
and delays of the clusters can be non-uniform, and can be chosen to realize the
desired overall channel RMS delay spread. Doppler information is not specified
explicitly for CDL models. This is because Doppler is determined by the AoAs
of the MPCs, MS speed and direction, and the specified antenna patterns at
the MS and BS, upon which there are no restrictions, except in fixed feeder link
scenarios.

3.4.1 Cluster Delay Line models for mobile and portable scenarios

Cluster delay line (CDL) models for all mobile scenarios have been generated from
the corresponding generic models by selecting typical values from a set of random
channel realizations. The CDL models consist of the average power, mean AoA,
mean AoD, and angle spreads at the BS and MS associated with each cluster
within the cluster delay line models. Although AoA and AoD values are fixed, it
is recommended to have directional variation for e.g. beam forming simulations
by adding network layout related angle parameter ΩMS and ΩBS to all tabulated
angles.

3.4.2 Cluster Delay Line models for fixed feeder links

Only CDL models have been created for fixed feeder links (B5 scenarios). Some
of the model parameters have been created by applying models generated in
WINNER. As for the mobile and portable scenarios, any desired antenna patterns
can be chosen. However, for scenarios B5a and B5b, at distances greater than
300 meters, the 3 dB beam width of the antenna at one end of the link should be
less than 10 degrees, while that at the other end of the link should be less than 53
degrees. Different parameters are specified in the cited tables for scenarios B5a,
b, c, and d. For fixed link scenarios B5a, B5b, B5d and B5f, Doppler shifts are
independent of AoAs. Instead, they are derived from considerations concerning
the movement of interacting objects. One interacting object per cluster is modeled
as having motion, while the others are fixed. Associated Doppler frequencies are
specified in CDL tables. For the scenario B5c, two whole cluster are moving with
random velocity.

3.5 Path loss models

Path loss models for the various WINNER scenarios have been developed based
on results of measurements carried out within WINNER, as well as results from
the open literature. These path loss models are typically of the following form
[25]
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PL = A log10 (d) +B + C log10

(
fc

5.0

)
+X (3.4)

where d is the distance between the transmitter and the receiver in [m].

fc is the system frequency in [GHz].

A the fitting parameter which includes the path-loss exponent.

B is the intercept, it is a fixed quantity based on empirical observations.
It is determined by the free space path loss to the reference distance and an
environment dependent constant.

C describes the path loss frequency dependence.

X is an optional, environment-specific term (e.g., wall attenuation in the
A1 NLOS scenario).

The models can be applied in the frequency range from 2 – 6 GHz and for
different antenna heights. The processing of measuring the values from empirical
observation of the variables A, B, C and X of Equation 3.5 are described in [25].
The free-space path loss, PLfree, can be written as follows

PLfree = 20 log10 (d) + 46.4 + 20 log10

(
fc

5.0

)
(3.5)

The path loss models used in different scenarios of WINNER channel
model are based on measured data obtained mainly at 2 and 5 GHz. These
models have been extended to arbitrary frequencies in the range from 2 – 6
GHz with the aid of the path loss frequency dependencies (C) and the path loss
intercept (B) defined in [25].

3.6 CDL Models

Although the clustered delay line (CDL) model is based on similar principles as
the conventional tapped delay line model, it is different in the sense that the
fading process for each tap is modeled in terms of a sum of sinusoidal rather than
by a single tap coefficient. The CDL model describes the propagation channel
as being composed of a number of separate clusters with different delays. Each
cluster, in turn, is composed of a number of multipath components (rays) that
have the same delay values but differ in angle-of-departure and angle-of-arrival.
The angular spread within each cluster can be different at the BS and the MS.
The offset angles represent the Laplacian PAS of each cluster. The average power,
mean AoA, mean AoD of clusters, angle-spread at BS and angle-spread at MS
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of each cluster in the CDL represent expected output of the stochastic model
with parameters listed in WINNER II documentation [25]. Exceptions are the
fixed feeder link models in scenario B5, for which no stochastic models have been
defined.

3.7 Applicability

3.7.1 Environment dependence

Different radio-propagation environment would cause different radio-channel char-
acteristics. Instead of attempt to parametrize environment directly (e.g. street
widths, average building height etc.) WINNER models are using (temporal and
spatial) propagation parameters obtained from channel measurements in differ-
ent environments. In this context, environments in which measurements are con-
ducted to observe radio-channel characteristics are called propagation scenarios.
For each scenario measured data is analyzed and complemented with results from
literature to obtain scenario-specific parameters. After this point, same generic
channel is used to model all scenarios, just by using different values of channel
parameters.

Usually, even for the same scenario, existence of LOS component substan-
tially influences values of channel parameters. Regarding to this property, most
WINNER scenarios are differentiating between LOS and NLOS conditions. To
enable appropriate scenario modeling, transition between LOS and NLOS cases
have to be described. For this purpose distance dependent probability of LOS is
used in the model.

3.7.2 Frequency dependence

Dependence on carrier frequency in WINNER model is found in path-loss models.
All the scenarios defined by WINNER support frequency dependent path-loss
models valid for the ranges of 2 – 6 GHz. The path-loss models are based on
measurements that are mainly conducted in 2 and 5 GHz frequency range. In
addition the path-loss models are based on results from literature, like Okumura-
Hata, which have been extended to the desired frequency range.

From WINNER measurement results and literature survey it was found
that [25][35] model parameters DS, AS and Ricean K-factor do not show signifi-
cant frequency dependence. For that reason these parameters show only depen-
dence on environment (scenario).

For modeling of systems with time-division-duplex (TDD) all models are
using same parameters for both up link and down link. If system is using different
carriers for duplex (FDD), then (additionally to path loss) random phases of
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scatterer contributions between UL and DL are modeled as independent. For the
WINNER purposes it is required that channel model supports bandwidths up to
100 MHz. Following the approach described in (for indoor propagation modeling)
and further with SCME, WINNER II model introduces intra-cluster delay spread
as a mean to support 100 MHz bandwidth and to suppress frequency correlation.
Instead of zero-delay-spread-cluster approach of Phase I model, the two strongest
clusters with 20 multipath components (MPCs) are subdivided into 3 zero-delay
sub-clusters. Thus we keep the total number of MPCs constant, but introduce
four additional delay taps per scenario.



Chapter 4

Case Design

In this chapter, we describe the main objective that is being studied, our ap-
proach towards the solution to this objective and the general design of the case
we are considering. We then discuss the setup of the design environment of the
simulator with WINNER channel model (that have been discussed in Chapter 3).
Furthermore we discuss the parameters and specifications of the designing.

4.1 The Case Statement

Currently, LTE is the latest standard in the mobile network technology tree that
produced the GSM/EDGE and UMTS/HSPA network technologies.[14][15] The
current generation of mobile telecommunication networks are collectively known
as 3G. Although LTE is often marketed as 4G, first-release LTE does not fully
comply with the IMT Advanced 4G requirements. The pre-4G standard is a
step toward LTE Advanced, a 4th generation standard (4G) of radio technologies
designed to increase the capacity and speed of mobile telephone networks. LTE
Advanced is backwards compatible with LTE and uses the same frequency bands,
while LTE is not backwards compatible with 3G systems. Being described as a
3.9G (beyond 3G but pre-4G) technology the first release LTE does not meet the
IMT Advanced requirements for 4G (also called IMT Advanced) as defined by the
International Telecommunication Union, such as peak data rates up to 1 Gbit/s.
LTE Advanced should be compatible with first release LTE equipment, and should
share frequency bands with first release LTE. The mobile communication industry
and standardization organizations have therefore started to work on 4G access
technologies such as LTE Advanced. As stated in Chapter 2, one of the key
features of LTE-Advanced is the capability of relaying. Relaying can be used
to increase the coverage area of base stations, increase the capacity, and cover
shadowed areas. Also deploying relay can allow cost efficient and flexible system
deployment. So a LTE model with Relaying technology should do the trick for
LTE-Advanced.

33
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This thesis work investigates the feasibility of deploying relay node(s)
within a LTE network, while obeying the specific regulatory conditions which
ensures that the specifications of IMT and 3GPP [19] for LTE-Advanced are
obeyed. As stated earlier, as a channel model WINNER is considered here. After
designing the simulator, a comparative test between a criterion with relay nodes
and a criterion without relay nodes were run to compare the performance of the
both criteria. As case scenario,s we have chosen the built-in scenarios of WINNER
channel model.

4.2 Components Description

WINNER channel model deliver the model only in Physical Layer. So the de-
signed simulator is a physical level simulator. The main components that are
used to design this simulator are the Scenario, the Base Station (BS), the Re-
lay Node (RN) and the User Equipment (UE). These components are discussed
briefly below:

4.2.1 The Scenarios

In Chapter 2, we learned that WINNER II comes with 14 different scenarios. The
scenarios cover some typical cases. They are not intended to cover all possible en-
vironments and conditions: e.g. the mountainous or even hilly rural environments
have not been covered. Similarly the antenna heights do not cover all values that
could be seen reasonable. Actually, the environments are such that are found
in urban areas of European and North- American countries. The environments
can be grouped into two groups. Firstly, most of the scenarios use the ordinary
way placing the transmitters and receivers, so that the only location parameter
is the distance between transmitter and receiver, called non-grid-based models.
Secondly, the other group of the scenarios is grid-based. This means that there is
a grid of streets or a building layout or both, where the transmitters and receivers
can be located e.g. by Cartesian coordinates. This latter group of scenarios in-
clude the indoor environment and micro cells [25][26]. Other scenarios belong to
the first group.

4.2.2 The Base Station

The Base Stations used in this design are 3 sectored omnidirectional antenna.
Which means, the antenna pattern that has been used at the Base Station is
3-sector antenna used for each sector. The channel model docent depend on the
base station. So other antenna patterns (1-sector antenna and 2-sector antenna)
can also be used. For our consideration, only one BS is used in the simulator.
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4.2.3 The User Equipment

The User Equipment is an one sectored directional antenna. The UE does not
affect the Channel Model, which means the channel model is independent of the
UE. For our simulator we consider the UE to be static (the velocity is zero).

4.2.4 The Relay Node

Relays used in this simulator are conventional Amplify and Forward Relays (AF).
These relays provide best benefit in noise limited system deployment. These
relays are constructed using a UE in the receiving terminal and a BS in the
transmitting terminal. It is considered that no scheduling is involved in the relay
as well as no time delay occurred by the relays.

4.3 Designing the Simulator

In this part we will discuss the design procedure of the LTE-Advanced simulator
with the simulation parameters in details.

4.3.1 Simulation Parameters

The simulation are performed in a network that is represented by a regular hexag-
onal cellular layout with one BS, one RN and one UE. Simulation setup follows
the assumption of WINNER II [25][26]. the RN height is chosen in between the
heights of BS and UE. Only the down link is simulated. The transmit power is
considered as 1 Watt. The simulation parameters are summarized below:

• Carrier Frequency is 2 GHz

• Channel Bandwidth is 20 MHz

• Number of Cell is 1

• Channel Model used is WINNER II

• Full Buffer Down link is used

• BS height: 32m

• Number of BS sector: 1

• BS antenna per sector: 1
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• BS transmitted power: 1 W

• BS elevation and antenna gain: 14 dBi

• BS noise figure: 5 dB

• RN height: 25 m

• RN numbers: 1

• RN antennas: 1

• RN transmitted power: 1 W

• RN elevation and antenna gain: 9 dBi

• RN noise figure: 7 dB

• UE height: 1.5m

• UE numbers: 1 (single user)

• UE antennas: 2 (cross polarized)

• UE elevation and antenna gain: 0 dBi

• UE noise figure: 7 dB

4.3.2 Designing the Environments

By default the WINNER channel model comes with no relay. As a standard LTE
model, it consists of only BSs and UEs which are distributed randomly. The
locations of the BS and the UE can be anywhere within the cell. Which means
the distance between BS and UE will be set up randomly. For only one BS and
one UE the simulation environment will look like the Figure 4.1.

If we introduce a Relay Node in between the BS and UE, we have to fix
the distance between BS and UE. Otherwise there may some situation where the
distance between BS and UE is less than the distance between BS and RN. If we
put the Relay Node in between the BS and UE, the environment will look like
the Figure 4.2.

After putting the relay node, the BS can communicate with UE in two
ways (Figure 4.3):

• BS can communicate with UE via the RN (indirect communication). It’s
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Figure 4.1: Simulator Environment without any Relay Node

Figure 4.2: Simulator Environment with Relay Node

a two hops communication. First hop uses the Relay link and the second
hop uses the Direct link.

• BS can communicate with UE without the RN (direct communication). It/s
a single hop communication.

Based on this approach, we can describe three different environments for
the simulation:

• Without Relay Environment: Where there is no relay in between the BS
and UE. The only way of communication is the direct way from the BS to
the UE. (Figure 4.1)

• Non co-operative Environment: It is a two hop communication between the
BS and the UE. A RN is introduced in between the BS and UE. So the BS
communicates via the RN with the UE. (Figure 4.2)

• Co-operative Environment: In this environment (Figure 4.3), the BS can
communicate with the UE using both direct link and indirect link (via RN).
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Figure 4.3: Simulator Environment in co-operative mode with one relay

Figure 4.4: Simulator environment in co-operative mode with 2 relays

The link between the BS and the UE is referred to the Direct Link, the link
between BS and the RN is referred to the Relay Link and the link between
the RN and the UE is referred to the Access Link.

• Co-operative Environment with 2 relays: Instead of one relay, two relays
are deployed in this environment. Figure 4.4 shows the general idea of this
environment. As there are two relays, so the number of relay link and access
link will be two in each case, which leads the environment to have total 5
links.

The simulator should be designed in a way so that it works in the above four
environments.
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4.3.3 Fixing the Distance

To obtain the effect of RN, all the three nodes (BS, RN and UE) should be placed
in the fixed locations. We define the 3D antenna configuration and pattern as
well as the 3D co-ordinates of the nodes. For the simulation purpose, we consider
the distance between the UE and BS is 1000m and the RN is deployed just in
the middle of those two nodes. Which makes the RN to be situated in a distance
of 500m both from the UE and BS. This setup is shown in Figure 4.5 and covers
the without relay environment, non co-operative environment and co-operative
environment.

Figure 4.5: Simulation Environment (after fixing the distances)

For co-operative environment with 2 relays environment, the distance
between the BS and UE remains the same, which is 1000m. Both the RNs are
placed in such a way so that they have the same distance from BS and and UE.
So RN1 is 559m away from BS as well as UE. And RN2 is also placed 559m away
from the BS and UE. The general setup is visualized in Figure 4.6.

4.3.4 Relay Deployment

For our simulator, it is necessary to implement a multi hop environment, where
a relay is employed in between the BS and the UE. Relay transmission can be
seen as a kind of collaborative communications, in which a Relay Node (RN)
helps to forward user information from neighboring user equipment (UE) to a
local eNode-B or Base Station (BS). The relay itself is a combination of a UE
(the receiving part) and a BS (the transmission part). So deploying relay means
deploying a pair of BS and UE in the environment. As in Figure 4.7, there are
two Base Stations denoted as BS1, BS2 and two Mobile Stations denoted as UE1
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Figure 4.6: Simulation Environment for co-operative environment with 2 relays

and UE2. The pair of UE1 and BS2 constructs the Relay Node. The link between
BS1 and UE1 is referred to Relay Link, whereas the link between BS2 and UE2
is referred to Access Link. And the link between BS1 and UE2 is considered as
a direct link.

Figure 4.7: Deploying Relay Node with a combination of a BS and a UE

In this case, the signal from BS1 to UE2 is transmitted via UE1 and BS2;
who act as a relay for BS1. So for multi hop network, multiple pair of BS-UE can
be introducing in the position of the Relay. To deploy the Relay Node, following
procedure was followed:

1. First the positions and antenna array orientations of the Base Station BS1
was set.
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2. Then the positions and antenna array orientations of the Mobile Station
UE2 was set.

3. Now to deploy Relay Node, Mobile Station UE1 and Base Station BS2 were
added according to Figure 4.5. The array orientations and array character-
istics of both UE1 and BS2 were maintained exactly same.

4. Now we defined a UE×BS Pairing Matrix. A pairing matrix defines the
way how the UE and BS pairing up to construct a Relay Node. In case of
co-operative environment (with single relay), the general form [25] of the

pairing matrix, A is: A =
[
BS1UE1 BS1UE2
BS2UE1 BS2UE2

]
. So in our design(Figure

4.7) only BS2 and UE1 make the pair. There are no pairing between BS1
and UE1; or BS1 and UE2; or BS2 and UE2 for constructing the Relays.

So the desired paired matrix will be: A =
[

0 0
1 0

]
. We consider BS1 as

node 1, UE1 as node 2, BS2 as node 3 and UE2 as node 4. From Figure
4.5, we can see that, node 1 is linked with node 3 for the Relay link, node
2 is linked with node 4 for the Access link and node 1 is connected to the
node 4 for the Direct link. The pairing matrix will be A =

[
1 2 1
3 4 4

]
.

This matrix is defined on line 24 of the MATLAB code in Appendix B.1.
In the same way the pairing matrix for the co-operative environment with

2 relays will be A =
[

1 1 2 1 3
6 4 6 5 6

]
.

5. Then all the radio links are generated at once.

6. Finally, all channel segments were simulated.

4.4 The Output Results

The output of the above simulation returns some parameters as the result. Lets
say, in the simulation there are K number of links and N number of paths in each
links and M number of sub paths in each path. Then the output parameters of
the simulation is as following:

• Delays: A K ×N matrix of the path delays can be measured in seconds.

• AODs - angles of departure in degrees over -180o to 180o.

• AOAs - angles of arrival in degrees over over -180o to 180o.

• Path Losses - A K × 1 matrix of Path losses for the scenario. This Path
loss values are measured using the formula described in Chapter 3.5. It is
a coefficient by which the transmitted power is multiplied.
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• Path Powers: A K×N matrix of path powers can be measured. This power
is the clustered path powers of each paths of each links. It is a coefficient
by which the transmitted power is multiplied.

• Station Distance - The distances between the stations can be measured in
meters, which is a K × 1 matrix.

• Shadow Fading - A K× 1 matrix of shadow fading losses in linear scale can
be measured. It is a coefficient by which the mean path-loss is multiplied.

A sample output of the above parameters are shown in Appendix C.

4.5 Evaluating the Symbol Error Rate

The link level simulation for evaluating Symbol Error Rate (SER) in three dif-
ferent environments (as discussed in 4.3.2) of the simulator is illustrated here.
For the multipath channel, we consider the Path Powers generated in 4.3.4 with
additive white Gaussian noise (AWGN) as suggested in [16].

Table 4.1: Simulation parameters for evaluating SER

System bandwidth 5 MHz
Sampling rate 5 × 106 samples/s
Data modulation format QPSK
Pulse shaping none
Cyclic prefix 20 samples (4µs)
Transmitter IFFT size 512
Sub carrier (tone) spacing 9.765625 kHz (= 5 MHz/512)
Channel estimation Perfect
Equalization Minimum Mean Square Error (MMSE)
Channel coding none
Detection Hard Decision
Number of iterations > 105

As a multiplexing techniques Orthogonal Frequency Division multiplex-
ing (OFDM) is used. Since the system sampling rate is set to 5 mega-samples
per second, the channel delay was quantized to the nearest multiples of 200 nsec
(= 5 × 10−6). Also, the length of the cyclic prefix (CP) is chosen as 4µs (20 sam-
ples) considering the maximum channel delay of the Vehicular A channel, which
is 2.51µs. Table 4.1 summarizes the simulation assumptions and parameters that
were used throughout this simulation for evaluating SER.

The algorithm for OFDM simulator is illustrated in Figure 4.8. For
certain SNR, first the data block of size 512 is generated. Then Inverse Fast
Fourier Transform (IFFT) is applied on that data block and Cyclic Prefix (CP)
is added. Then the data was transmitted through the channel by channel filtering
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Figure 4.8: Block diagram of OFDM simulator

and adding Additive white Gaussian noise (AWGN). After receiving the data at
receiver the Cyclic Prefix is removed and IFFT applied again. Then MMSE
equalization is done. After that the hard detection is performed to evaluating the
Symbol Error Rate. This process is iterate for all the SNR of the given range

For relaying, this OFDM simulator has been design slightly differently.
For certain SNR, first the data block of size 512 is generated. After that like
the previous method, Inverse Fast Fourier Transform (IFFT) is applied on that
data block and Cyclic Prefix (CP) is added. The resultant data was transmitted
through the relay channel with channel filtering. Then Additive white Gaussian
noise (AWGN) was added. Now the receiver end of this data will be the receiving
end of the relay. After receiving the data at the receiver of the relay, the Cyclic
Prefix is removed, IFFT is applied and MMSE equalization is done. Then the
IFFT is applied on the equalized data and the Cyclic Prefix (CP) is added.
Then the data is transmitted through the access channel with channel filtering
and adding Additive white Gaussian noise. At this point the received end is
the receiver of the UE. Cyclic Prefix is removed from the received data, IFFT
is applied and MMSE equalization is done. After that the hard detection is
performed to evaluating the Symbol Error Rate.

Same method is applied when 2 relays are deployed in the co-operative
environment, except now instead of two links the receiver is now fed by the
combined signal of one direct link (from the BS) and two access links from two
separate relays. The same signal is transmitted from the BS with the three links.
First the data block of size 512 is generated, then Inverse Fast Fourier Transform
(IFFT) is applied on that data block, Cyclic Prefix (CP) is added and the data
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is transmitted through the relay link 1 and relay link 2, with channel filtering
and adding Additive white Gaussian noise (AWGN) separately. At this stage,
the receiver end will be the receiving end of the relays. After receiving the data
at the receiver of the relays, the Cyclic Prefix is removed, IFFT is applied and
MMSE equalization is done. These are done separately in each relay nodes. After
that, IFFT is applied again on the equalized data and the Cyclic Prefix (CP) is
added in each relays. Then the data is transmitted through the respective access
links of the associated relays. With channel filtering and adding Additive white
Gaussian noise the data is received at the receiver end. At this point the received
end is the receiver of the UE. The signals from three different links are combined
here, then Cyclic Prefix is removed from the combined received data, IFFT is
applied and MMSE equalization is done. Finally the hard detection is performed
to evaluating the Symbol Error Rate.

4.6 Simulator Algorithm

The overall algorithm of the simulator is illustrated at Figure 4.9. The code of
this algorithm can be found in Appendix B.

From the Figure 4.9, it can be seen that, in the first block, the antenna
arrays and orientations of BSs and UEs are defined. In the Appendix B.1, the
antenna arrays are initiated in line 6 and the antenna orientations of BSs and
UEs are declared in line 10 and 11 for the without relay, non co-operative and
co-operative environments. For co-operative environment with two relays, the
BSs and UEs are declared in line 106 of Appendix B.1. The orientation of BSs
and UEs are maintained in such a way that in the relay node the orientations of
the BS and UE must be same in order to function as a single node.

In the second block of the algorithm, the WINNER II scenarios and
scenario related all the layout parameters are specified. WINNER II specifies all
the scenarios with corresponding numbers. By choosing the appropriate number
for the desired scenario in line 13 of the code, the simulation scenarios can be
selected. With the combination of BSs and UEs orientation information and
scenario data, the layout parameters for the desired scenario is generated.

The next block of the algorithm declared the positions of all the BSs
and UEs and RNs in the selected layout. All the positions are defined in a three
dimensional Cartesian Coordinate System. So with origin O and axis lines X, Y
and Z, position of each node is defined with the height.

Then the Pairing Matrix for the Relay Node is defined. Generation of the
pairing matrix was elaborately discussed in Section 4.3.4. In short, this pairing
matrix defines how the BSs and UEs are linked with each other for the relay
layout. In line 21 of the code, the pairing matrix for the scenarios are defined.

At this point of the simulation, all the required configuration and param-
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Figure 4.9: Simulator Algorithm
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eters are initiated. Now we have to generate all the links of this simulation. To
generate all the links at once, WINNER II channel model has a default command.
Using that command the links are generated and simulated in line 31 of the code.
The output parameters after generating all the links are discussed in Section 4.4.
From those parameters, the Path Power gives the output of the power of each
paths of the each links. For the multipath channel, we consider this Path Powers
as the channel parameters. As there are three links involved in this simulation,
and as we get powers of every link, this includes separate path powers for the
relay link, the access link and the direct link. These power are considered for the
OFDM simulator for channel filtering.

The next block is the OFDM simulator. This simulator block is dis-
cussed elaborately in Section 4.5. This block takes the Path Powers from the
previous step and utilize it for the channel filtering. As we have three different
environments, for each of the environments we have different OFDM block. For
Without Relay Environment, the OFDM simulator works just as mentioned in
Section 4.5. For Non Co-operative environments, as data is transmitted in two
steps (from BS to RN and then RN to UE), the simulator works in two steps
too (the steps are marked in Appendix B.3). For Co-operative Environments,
the receiver gets the signal in two ways - one is through the direct link (without
relay environment) and the other is through the relay link and access link (non
co-operative environment). The simulator sums up the data transmitted of both
direct link and relay-to-access link at the receiver end.

Then the Symbol Error Rates (SER) for three different environments
are calculated. Each time WINNER II model generate different path powers
depending on multi paths and cluster combinations. This effect was discussed in
Section 3.3. So as a result, from generation of all links to calculation of SERs, the
whole process is iterate for several times (in our case 5000 times exactly). Each
time the calculated SERs are added with the previous SERs of the respective
environments. After the completion of the iteration cycle, total SER is calculated,
from which the average value is calculated.

These average values of SERs for each environments are then represented
on graph for each corresponding SNR values. In the graph, the X-axis represents
the SNRs and the Y-axis represents the corresponding SER values.



Chapter 5

Evaluation And Results

In the previous chapter, we introduced the case design where we described the
cases involved and general properties of the network and technologies being con-
sidered. In this chapter, we therefore discuss and evaluate the results which was
performed for the different environments as well as different scenarios. The re-
sults of the performed simulations are presented here, where interpretation and
deductions of the results are also discussed.

5.1 Simulation Scenarios and Environments

From Chapter 2 We have learned that there are fourteen scenarios involved in
WINNER II model. The details of those scenarios will be found in Appendix A.
Out of those fourteen scenarios, we consider six scenarios for our simulation. The
selected scenarios are:

1. Indoor to outdoor

2. Typical urban micro-cell

3. Bad urban micro-cell

4. Suburban

5. Typical urban macro-cell

6. Bad urban macro-cell

The default BS and UE distances are 1000m (1km) in all of the above cases
(unless the distance is depicted otherwise). The reason for proposing this model
is the following: It is very near the model for LOS probability defined in [31] at
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small distances. In addition it does not go to zero at the cell boundary, so that it
can be used in the system-level modeling of interference. As discussed in Chapter
4.3.2, all the scenarios that are used in this simulation, are involved with three
links- a relay link, an access link and a direct link. Depending on those links,
each scenarios has three different environment:

• Without Relay: in this environment only direct link from BS to UE is
considered. No relay is involved in this environment.

• Non co-operative: in this environment relay link and access link - both are
considered. Signal is transmitted through relay link from BS to RN first,
then finally from RN to UE through the access link.

• Co-operative: in this environment, signal from BS reaches to UE using
two paths. First path is the Direct link. The second one uses both the
Access link and Relay link. The UE receives two resultant signals of the
two previously discussed environments - without relay environment and non
co-operative environment.

• Co-operative (with 2 relays): in this environment, UE receives the signals
from the BS and two RNs (Figure 5.2). So signal transmitted to the UE
from the BS via three paths. One is the direct link where BS transmit
the signal directly to the UE. In the case where Relay node 1 is involved,
signal first from the BS first transmitted to the RN1 via Relay link 1 then
transmitted to the UE from the RN1 via Access link 1. And the other path
involves with Relay Node 2, where signal is first transmitted to the RN2
with Relay link 2 from the BS and then via Access link 2 the signal is
transmitted from RN2 to the UE.

5.2 Case Scenario - Indoor to outdoor

In indoor-to-outdoor scenario the MS antenna height is assumed to be at 1 – 2
m, and BS antenna height at 2 – 2.5 m + floor height. The floor is considered
to be the ground floor. The corresponding outdoor and indoor environments are
B1 an A1 (for details see Appendix A), respectively. It is assumed that the floors
1 to 3 are used in simulations, floor 1 meaning the ground floor. The path loss
equation for this scenario is in Equation (5.2).

PL =
(

10 log10(d) + 9.45 − 17.3 log10(hBS) − 17.3log10(hUE) + 2.7 log10

(
fc

5

))
×d

+ 14(15(1 − cos θ))2 + 0.5d (5.1)
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Figure 5.1: Simulation setup for without relay, non co-operative and co-operative
(single relay) environments

Figure 5.2: Simulation setup for co-operative (2 relays) environment
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where,

d is the distance between transmitter and the receiver

hBS is the height of the base station

hUE is the height of the mobile station

f c is the carrier frequency

θ is the antenna aperture angle

For this scenario, the SNR vs Symbol Error Rate curve for this scenario
is shown in Figure 5.2.
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Figure 5.3: SNR vs. SER (indoor to outdoor)

From Figure 5.3, the Without Relay environment exhibits that Symbol
Error Rate is much higher in the high SNR. Also it is clear that, we get the better
performance in Co-operative environment compared to the other environments
as the SER is much lower in co-operative environment. And when we deploy
two relays the, results becomes even better. Which concludes that, all the relay
environments perform much better than the without relay environment.
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5.3 Case Scenario -Typical urban micro-cell

In this scenario, both antennas are assumed to be outdoors in an area where
streets are laid out in a Manhattan-like grid. The streets in the coverage area are
classified as “the main street”, where there is the LOS from all locations to the
BS, with the possible exception in cases where the Line of sight is temporarily
blocked by traffic (e.g. trucks and buses) on the street. Streets that intersect the
main street are referred to as perpendicular streets, and those that run parallel
to it are referred to as parallel streets. Cell shapes are defined by the surrounding
buildings, and energy reaches streets as a result of the propagation around corners,
through buildings, and between them. The path loss equation for this scenario is
in Equation (5.3).

PL = 10 log10(d)+9.45−17.3 log10(hBS)−17.3log10(hUE)+2.7 log10

(
fc

5

)
(5.2)

where,

d is the distance between transmitter and the receiver

hBS is the height of the base station

hUE is the height of the mobile station

f c is the carrier frequency

For this scenario, the SNR vs Symbol Error Rate curve is shown in Figure
5.4. Though both of the relay environments performs better than the without
relay environment, up to 15dB of SNR, co-operative relay and Non-cooperative
relay environments exhibit almost the same curve. Up to 8 dB, all the three
relay environments (non co-operative, co-operative and co-operative with 2 relays)
exhibit almost same SER. But at the higher SNR, co-operative environment with
two relays performs the best.

5.4 Case Scenario - Bad urban micro cell

Bad urban micro-cell scenarios are identical in layout to Urban Micro-cell sce-
narios, as described above. However, propagation characteristics are such that
multipath energy from distant objects can be received at some locations. This
energy can be clustered or distinct, has significant power (up to within a few dB
of the earliest received energy), and exhibits long excess delays. Such situations
typically occur when there are clear radio paths across open areas, such as large
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Figure 5.4: SNR vs SER (typical urban micro cell)

squares, parks or bodies of water. The path loss equation for this scenario is in
Equation (5.4).

PL = 13.9 log10(d) + 64.4 + 20 log10

(
fc

5

)
(5.3)

where,

d is the distance between transmitter and the receiver

f c is the carrier frequency

The SNR vs Symbol Error Rate curve for this scenario is shown in Figure
5.5. In this scenario it is clear that in the higher signal to noise ratio, both Co-
operative environments perform much better than the rest of the two. Without
Relay Environment exhibits the worst performance. Up to a 8 dB SNR, both
the co-operative environments exhibit the same SER, but as the SNR increases
the co-operative environment with 2 relays performs better than the co-operative
environment with one relay.
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Figure 5.5: SNR vs. SER (bad urban micro cells)

5.5 Case Scenario - Suburban macro-cell

In suburban macro-cells base stations are located well above the rooftops to allow
wide area coverage, and mobile stations are outdoors at street level. Buildings are
typically low residential detached houses with one or two floors, or blocks of flats
with a few floors. Occasional open areas such as parks or playgrounds between
the houses make the environment rather open. Streets do not form urban-like
regular strict grid structure. Vegetation is modest. The path loss equation for
this scenario is in Equation (5.5)

PL = 40 log10(d)+11.65−16.2 log10(hBS)−16.2 log10(hUE)+3.8 log10(fc

5 ) (5.4)

where,

d is the distance between transmitter and the receiver

hBS is the height of the base station

hUE is the height of the mobile station
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f c is the carrier frequency

0 5 10 15 20 25 30 35 40
10

−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Signal to Noise Ratio (SNR), dB

S
y
m

b
o
l 
E

rr
o
r 

R
a
te

 (
S

E
R

)

SER for WINNER−II

 

 

Without Relay Environment

Non−Cooperative Environment

Cooperative Environment

Cooperative Environment (2 relays)

Figure 5.6: SNR vs SER (suburban macro-cell)

For this scenario, the SNR vs Symbol Error Rate curve for this scenario
is shown in Figure 5.6. In this scenario, it is clear that without relay environment
exhibits the poorest performance compared to the other relay environments. In
the higher SNR values, Co-operative environment with two relays, performs much
better than the non co-operative environment and co-operative environments with
single relay.

5.6 Case Scenario - Typical urban macro-cell

In typical urban macro-cell mobile station is located outdoors at street level and
fixed base station clearly above surrounding building heights. As for propagation
conditions, non- or obstructed line-of-sight is a common case, since street level
is often reached by a single diffraction over the rooftop. The building blocks can
form either a regular Manhattan type of grid, or have more irregular locations.
Typical building heights in urban environments are over four floors. Buildings
height and density in typical urban macro-cell are mostly homogeneous. The
path loss equation for this scenario is in Equation (5.6)
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PL = 10 log10(d) + 13.47 − 14 log10(hBS) − 14 log10(hUE) + 6 log
(
fc

5

)
(5.5)

where,

d is the distance between transmitter and the receiver

hBS is the height of the base station

hUE is the height of the mobile station

f c is the carrier frequency

For this scenario, the SNR vs Symbol Error Rate curve for this scenario is
shown in Figure 5.7. Though both of the relay environments performs better than
the without relay environment, up to approximately 20dB of SNR, co-operative
environments (both single and two relays) and Non-cooperative relay environment
exhibit almost the same curve. For larger SNR than 20 dB, the co-operative
environment with 2 relays performs better than the rest of the environments.
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Figure 5.7: SNR vs SER (typical urban macro-cell)
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5.7 Case Scenario - Bad urban macro-cell

Bad urban environment describes cities with buildings with distinctly inhomoge-
neous heights or densities, and results to a clearly dispersive propagation envi-
ronment in delay and angular domain. The inhomogeneities in city structure can
be e.g. due to large water areas separating the built-up areas, or the high-rise
skyscrapers in otherwise typical urban environment. Increased delay and angular
dispersion can also be caused by mountains surrounding the city. Base station is
typically located above the average rooftop level, but within its coverage range
there can also be several high-rise buildings exceeding the base station height.
From modeling point of view this differs from typical urban macro-cell by an
additional far scatterer cluster. The path loss equation for this scenario is in
Equation (5.6)

PL = (44.9 − 6.55 log10(hBS)) log10(d) + 34.46 + 5.83 log10(hBS) + 23 log10

(
fc

5

)
(5.6)

where,

d is the distance between transmitter and the receiver

hBS is the height of the base station

hUE is the height of the mobile station

f c is the carrier frequency

For this scenario, the SNR vs Symbol Error Rate curve for this scenario
is shown in Figure 5.8. In this scenario it is clear that in the higher signal to
noise ratio, Co-operative environment having two relays performs much better
than the rest of the three environments.

From all of the above simulation results it is clear that in both the co-
operative environment, WINNER II model shows better performance than the
non co-operative environments and without relay environment. Especially, the
co-operative environment which deploys two relays, shows the best performance
so far. Comparing to the non co-operative environment, in the both co-operative
environments, the UE received the signal from the BS through more than one
paths. In co-operative environment with single relay, UE gets the signal from
BS through Access link and Direct Link (Figure 5.1) and in co-operative envi-
ronments with two relays, UE gets the signal from BS through two Access links
(Access link 1 and Access link 2) and a Direct Link (Figure 5.2). In the co-
operative environments, the different signal powers of different links are added
up in the receiving UE. Which in fact reduces the bit error rate in receiver. So it
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Figure 5.8: SNR vs SER (bad urban macro cell)

can be stated that, by deploying more relays into the scenario, the better perfor-
mance can be expected. Apart from this, as this model is a link layer model, so
the interference situations are not considered here. In case of interference, a sec-
ond BS transmits a non-desired signal which creates interference, which in fact,
does not change the parameters of the WINNER II channel model [26]. What
changes, however, is the degree of realism that is needed for the interference chan-
nel. So we are not considering the interference situation here. As a result, the
simulation depicts that, both the co-operative environment perform better than
the without relay environment and non co-operative environment.

The next chapter presents the conclusions that can be drawn from this
research study based on the results that have been obtained and carefully analyzed
in this chapter.
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Chapter 6

Conclusions and Recommendations

6.1 Conclusions

LTE Release 8 is one of the primary broadband technologies based on OFDM,
which is currently being commercialized. LTE Release 8, which is mainly deployed
in a macro/micro cell layout, provides improved system capacity and coverage,
high peak data rates, low latency, reduced operating costs, multi-antenna sup-
port, flexible bandwidth operation and seamless integration with existing systems.
LTE-Advanced significantly enhances the existing LTE Release 8 and supports
much higher peak rates, higher throughput and coverage, and lower latencies,
resulting in a better user experience. In this work, we took a channel model for
LTE (release-8) and extended it to support LTE-Advanced by adding the relay
support and the LTE release-10 parameters.

The main idea of this study was to explore the feasibility of deploying
a relay into a current LTE model to extend its support for the LTE-Advanced
in the near future. We have considered WINNER II channel model as the LTE
channel model for our research interest. This channel model is used to create
several scenarios where relay is involved as a medium of transmitting signal to the
UE. First we consider the scenario with one BS and one UE. Then we introduce
relay and consider the scenarios with one BS, one RN and one UE to reduce the
complexities. Finally we introduce another relay to the scenario. We also built
a simulator to support relay nodes from the WINNER II model, to simulate the
results and to evaluate the performance of the network by performing the SNR
vs SER test. In relay environments, we simulate both the non co-operative and
co-operative environment. So, a total of four different environments for all the
selected scenarios are considered. And we simulated all the selected scenarios
with all four environments.

The simulation results showed that, the co-operative environment, which
added up two signals of different links, performs better than the non co-operative
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environment (where signals are not added up) and without relay environment.
And when another additional relay is deployed the performance in the co-operative
environment gets better. We observed that, the performance of co-operative en-
vironment with two relays is better in all the WINNER scenarios those are used
in this work. The analysis shows that, the addition of different path powers in
co-operative environment actually results in a lower symbol error rate in the SNR
vs SER curve.

6.2 Recommendation for the Future Research

In this study, deploying the relay node into a LTE model has been an interesting
practice. However, we have identified the following areas for further research:

1. We constructed the basic model for simulating a LTE-Advanced scenario
by deploying one BS, one UE and two RNs. Further development can be
carried out to introduce multiple Base Stations and Relays with multi User
scenarios for multiple cells.

2. For simplicity of the simulation, we considered only the Amplify and For-
ward relay. In future research, Selective Decode and Forward Relay and
Demodulation and Forward Relay can also be involved.

3. Within the 14 scenarios of WINNER-II channel model, only six of them
were considered and evaluated in this thesis work. Effect of deploying relay
nodes in the rest of the scenarios can be of further interests.

4. In order to reduce the complexities, scheduling and interference controlling
are not focused in this thesis work. Therefore, a more detailed study of
relay nodes considering the scheduling and the impact of the interferences
can be included in the future further research.

5. Femtocells are a promising method to increase system capacity of a cellular
network. Relays can be a interesting solution to extend the coverage area of
the macro cells by reaching more femtocells. Future research may therefore
involve investigating the performance of LTE-Advanced with the adoption
of relay nodes and femtocells.
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Appendix A

Propagation Scenarios

The generic WINNER-II channel model follows a geometry-based stochastic chan-
nel modeling approach, which allows creating of an arbitrary double directional
radio channel model. The channel models are antenna independent, i.e., differ-
ent antenna configurations and different element patterns can be inserted. The
channel parameters are determined stochastically, based on statistical distribu-
tions extracted from channel measurement. The distributions are defined for, e.g.,
delay spread, delay values, angle spread, shadow fading, and cross-polarization
ratio. For each channel snapshot the channel parameters are calculated from
the distributions. Channel realizations are generated by summing contributions
of rays with specific channel parameters like delay, power, angle-of-arrival and
angle-of-departure. Different scenarios are modeled by using the same approach,
but different parameters. The propagation scenarios [25] modeled in WINNER
are briefly discussed below:

A.1 A1 – Indoor office

In the scenario A1 base stations (Access Points) are assumed to be in corridor,
thus LOS case is corridor-to-corridor and NLOS case is corridor-to-room. In
the NLOS case the basic path-loss is calculated into the rooms adjacent to the
corridor where the AP is situated. For rooms farther away from the corridor wall-
losses must be applied for the walls parallel to the corridors. Finally, we have
to model the Floor Loss (FL) for propagation from floor to floor. It is assumed
that all the floors are identical. The Floor Loss is constant for the same distance
between floors, but increases with the floor separation and has to be added to
the path-loss calculated for the same floor.

A.2 A2 – Indoor to outdoor

In indoor-to-outdoor scenario the MS antenna height is assumed to be at 1 – 2 m,
and BS antenna height at 2 – 2.5 m + floor height. The corresponding outdoor
and indoor environments are B1 an A1, respectively. It is assumed that the floors
1 to 3 are used in simulations, floor 1 meaning the ground floor.
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A.3 B1 – Urban micro-cell

Both antennas are assumed to be outdoors in an area where streets are laid
out in a Manhattan-like grid. The streets in the coverage area are classified as
“the main street”, where there is the LOS from all locations to the BS, with
the possible exception in cases where the LOS is temporarily blocked by traffic
(e.g. trucks and buses) on the street. Streets that intersect the main street are
referred to as perpendicular streets, and those that run parallel to it are referred
to as parallel streets. This scenario is defined for both the LOS and the NLOS
cases. Cell shapes are defined by the surrounding buildings, and energy reaches
NLOS streets as a result of the propagation around corners, through buildings,
and between them.

A.4 B2 – Bad Urban Micro-cell

Bad urban micro-cell scenarios are identical in layout to Urban Micro-cell sce-
narios, as described above. However, propagation characteristics are such that
multipath energy from distant objects can be received at some locations. This
energy can be clustered or distinct, has significant power (up to within a few dB
of the earliest received energy), and exhibits long excess delays. Such situations
typically occur when there are clear radio paths across open areas, such as large
squares, parks or bodies of water.

A.5 B3 – Indoor hot spot Scenario

B3 represents the propagation conditions pertinent to operation in a typical in-
door hot spot, with wide, but non-ubiquitous coverage and low mobility (0-5
km/h). Traffic of high density would be expected in such scenarios, as for exam-
ple, in conference halls, factories, train stations and airports, where the indoor
environment is characterized by larger open spaces, where ranges between a BS
and a MS or between two MS can be significant. Typical dimensions of such
areas could range from 20 m × 20 m up to more than 100m in length and width
and up to 20 m in height. Both LOS and NLOS propagation conditions could
exist.

A.6 B4 – Outdoor to indoor

In outdoor-to-indoor urban micro cell scenario the MS antenna height is assumed
to be at 1 – 2 m (plus the floor height), and the BS antenna height below roof-
top, at 5 - 15 m depending on the height of surrounding buildings (typically over
four floors high). Outdoor environment is metropolitan area B1, typical urban
micro cell where the user density is typically high, and thus the requirements for
system throughput and spectral efficiency are high. The corresponding indoor
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environment is A1, typical indoor small office. It is assumed that the floors 1 to
3 are used in simulations, floor 1 meaning the ground floor.

A.7 B5 – Stationary Feeder

Fixed feeder links scenario is defined as propagation scenario B5. In this scenario,
both terminals are fixed. Based on this, the scenario is divided in four categories
or sub-scenarios in; these are B5a (LOS stationary feeder: rooftop to rooftop),
B5b (LOS stationary feeder: street level to street level), B5c (LOS stationary
feeder: below rooftop to street level) and B5d (NLOS stationary feeder: rooftop
to street level). Height of street level terminal antenna is assumed to be 3-5
meters.

A.7.1 B5a

The signal in B5a can be assumed to consist of a strong LOS signal and single
bounce reflection. Also far away reflections can occur. The connection is almost
like in free space, so that the path-loss does not depend noticeably on the antenna
heights. For this scenario fixed angle spread, delay spread and XPR values are
applied. However, the model is applicable for omni-directional antennas for up
to 300 meters in distance. By using directive antennas the range can be extended
approximately to 8 km.

A.7.2 B5b

In B5b it is assumed that both the transmitter and receiver have many scatterers
in their close vicinity similar. In addition there can also be long echoes from the
ends of the street. There is a LOS ray between the transmitter and receiver and
when this path is strong, the contribution from all the scatters is small. However,
beyond the break point distance the scatterers start to play an important role.

A.7.3 B5c and B5d Scenarios

B5c and B5d can be considered as LOS of B1 and NLOS of C2 respectively.
Only support for Doppler spectrum of stationary cases has to be introduced. B5c
is probably the most important feeder link scenario, because it will be used in
urban micro-cell relay scenario. B5c is almost identical to the B1 micro-cellular
LOS scenario. The only difference in environment is the assumed antenna height
of the mobile/relay. Same channel model will cover both of the cases, except
the difference in Doppler spectrum (mobility). Feeder link ends are stationary
and the Doppler frequency results from motion of the environment. In scenario
B5c some clusters represent vehicles with speed of ~50 km/h and the rest of the
clusters represent stationary objects like walls and building corners.
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A.7.4 B5f

B5f scenario consists of the cases with relay antennas some meters over the roof-
top or some meters below the roof-top. Critical information is, if the link is LOS
or NLOS, it is possible to create LOS links with the antennas below roof-tops.
As well it is possible to implement NLOS links with antennas above the average
roof-top level. Our approach is that the desired BS to FRS links can be planned
to be LOS or OLOS, or at least “good” links. It is assumed that the interfering
links from undesired BS to FRS can be LOS or NLOS. (Although in practice this
can be also affected by careful planning.) It should be pointed out that the link
FRS to MS is covered by the model B1. Interference to undesired feeder link
may occur. In B5f it is assumed that the relay station is shadowed due to some
obstacle.

A.8 C1 – Suburban macro-cell

In suburban macro-cells base stations are located well above the rooftops to allow
wide area coverage, and mobile stations are outdoors at street level. Buildings are
typically low residential detached houses with one or two floors, or blocks of flats
with a few floors. Occasional open areas such as parks or playgrounds between
the houses make the environment rather open. Streets do not form urban-like
regular strict grid structure. Vegetation is modest.

A.9 C2 – Urban macro-cell

In typical urban macro-cell mobile station is located outdoors at street level and
fixed base station clearly above surrounding building heights. As for propagation
conditions, non- or obstructed line-of-sight is a common case, since street level
is often reached by a single diffraction over the rooftop. The building blocks can
form either a regular Manhattan type of grid, or have more irregular locations.
Typical building heights in urban environments are over four floors. Buildings
height and density in typical urban macro-cell are mostly homogeneous.

A.10 C3 – Bad urban macro-cell

Bad urban environment describes cities with buildings with distinctly inhomoge-
neous heights or densities, and results to a clearly dispersive propagation envi-
ronment in delay and angular domain. The inhomogeneities in city structure can
be e.g. due to large water areas separating the built-up areas, or the high-rise
skyscrapers in otherwise typical urban environment. Increased delay and angular
dispersion can also be caused by mountains surrounding the city. Base station is
typically located above the average rooftop level, but within its coverage range
there can also be several high-rise buildings exceeding the base station height.
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From modeling point of view this differs from typical urban macro-cell by an
additional far scatterer cluster.

A.11 C4 – Urban macro outdoor to indoor

The Outdoor-to-Indoor scenario is specified here as follows: The outdoor environ-
ment is the same as in urban macro cellular case, C2, and the indoor environment
is the same as in indoor case, A1. The base station antenna is clearly above the
mean building height. This means that there will be quite long LOS paths to the
walls penetrated by the signals, mainly in the higher floors of the buildings. On
the other hand there is often quite a severe shadowing, especially in the lower
floors.

A.12 D1 – Rural macro-cell Propagation scenario

D1 represents radio propagation in large areas (radii up to 10 km) with low
building density. The height of the AP antenna is typically in the range from 20
to 70 m, which is much higher than the average building height. Consequently,
LOS conditions can be expected to exist in most of the coverage area. In case
the UE is located inside a building or vehicle, an additional penetration loss is
experienced which can possibly be modeled as a (frequency-dependent) constant
value. The AP antenna location is fixed in this propagation scenario, and the UE
antenna velocity is in the range from 0 to 200 km/h.

A.13 D2 – Moving networks Propagation scenario

D2 (“Rural Moving Network”) represents radio propagation in environments
where both the AP and the UE are moving, possibly at very high speed, in a rural
area. A typical example of this scenario occurs in carriages of high-speed trains
where wireless coverage is provided by so-called moving relay stations (MRSs)
which can be mounted, for example, to the roof. The link between the fixed net-
work and the moving network (train) is typically a LOS type. In addition there
is a link from the MRS to the UE. It is assumed that the indoor part of the MRS
is mounted in the ceiling in the middle of the carriage.
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Appendix B

MATLAB Codes

This section contains the MATLAB codes that has been introduced and applied
in addition to the original WINNER II channel model MATLAB source code.
The source code of WINNER II channel model is free and open sourced and can
be downloaded from http://www.ist-winner.org/phase_2_model.html

B.1 Main Simulator Code

1 clear all;
2 clc;
3
4 %% Defining the antenna arrays
5
6 Arrays = arrayparset ;
7
8 %% Defining the scenerio with BS , MS , Relays
9

10 BsAAIdxCell = {[1]; [2]} ;
11 MsAAIdx = [2 3];
12 L=3; % Number of links
13 S=12; % Identification number of the Scenario
14
15 layoutpar = layoutparset (MsAAIdx , BsAAIdxCell , L, Arrays );
16 layoutpar . ScenarioVector = S*ones (1,L);
17 layoutpar . Stations (1).Pos = [0;0;32]; % Position of BS1
18 layoutpar . Stations (2).Pos = [250;250;32]; % Position of BS2
19 layoutpar . Stations (3).Pos = [250;250;32]; % Position of MS1
20 layoutpar . Stations (4).Pos = [0;500;1.5]; % Position of MS2
21
22 %% Defining the pairing of BS , MS , Relays
23
24 layoutpar . Pairing = [1 2 1;3 4 4];
25
26 %% Defining the initial conditions for the iteration
27
28 SER_tot_nc = zeros (11 ,1);
29 SER_tot_c = zeros (11 ,1);
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30 SER_tot_wor = zeros (11 ,1);
31
32 for n =1:5000
33
34 wimpar = wimparset ; % Generation the Winner

parameters
35 [H, delays , out ]= wim(wimpar , layoutpar ) % Generation

of all the radio links according to the layout
36
37 % Processing the bits for Calculation
38
39 SP. FFTsize = 512; % The size of the FFT and IFFT
40 SP. CPsize = 20; % CP length
41 SP.SNR = [0:4:40]; % Simulated SNR range is from 0

dB to 40 dB with an increament of 4 dB.
42 SP. numRun = 10^4; % The number of simulation

iterations is 10^4
43
44 a=isnan(out. path_powers );
45 out. path_powers (a)=0;
46 SP. equalizerType =’MMSE ’;
47
48 % Calculation of path powers for Non - cooperative
49
50 h_1=out. path_powers (1 ,:); %Relay Link
51 SP. channel_1 = h_1;
52 SP. channel_1 = h_1/sqrt(sum(h_1 .^2));
53
54 h_2= out. path_powers (2 ,:); % Access Link
55 SP. channel_2 = h_2;
56 SP. channel_2 = h_2/sqrt(sum(h_2 .^2));
57
58 % Calculation of BER
59
60 SER_ofdm_nc = ofdm_wr_nc (SP);
61 SER_tot_nc = SER_tot_nc + SER_ofdm_nc ;
62
63 % Calculation of path powers for Cooperative
64
65 h_1=out. path_powers (1 ,:); %Relay Link
66 SP. channel_1 = h_1;
67 SP. channel_1 = h_1/sqrt(sum(h_1 .^2));
68
69 h_2= out. path_powers (2 ,:); % Access Link
70 SP. channel_2 = h_2;
71 SP. channel_2 = h_2/sqrt(sum(h_2 .^2));
72 h_3= out. path_powers (3 ,:); % Direct Link
73 SP. channel_3 = h_3;
74 SP. channel_3 = h_3/sqrt(sum(h_3 .^2));
75
76 h_4= out. path_powers (2 ,:)+out. path_powers (3 ,:);
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77 SP. channel_4 = h_4;
78 SP. channel_4 = h_4/sqrt(sum(h_4 .^2));
79
80 % Calculation of BER
81
82 SER_ofdm_c = ofdm_wr_c (SP);
83 SER_tot_c = SER_tot_c + SER_ofdm_c ;
84
85 % Calculation of path powers Without relay
86
87 h=out. path_powers (3 ,:); % Direct Link
88 SP. channel = h;
89 SP. channel = h/sqrt(sum(h.^2));
90
91 % Calculation of BER
92
93 SER_ofdm_wor = ofdm(SP);
94 SER_tot_wor = SER_tot_wor + SER_ofdm_wor ;
95
96 end
97
98 %% Taking Average of the data
99

100 SER_wor = SER_tot_wor /n; % SER for without relay
environment

101 SER_nc = SER_tot_nc /n; % SER for non co - operative
environment

102 SER_c = SER_tot_c /n; % SER for co - operative environment (
with one relay)

103
104 %% Defining the MS and BS positions for the co - operative

environments with 2 relays
105
106 BsAAIdxCell = {[1];[2];[2]};
107 MsAAIdx = [2 2 3];
108 L=5;
109 layoutpar = layoutparset (MsAAIdx , BsAAIdxCell , L, Arrays );
110 layoutpar . ScenarioVector = S*ones (1,L);
111 layoutpar . Stations (1).Pos = [0;250;32]; % BS1
112 layoutpar . Stations (2).Pos = [500;500;25]; % BS2
113 layoutpar . Stations (3).Pos = [500;0;25]; % BS3
114 layoutpar . Stations (4).Pos = [500;500;25]; % MS1
115 layoutpar . Stations (5).Pos = [500;0;25]; % MS2
116 layoutpar . Stations (6).Pos = [1000;250;1.5]; % MS3
117 layoutpar . Pairing = [1 1 2 1 3 ; 6 4 6 5 6];
118
119 % Defining the initial condictions for the iteration
120
121 SER_tot_c_two = zeros (11 ,1);
122
123 for n =1:5000
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124 % Generation the Winner parameters
125 wimpar = wimparset ;
126 [H2 , delays2 , out2 ]= wim(wimpar , layoutpar )
127 % Processing the bits for Calculation
128 SP. FFTsize = 512;
129 SP. CPsize = 20;
130 SP.SNR = [0:4:40];
131 SP. numRun = 10^4;
132
133 a=isnan(out2. path_powers );
134 out2. path_powers (a)=0;
135 SP. equalizerType =’MMSE ’;
136
137 % Calculation of path powers for Cooperative

environment with two relays
138
139 h_1=out2. path_powers (1 ,:); % direct link
140 SP. channel_1 = h_1;
141 SP. channel_1 = h_1/sqrt(sum(h_1 .^2));
142
143 h_2= out2. path_powers (2 ,:); % relay link 1
144 SP. channel_2 = h_2;
145 SP. channel_2 = h_2/sqrt(sum(h_2 .^2));
146
147 h_3= out2. path_powers (3 ,:); % access link 1
148 SP. channel_3 = h_3;
149 SP. channel_3 = h_3/sqrt(sum(h_3 .^2));
150
151 h_4= out2. path_powers (4 ,:); % relay link 2
152 SP. channel_4 = h_4;
153 SP. channel_4 = h_4/sqrt(sum(h_4 .^2));
154 h_5= out2. path_powers (5 ,:); % access link 2
155 SP. channel_5 = h_5;
156 SP. channel_5 = h_5/sqrt(sum(h_5 .^2));
157 h_6= out2. path_powers (1 ,:)+ out2. path_powers (3 ,:)+

out2. path_powers (5 ,:); % combined link in
reciever

158 SP. channel_6 = h_6;
159 SP. channel_6 = h_6/sqrt(sum(h_6 .^2));
160
161 % Calculation of SER
162
163 SER_ofdm_c_two = ofdm_wr_c_two (SP);
164 SER_tot_c_two = SER_tot_c_two + SER_ofdm_c_two ;
165 end
166
167 %% Taking Average of the data
168
169 SER_c_two = SER_tot_c_two /n; % SER for co - operative

environment with 2 relays
170
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171 % saving data
172
173 save results / ofdm_data ;
174
175 % Creating figures
176
177 figure
178 semilogy (SP.SNR ,SER_wor ,’bh -’);
179 hold on
180 semilogy (SP.SNR ,SER_nc ,’mo -’);
181 semilogy (SP.SNR ,SER_c ,’rd -’);
182 semilogy (SP.SNR ,SER_c_two ,’kx -’);
183 grid on
184 legend (’ Without Relay Environment ’, ’Non - Cooperative

Environment ’, ’Cooperative Environment ’, ’Cooperative
Environment (2 relay) ’);

185
186 xlabel (’ Signal to Noise Ratio (SNR), dB ’);
187 ylabel (’ Symbol Error Rate (SER) ’);
188 title(’SER for WINNER -II ’);

B.2 OFDM Simulator code for Without Relay Environment

1 function SER = ofdm(SP)
2
3 numSymbols = SP. FFTsize ; % The size of the data block is

equal to the FFT size
4
5 H_channel = fft(SP.channel ,SP. FFTsize ); % Frequency domain

version of the Direct Link channel response
6
7 for n = 1: length (SP.SNR),
8 tic;
9 errCount = 0; % Initialize the error count

10
11 for k = 1:SP.numRun ,
12 tmp = round(rand (2, numSymbols )); % Generate

random data block.
13 tmp = tmp *2 - 1;
14
15 inputSymbols = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2);
16 TxSamples = sqrt(SP. FFTsize )*ifft(

inputSymbols ); % Generation of
transmission signal

17 ofdmSymbol = [ TxSamples (numSymbols -SP.
CPsize +1: numSymbols ) TxSamples ]; %OFDM
Symbol generation RxSamples =
filter (SP.channel , 1, ofdmSymbol ); %
Recieved signal through Direct Link

18 tmp = randn (2, numSymbols +SP. CPsize );
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19 complexNoise = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt
(2); % Generation of Noise

20 noisePower = 10^( - SP.SNR(n)/10);
21 RxSamples = RxSamples + sqrt( noisePower )*

complexNoise ; % Noise added to the
signal

22
23 EstSymbols = RxSamples (SP. CPsize +1:

numSymbols +SP. CPsize );
24 Y = fft(EstSymbols , SP. FFTsize );
25
26 % Selecting the equalization Type
27
28 if SP. equalizerType == ’ZERO ’
29 Y = Y./ H_channel ;
30 elseif SP. equalizerType == ’MMSE ’
31 C = conj( H_channel )./( conj(

H_channel ).* H_channel + 10^( - SP.
SNR(n)/10));

32 Y = Y.*C;
33 end
34
35 EstSymbols = Y;
36 EstSymbols = sign(real( EstSymbols )) + i*

sign(imag( EstSymbols )); % Hard decision
detection .

37 EstSymbols = EstSymbols /sqrt (2);
38
39 I = find (( inputSymbols - EstSymbols ) == 0);

% Comparing transmitted and recieved
signals

40 errCount = errCount + (numSymbols - length (I)
); % Finding the errors in the recieved
signal

41 end
42
43 SER(n ,:) = errCount / ( numSymbols *SP. numRun ); %

Calculation of symbol error rate
44 [SP.SNR(n) SER(n ,:)]
45 toc
46 end

B.3 OFDM Simulator code for Non Co-operative
Environment

1 function SER = ofdm_wr_nc (SP)
2
3 numSymbols = SP. FFTsize ; % The size of the data block is

equal to the FFT size
4
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5 H_channel_1 = fft(SP.channel_1 ,SP. FFTsize ); % Frequency
domain channel response of the Relay Link

6 H_channel_2 = fft(SP.channel_2 ,SP. FFTsize ); % Frequency
domain channel response of the Access link

7
8 for n = 1: length (SP.SNR),
9 tic;

10 errCount = 0;
11
12 for k = 1:SP.numRun ,
13
14 %Data transmission through Relay link

STARTS
15
16 tmp = round(rand (2, numSymbols )); % Generate

random data block
17 tmp = tmp *2 - 1;
18 inputSymbols = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2);
19 TxSamples = sqrt(SP. FFTsize )*ifft(

inputSymbols ); % Generation of
transmission signal

20 ofdmSymbol = [ TxSamples (numSymbols -SP.
CPsize +1: numSymbols ) TxSamples ]; %OFDM
symbol generation

21 RxSamples = filter (SP.channel_1 , 1,
ofdmSymbol ); % Recieved Signal through
Relay link

22 tmp = randn (2, numSymbols +SP. CPsize );
23 complexNoise = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2); % Generation of Noise
24 noisePower = 10^( - SP.SNR(n)/10);
25 RxSamples = RxSamples + sqrt( noisePower )*

complexNoise ; %Noise added to the
signal

26 EstSymbols = RxSamples (SP. CPsize +1:
numSymbols +SP. CPsize );

27 Y = fft(EstSymbols , SP. FFTsize );
28
29 % Selecting the Equalization Method
30
31 if SP. equalizerType == ’ZERO ’
32 Y = Y./ H_channel_1 ;
33 elseif SP. equalizerType == ’MMSE ’
34 C = conj( H_channel_1 )./( conj(

H_channel_1 ).* H_channel_1 +
10^( - SP.SNR(n)/10));

35 Y = Y.*C;
36 end
37
38 EstSymbols = Y;
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39 EstSymbols = sign(real( EstSymbols )) + i*
sign(imag( EstSymbols )); % Hard decision
detection

40 EstSymbols = EstSymbols /sqrt (2); % Signal
recieved in the reciever of the Relay

41
42 %Data transmission through Relay link ENDS
43
44 %Data transmission through Access link

STARTS
45
46 inputSymbols = EstSymbols ; % Signal recieved

in the Relay is considered as
transmitted signal

47 TxSamples = sqrt(SP. FFTsize )*ifft(
inputSymbols ); % Transmission Signal

48 ofdmSymbol = [ TxSamples (numSymbols -SP.
CPsize +1: numSymbols ) TxSamples ]; %OFDM
Symbol generation RxSamples =
filter (SP.channel_2 , 1, ofdmSymbol ); %
Recived symbols through Access Link

49 tmp = randn (2, numSymbols +SP. CPsize );
50 complexNoise = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2); %Noise Generation
51 noisePower = 10^( - SP.SNR(n)/10);
52 RxSamples = RxSamples + sqrt( noisePower )*

complexNoise ; %Noise added
53
54 EstSymbols = RxSamples (SP. CPsize +1:

numSymbols +SP. CPsize );
55 Y = fft(EstSymbols , SP. FFTsize );
56
57 % Selecting the equalization method
58
59 if SP. equalizerType == ’ZERO ’
60 Y = Y./ H_channel_2 ;
61 elseif SP. equalizerType == ’MMSE ’
62 C = conj( H_channel_2 )./( conj(

H_channel_2 ).* H_channel_2 +
10^( - SP.SNR(n)/10));

63 Y = Y.*C;
64 end
65
66 EstSymbols = Y;
67 EstSymbols = sign(real( EstSymbols )) + i*

sign(imag( EstSymbols )); % Hard decision
detection

68 EstSymbols = EstSymbols /sqrt (2);
69
70 %Data transmission through Access link ENDS
71
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72 I = find (( inputSymbols - EstSymbols ) == 0);
% Comparing the transmitted and

recieved signals
73 errCount = errCount + (numSymbols - length (I)

); % Finding the errors in recieved
signal

74 end
75
76 SER(n ,:) = errCount / ( numSymbols *SP. numRun );
77 [SP.SNR(n) SER(n ,:)]
78 toc
79 end

B.4 OFDM Simulator code for Co-operative Environment

1 function SER = ofdm_wr_c (SP)
2
3 numSymbols = SP. FFTsize ;
4
5 H_channel_1 = fft(SP.channel_1 ,SP. FFTsize ); % Frequency

domain channel response of the Relay Link
6 H_channel_2 = fft(SP.channel_2 ,SP. FFTsize ); % Frequency

domain channel response of the Access Link
7 H_channel_3 = fft(SP.channel_3 ,SP. FFTsize ); % Frequency

domain channel response of the Direct Link
8 H_channel_4 = fft(SP.channel_4 ,SP. FFTsize ); % Combination of

Access link and Direct link
9

10 for n = 1: length (SP.SNR),
11 tic;
12 errCount = 0;
13
14 for k = 1:SP.numRun ,
15
16 %Data transmission through Relay link and

Direct link STARTS
17
18 tmp = round(rand (2, numSymbols ));
19 tmp = tmp *2 - 1;
20 inputSymbols = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2);
21 TxSamples = sqrt(SP. FFTsize )*ifft(

inputSymbols ); % Generation of
Transmission signal

22 ofdmSymbol = [ TxSamples (numSymbols -SP.
CPsize +1: numSymbols ) TxSamples ]; %OFDM
Signal generation RxSamples =
filter (SP.channel_1 , 1, ofdmSymbol ); %
Recieved Signal through Relay Link

23 RxSamples_DL = filter (SP.channel_3 , 1,
ofdmSymbol ); % Recieved Signal through
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Direct Link
24 tmp = randn (2, numSymbols +SP. CPsize );
25 complexNoise = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2); % Generation of noise
26 noisePower = 10^( - SP.SNR(n)/10);
27 RxSamples = RxSamples + sqrt( noisePower )*

complexNoise ; %Noise added
28 EstSymbols = RxSamples (SP. CPsize +1:

numSymbols +SP. CPsize );
29 Y = fft(EstSymbols , SP. FFTsize );
30
31 % Selection of channel equalization
32
33 if SP. equalizerType == ’ZERO ’
34 Y = Y./ H_channel_1 ;
35 elseif SP. equalizerType == ’MMSE ’
36 C = conj( H_channel_1 )./( conj(

H_channel_1 ).* H_channel_1 ...
37 + 10^( - SP.SNR(n)/10));
38 Y = Y.*C;
39 end
40
41 EstSymbols = Y;
42 EstSymbols = sign(real( EstSymbols )) + i*

sign(imag( EstSymbols ));
43 EstSymbols = EstSymbols /sqrt (2);
44
45 %Data transmission through Relay link and

Direct link ENDS
46 %Data transmission through Access link and

Direct link STARTS
47
48 inputSymbols = EstSymbols ; %Data recieved by

the Relay
49 TxSamples = sqrt(SP. FFTsize )*ifft(

inputSymbols ); % Generation of
transmitted signal

50 ofdmSymbol = [ TxSamples (numSymbols -SP.
CPsize +1: numSymbols ) TxSamples ]; %OFDM
symbol generation RxSamples =
filter (SP.channel_2 , 1, ofdmSymbol ); %
Recieved signal through Access Link

51
52 RxSamples = RxSamples + RxSamples_DL ; %

Signals through Access Link and Direct
Links are added

53
54 tmp = randn (2, numSymbols +SP. CPsize );
55 complexNoise = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2); %Noise generation
56 noisePower = 10^( - SP.SNR(n)/10);
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57 RxSamples = RxSamples + sqrt( noisePower )*
complexNoise ; %Noise Added

58 EstSymbols = RxSamples (SP. CPsize +1:
numSymbols +SP. CPsize );

59 Y = fft(EstSymbols , SP. FFTsize );
60
61 % Selection of channel equalization
62 if SP. equalizerType == ’ZERO ’
63 Y = Y./ H_channel_4 ;
64 elseif SP. equalizerType == ’MMSE ’
65 C = conj( H_channel_4 )./( conj(

H_channel_4 ).* H_channel_4 ...
66 + 10^( - SP.SNR(n)/10));
67 Y = Y.*C;
68 end
69
70 EstSymbols = Y;
71 EstSymbols = sign(real( EstSymbols )) + i*

sign(imag( EstSymbols ));
72 EstSymbols = EstSymbols /sqrt (2);
73
74 %Data transmission through Access link and

Direct link ENDS
75
76 I = find (( inputSymbols - EstSymbols ) == 0);
77 errCount = errCount + (numSymbols - length (I)

);
78 end
79
80 SER(n ,:) = errCount / ( numSymbols *SP. numRun );
81 [SP.SNR(n) SER(n ,:)]
82 toc
83 end

B.5 OFDM Simulator code for Co-operative Environment
(with 2 relays)

1 function SER = ofdm_wr_c_two (SP)
2
3 numSymbols = SP. FFTsize ;
4
5 H_channel_1 = fft(SP.channel_1 ,SP. FFTsize ); % Frequency

domain channel response of the Direct Link
6 H_channel_2 = fft(SP.channel_2 ,SP. FFTsize ); % Frequency

domain channel response of the Relay Link 1
7 H_channel_3 = fft(SP.channel_3 ,SP. FFTsize ); % Frequency

domain channel response of the Access Link 1
8 H_channel_4 = fft(SP.channel_4 ,SP. FFTsize ); % Frequency

domain channel response of the Relay Link 2
9 H_channel_5 = fft(SP.channel_5 ,SP. FFTsize ); % Frequency

domain channel response of the Access Link 2
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10 H_channel_6 = fft(SP.channel_6 ,SP. FFTsize ); % Combination of
Access links and Direct link

11
12 for n = 1: length (SP.SNR),
13 tic;
14 errCount = 0;
15 for k = 1:SP.numRun ,
16
17 %% Data transmission through Relay link and

Direct link STARTS
18
19 tmp = round(rand (2, numSymbols ));
20 tmp = tmp *2 - 1;
21 inputSymbols = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2);
22 TxSamples = sqrt(SP. FFTsize )*ifft(

inputSymbols );% Generation of
Transmission signal

23 ofdmSymbol = [ TxSamples (numSymbols -SP.
CPsize +1: numSymbols ) TxSamples ];% OFDM
Symbol generation

24
25 RxSamples_DL = filter (SP.channel_1 , 1,

ofdmSymbol ); % Recieved Signal through
Direct Link

26 RxSamples_RL1 = filter (SP.channel_2 , 1,
ofdmSymbol ); % Recieved Signal through
Relay Link 1

27 RxSamples_RL2 = filter (SP.channel_4 , 1,
ofdmSymbol ); % Recieved Signal through
Relay Link 2

28 %% Relay Link 1
29
30 tmp = randn (2, numSymbols +SP. CPsize );
31 complexNoise = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2); % Generation of noise
32 noisePower = 10^( - SP.SNR(n)/10);
33 RxSamples_RL1 = RxSamples_RL1 + sqrt(

noisePower )* complexNoise ; %Noise added
34 EstSymbols_1 = RxSamples_RL1 (SP. CPsize +1:

numSymbols +SP. CPsize );
35 Y = fft( EstSymbols_1 , SP. FFTsize );
36
37 % Selection of channel equalization
38
39 if SP. equalizerType == ’ZERO ’
40 Y = Y./ H_channel_2 ;
41 elseif SP. equalizerType == ’MMSE ’
42 C = conj( H_channel_2 )./( conj(

H_channel_2 ).* H_channel_2 + 10^( -
SP.SNR(n)/10));
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43 Y = Y.*C;
44 end
45
46 EstSymbols_1 = Y;
47 EstSymbols_1 = sign(real( EstSymbols_1 )) + i

*sign(imag( EstSymbols_1 ));
48 EstSymbols_RL1 = EstSymbols_1 /sqrt (2); %

Symbols at Relay node 1
49
50 %% Relay link 2
51
52 complexNoise = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2); % Generation of noise
53 noisePower = 10^( - SP.SNR(n)/10);
54 RxSamples_RL2 = RxSamples_RL2 + sqrt(

noisePower )* complexNoise ; %Noise added
55 EstSymbols_2 = RxSamples_RL2 (SP. CPsize +1:

numSymbols +SP. CPsize );
56 Y = fft( EstSymbols_2 , SP. FFTsize );
57
58 % Selection of channel equalization
59
60 if SP. equalizerType == ’ZERO ’
61 Y = Y./ H_channel_4 ;
62 elseif SP. equalizerType == ’MMSE ’
63 C = conj( H_channel_4 )./( conj(

H_channel_4 ).* H_channel_4 + 10^( -
SP.SNR(n)/10));

64 Y= Y.*C;
65 end
66
67 EstSymbols_2 = Y;
68 EstSymbols_2 = sign(real( EstSymbols_2 )) + i

*sign(imag( EstSymbols_2 ));
69 EstSymbols_RL2 = EstSymbols_2 /sqrt (2) ;%

Symbols at Relay node 2
70
71 % Data transmission through Relay link and

Direct link ENDS
72
73 %% Data transmission through Access link

and Direct link STARTS
74
75 TxSamples = sqrt(SP. FFTsize )*ifft(

inputSymbols ); % Generation of
transmitted signal

76
77 %% Access link 1
78
79 inputSymbols = EstSymbols_RL1 ; % Data

recieved by the Relay 1
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80 ofdmSymbol = [ TxSamples (numSymbols -SP.
CPsize +1: numSymbols ) TxSamples ]; %OFDM
Symbol generation

81 RxSamples_AL1 = filter (SP.channel_3 , 1,
ofdmSymbol ); % Recieved signal through
Access Link 1

82
83 %% Access link 2
84
85 inputSymbols = EstSymbols_RL2 ; % Data

recieved by the Relay 2
86 ofdmSymbol = [ TxSamples (numSymbols -SP.

CPsize +1: numSymbols ) TxSamples ];
87 RxSamples_AL2 = filter (SP.channel_5 , 1,

ofdmSymbol ); % Recieved signal through
Access Link

88
89 %% Combibed data of three links
90
91 RxSamples = RxSamples_AL1 + RxSamples_AL1 +

RxSamples_DL ; % Signals of all links are
added

92 tmp = randn (2, numSymbols +SP. CPsize );
93 complexNoise = (tmp (1 ,:) + i*tmp (2 ,:))/sqrt

(2); %Noise generation
94 noisePower = 10^( - SP.SNR(n)/10);
95 RxSamples = RxSamples + sqrt( noisePower )*

complexNoise ; %Noise Added
96 EstSymbols = RxSamples (SP. CPsize +1:

numSymbols +SP. CPsize );
97 Y = fft(EstSymbols , SP. FFTsize );
98
99 % Selection of channel equalization

100
101 if SP. equalizerType == ’ZERO ’
102 Y = Y./ H_channel_6 ;
103 elseif SP. equalizerType == ’MMSE ’
104 C = conj( H_channel_6 )./( conj(

H_channel_6 ).* H_channel_6 + 10^( -
SP.SNR(n)/10));

105 Y = Y.*C;
106 end
107
108 EstSymbols = Y;
109 EstSymbols = sign(real( EstSymbols )) + i*

sign(imag( EstSymbols ));% Hard decision
detection

110 EstSymbols = EstSymbols /sqrt (2);
111
112 %Data transmission through Access link and

Direct link ENDS
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113
114 I = find (( inputSymbols - EstSymbols ) == 0);
115 errCount = errCount + (numSymbols - length (I)

);
116 end
117 SER(n ,:) = errCount / ( numSymbols *SP. numRun );
118 [SP.SNR(n) SER(n ,:)]
119 toc
120 end
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Appendix C

Sample Raw Results

This section shows the sample raw results from the analysis performed after
generating all the radio links in WINNER II channel model. For each scenarios
the simulation has been repeated for 5000 times. This sample result is one of the
iterated values of Indoor to Outdoor scenario. This result includes the following
parameters:

• Delays: It is a K×N matrix of the path delays, measured in seconds. Here
K is the number of links and N is the number of paths in each links. In
the analysis we used 3 links (Relay link, Access link, Direct link). And the
number of paths in each link is 16. So the values of delay will be a 3 × 16
matrix. First row of the matrix represents the delays of Relay Link, the row
column represents the delay of Access Link and the third row represents the
delays for Direct Link. The sample values are listed in Table C.1.

• Angle of Departure (AoD): It is a K ×N ×M array of sub path angles of
departure in degrees over -180o to 180o. Here K is the number of links and
N is the number of paths in each links and M is the number of sub paths
in each path. In this analysis, the number of links are 3, number of paths
in each link is 12 and number of sub paths in each path is 20. So the size
of the array is 3 × 12 × 20. As a sample, the results for first 3 sub paths are
shown in Table C.2.

• Angle of Arrival (AOA): It is a K × N × M array of sub path angles of
arrival in degrees over -180o to 180o. Here K is the number of links and N
is the number of paths in each links and M is the number of sub paths in
each path. In this analysis, the number of links are 3, number of paths in
each link is 12 and number of sub paths in each path is 20. So the size of
the array is 3 × 12 × 20. As a sample, the results for first 3 sub paths are
shown in Table C.3.

• Path Losses - It is K × 1 matrix of Path losses for the scenario. Here K is
the number of links. So for each three links, three separate path loss can
be found. It is a coefficient by which the transmitted power is multiplied.
The results for path losses are shown in Table C.4.
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Table C.1: Sample results of delays (seconds)

• Path Powers: It is a K ×N matrix of Path powers. Here K is the number
of links and N is the number of paths in each links. In this analysis it is
a 3 × 12 matrix. This power is the clustered path powers of each paths of
each links. It is a coefficient by which the transmitted power is multiplied.
The values are shown in Table C.5.

• Station Distance - The distances between the stations can be measured in
meters, which is a 1 ×K matrix. Here K is the number of links. So this is
a 1 × 3 matrix. The first row shows the distance between the BS and RN,
the second row shows the distance between RN and UE and the third tow
shows the distance between BS and UE (the direct link). The values are
shown in Table C.6.

• Shadow Fading - A K× 1 matrix of shadow fading losses in linear scale can
be measured. Here K is the number of links. So it is a 3 × 1 matrix shadow
fading. The first column is the shadow fading for the Relay Link, the second
column is for the Access link and the third one is the shadow fading value of
the Direct link. It is a coefficient by which the mean path-loss is multiplied.
The values are shown in Table C.7.
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Table C.2: Sample results of AoD for 3 sub paths out of 20 sub paths (degrees)
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Table C.3: Sample results of AoA for 3 sub paths out of 20 sub paths (degrees)
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Path loss values
Relay Link 6.593E-17
Access Link 1.843E-16
Direct Link 2.631E-23

Table C.4: Sample results of Path losses
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Table C.5: Sample results of Path powers

BS to RN RN to UE BS to UE
Distance 500 500 1000

Table C.6: Sample results of Station distance (meter)

Shadow fading values
Relay Link 0.9517
Access Link 0.0553
Direct Link 1.0249

Table C.7: Sample results of the shadow fading
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