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Abstract

Link prediction in complex networks has attracted increasing attention. The link prediction algo-
rithms can be used to retrieve missing information, identify spurious interactions, capturing net-
work evolution, and so on. Recently, network embedding has been proposed as a new strategy to
embed network into low-dimensional vector space. By embedding nodes into vectors, the link pre-
diction problem can be converted into a similarity comparison task. Nodes with similar vectors are
more likely to connect. Some traditional network embedding methods include matrix factorization,
random walk paradigm and deep neural network models.

In this thesis, we propose SISNE, a diffusion based paradigm for node embedding, applying
Susceptible-Infected-Susceptible (SIS) model to extract node neighborhood structure. Both ran-
dom walk based algorithms and our proposed method sample node sequences as input and feed
them into a Skip-gram model, a representative language model that embeds words into vectors.
Specially, our proposed model provides flexibility to explore the network topology by operating in-
formation spreading on networks. Another contribution of the proposed model is that SISNE takes
into the account of the evolving nature of complex networks. To verify the efficacy, we conduct ex-
periments on missing link prediction task and show that our SIS diffusion based model outperforms
other state-of-the-art network embedding algorithms across all four empirical datasets, reaching a
maximal 7% improvement. Importantly, even when the input size is small, the performance remains
stable whereas other baseline models drop dramatically, which indicates that our proposed model is
less sensitive to input size and suggests that the model is applicable to large-scale networks. More-
over, we further show that as long as the infection probability β is larger than the threshold value
of the diffusion model, we can obtain a relatively high performance for link prediction task. Taken
together, our work has shown great effectiveness and efficiency in learning embeddings in temporal
networks.

xiii





1
Introduction

Networks are becoming ubiquitous across a large spectrum of fields. The critical challenge is to
represent networks effectively and efficiently so as to tackle advanced analytic tasks such as pattern
recognition[57, 67], community detection[81], prediction[37, 55] and visualization[78]. Recently,
network embedding has been proposed as a new strategy to embed network into low-dimensional
vector space, in which way, network structure is preserved[16, 45, 70]. In this thesis, I strive to in-
vestigate further to predict links in a network.

1.1. Motivation
Most of the real-world complex systems can be represented as complex networks, with nodes repre-
senting the components and links representing the connections between these individuals [50, 90].
Therefore, the study of complex networks pervades in different fields[15]. For example, with biolog-
ical or chemical networks, scientists study interactions between proteins or chemicals to facilitate
new treatments or components[20, 58]. With social networks, researchers tend to classify or cluster
users into groups or communities, which is useful for many tasks, such as advertising, search and
recommendation[28, 74]. With communication networks, learning the network structure can help
understand how the information spreads over the networks[90]. These are only a few examples of
the important role of analyzing networks.

Link prediction, one of the most fundamental problems among all the network analysis tasks,
has multiple applications, such as social recommendation on social platforms (e.g., Facebook or
Twitter) or recommendation applications on e-commerce systems [39, 40, 45]. Generally, the link
prediction problem can be classified into two classes, i.e., predicting the missing links by using the
observed networks or predicting future links by using the historical network structure [37]. Link
prediction has been attracting considerable amount of attention and has been successfully applied
in multiple fields. Email or communication networks, usually regarded as highly dynamic systems,
are served as popular observation targets for link prediction[46]. In addition, social media have been
working on the task to suggest unknown friends who may have strong connection with us[74, 80].
E-commerce websites recommend products that we could be interested in[30]. The prediction of
unknown interactions between proteins in biological networks is also in line with the link prediction
research [44, 58].

The aim of link prediction problem is to estimate the likelihood that two nodes connecting to
each other based on observed network structure[19]. To solve the advanced analytic tasks, e.g., link
prediction, node classification and etc, a concise learning of a network is fundamental. A typical so-
lution is to extract hand-engineered features from network based on expert knowledge[16]. Despite
the tedious effort for feature engineering, the lack of applicability across different prediction tasks
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is also a concern[23]. Alternatively, network embedding, as a promising way to represent networks,
has attracted great interest recently[16, 81]. Network embedding, as the name suggested, embeds
nodes in a network into a low-dimensional vector space . Traditionally, a discrete adjacency matrix
is used to represent a network[88]. The elements of the matrix indicate the existence of edges in the
network: pairs of nodes connected are presented as positive values (1 in an unweighted network or
the weight of the link in a weighted network) in the corresponding positions (row or column index
indicates an unique node). Simply, a row vector or a column vector in the adjacency matrix can
be regarded as the representation for a specific node. In such a way, the representation space is N-
dimensional, where N is the number of nodes in the network. However, this kind of representation
contains a lot of zero values and the dimension in some large-scale networks can reach up to mil-
lions, which could cause high computation complexity. Thus works in the early 2000s, attempted
to achieve lower-dimensional embedding using dimension reduction techniques. Representative
works, such as Isomap [73], Locally Linear Embedding(LLE) [65] and Laplacian Eigenmap [4], are
conducted to embed graph into lower dimensions. Nonetheless, time complexity usually reaches
quadratic level with respect to node number. Extensive researches apply matrix factorization meth-
ods to learn a low-rank space for the adjacency matrices. Among a series of matrix factorization
models, Singular Value Decomposition (SVD) [21] is commonly used. However, network embedding
from adjacency matrix can only reveal a simple neighboring relationship between nodes. Complex
relationships such as high-order proximity are neglected. Let alone the adjacency matrix contains
noise or abundant information. In addition, these traditional methods have many limitations when
processing on large-scale networks.

In the field of Natural Language Processing (NLP), similar issues also occur when learning repre-
sentation of words, embedding words into lower-dimension. The development of language models
significantly improve the effectiveness of word embedding. Word2Vec, an up-to-date word embed-
ding model, has paved the way for learning dense, continuous and low-dimensional representations
for words [48]. Node embedding methods using random walk paradigms borrowed the idea from
the language model and established an analogy for networks by regarding a network as a “docu-
ment” and a node as a “word”[57, 70]. The same way as a document is an ordered sequence of words,
one could sample sequences of nodes from the underlying network to capture the neighborhood of
nodes. Models, e.g., DeepWalk[57], Node2Vec[23] are representative works to learn low-dimensional
vectors based on Word2Vec model, which will be further illustrated in the future section.

Even though a lot of works have been introduced about network embedding, they are mainly
designed for static networks. Few work has considered the evolving nature of the network [52]. In
addition, current network sampling methods are mainly based on random walk, which is a specific
type of diffusion processes on the network. In this work, we propose to apply information spread-
ing, e.g., SIS model, on networks to simulate node sequences, defined as trajectories. This brings
us to the first research question: Q1 – How to utilize the diffusion based model and temporal in-
formation to simulate trajectories on networks for node embedding? Since we are solving a link
prediction task, we aim to predict missing links on temporal networks. We concern about the ef-
ficacy, which leads to Q2 – How is the performance of the proposed model in contrast with the
other node embedding algorithms on the link prediction task in temporal networks? For a more
fine-grained research, we would also like to know the ‘why’: Q3 – How to explain the difference in
performance of different algorithms and how is the properties of the sampled information re-
lated to the performance? In the following chapters, we will answers the questions in details.

1.2. Research Questions
Recently, there has been renewed interest in network embedding. Many attempts have been made
to solve the link prediction task, including the random walk paradigm. This research strives to solve
the task by proposing a diffusion based paradigm. We aim to explore which sampling strategy can



extract more informative corpus and achieve better performance. This give rise to our main research
questions:

1. How to utilize the diffusion based model and temporal information to simulate trajectories
on networks for node embedding?

2. How is the performance of the proposed model in contrast with the other node embedding
algorithms on the link prediction task in temporal networks?

3. How to explain the difference in performance of different algorithms and how is the prop-
erties of the sampled information related to the performance?

1.3. Contribution
The contribution of this project is threefold:

1. We propose SISNE, which is an efficient scalable network embedding methods on temporal
networks.

2. We evaluate SISNE on link prediction task. We compare our algorithms with the state-of-art
static network embedding methods and show that considering temporal information of the
network can help significantly improve the accuracy of link prediction. In addition, we com-
pare SISNE with a random-walk based temporal network embedding method, i.e.,CTDNE,
and find that SISNE is able to obtain much higher accuracy for link prediction even with a
small amount of input data.

3. We explore the relationship of the extracted ‘corpus’ and the performance of the embedding
method.

1.4. Thesis Outline
The rest of the report is structured as follows. In Chapter 2 Background, definitions and background
knowledge pertaining the concepts used in this thesis will be explained. Baseline models, includ-
ing their main concepts and privileges are introduced in the following chapter, Chapter 3 Baseline
Models. In Chapter 4 Methododology, we present technical details for the proposed model, SISNE.
Following in Chapter 5 Experimental Setup, we introduce the networks applied and data process-
ing. In Chapter 6 Results and Analysis, SISNE is evaluated on link prediction task on various real-
world datasets compared with baselines. Parameter sensitivity is also involved. In the last chapter
Conclusion, we conclude with a discussion of the SISNE framework and propose some directions
for future work.





2
Background

This chapter includes background information about network embedding as well as its categories.
The current development on network embedding methods will also be introduced. These will lay
the foundation for the following chapters.

2.1. Definitions
This section includes definitions and meaning of a network and a temporal network. The main
notations that will be used in this thesis are given in Table 2.1.

2.1.1. Network
A network, represented as G = (N ,L ), is defined as a set of N nodes connected by a set of L

links[68, 88]. The number of nodes is denoted by N , in which N = |N |. L = {li , j , i , j ∈N } is the link
set, where the element li , j indicates a static link between node i and node j . An weighted network
GW = (N ,LW ) is consisted with links assigned with weights. Each link li , j in LW is associated with
a weight wi j , the strength of the tie between node i and node j .

2.1.2. Temporal Network
A temporal network can be denoted as GT = (N ,LT ), where N denotes a set of nodes and N also
represents number of nodes. Here, LT = {li , j ,t , t ∈ T }, where T is a temporal window size with
T ∈ R+. li , j ,t indicates that node i and node j have a contact at time step t . A weighted network can
be derived from temporal network GT by aggregating all contacts over time, in which the weight of
each link represents the occurrence of contacts between the two end nodes of the link[87].

2.2. Network Embedding
The conventional approach to represent nodes and edges involves hand-crafted features, e.g., be-
tweenness centrality, degree centrality, clustering coefficient and etc. Properties of network struc-
ture are extracted by computing betweenness centrality, triangle count, and modularity[59]. These
features require extensive domain knowledge and expensive computation to obtain. To tackle this
challenge, learning latent representations for networks, a.k.a., network embedding, has been exten-
sively studied to automatically project the structural properties of a network into a latent space[16,
59, 88]. This background section focuses on the definition of network embedding and its motiva-
tion.

Network embedding, or Network Representation Learning(NRL), strives to embed the network
into a low-dimensional space by preserving the network structure. When nodes or edges are em-
bedded as points into low-dimensional space, the relationships among nodes and edges would be
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Table (2.1) Notations

T Temporal window size, T ∈ R+

G Static network
GT Temporal network

li , j ,t Contact between node i and node j at time t
N Node set
LT Contact Set
N Number of nodes

|LT | Number of contacts
w s Skip-Gram model window size
d Dimension of embedding vectors (d ¿ N ).
H H ∈ RN×d is the node embedding matrix

Figure (2.1) Network embedding example [57]

represented by distances between points in the space. The goal is to minimize the distance between
similar nodes, either close in the network topology or share similar roles [57, 89]. Figure 2.1 shows
an example of network embedding. In Figure 2.1(a), the karate network with colors representing
different communities is shown. The karate network is embedded into a two-dimensional space
in Figure 2.1(b). It can be observed that nodes with same color (i.e., within the same community)



in the original karate network have shorter distance in the two-dimensional space. After obtaining
the embedding vector of each node, we can further use them as input for tasks like link prediction,
community detection, classification, etc.

2.3. Network Embedding Methods
Generally, network embedding methods include matrix factorization, random walk based method
and deep neural networks[16]. In this section, we will give an overview study of these three cate-
gories. We will also introduce graph neural networks, which has close relation to node embedding.

2.3.1. Matrix Factorization
Unsupervised feature learning approaches typically exploit various matrix representations of net-
works. Laplacian and the adjacency matrices are commonly used to represent the topology struc-
ture of a network. A row or column vector can simply represent a node, but the vector is formed in
N-dimensional representation space. The goal of network embedding is to learn a low-dimensional
vector space for a network. Thus dimensionality reduction techniques can naturally be applied to
solve the problem. SVD is one commonly-used matrix factorization model, due to its ability for low-
rank approximation[43, 55]. The idea of SVD is to decompose a matrix into the product of UΣV T ,
as shown in Figure 2.2. In Figure 2.2, the complex matrix M can be factorized as the production
of orthonormal matrices U ,V T and a diagonal matrix Σ. GraRep[7], as one of the representatives
model, learns low-dimensional representations of nodes by performing SVD to reformulate the loss
function. The privilege of GraRep is its ability to preserve higher-order proximities (k-step proximi-
ties k ≤2) when constructing the global representations of nodes. Given A is the adjacency matrix,
the k-step probability transition matrix can be computed by Ak =∏k A, where Ak

i j refers to the tran-
sition probability between node i and node j consisting of k steps[16]. They extracted a positive
k-step log probabilistic matrix X k :

X k
i , j = max

(
log

(
Ak

i , j

Γk
j

)
− log(β),0

)
(2.1)

,where Γk
j = ∑

p Ak
p, j and β is a log shifted factor. The representations of nodes can be inferred

by applying SVD on X k
i , j .

Figure (2.2) Visualization of SVD [75]

Similar to SVD, non-negative matrix factorization[65] is another form of linear dimensionality
reduction. The difference is that NMF guarantees that the approximately reconstructed distances
are nonnegative. Other linear (e.g., PCA) and non-linear (e.g., IsoMap) dimensionality reduction
techniques have also been proposed[73, 84].



2.3.2. Random Walk Based Methods

The above-mentioned methods depend on matrices to capture the neighborhood of a node. Al-
though the local neighborhood of a node is encoded, usually a sparse and discrete vector is learned
in large-scale networks. In NLP field, same concerns also occur when learning word representation.
Nevertheless, Word2Vec[48], a word embedding model, significantly improves the effectiveness of
word representation by learning dense, continuous and low-dimensional vectors from sparse, dis-
crete and high-dimensional space. Inspired by the model, researches established an analogy be-
tween a network and a document. Figure 2.3 can well present the network embedding process
based on random walk paradigm. One can sample random walks (sequences of nodes) from the
underlying network, as the same way a document is formed with sequences of words. Thus walks
are generated from the original network and later can be fed into a skip-gram model. The skip-gram
model aims to predict the words based on a target word within context. Details will be given in
Chapter 3 Methododology.

Figure (2.3) Network embedding process, from sampling node sequences from a network, to learning embedding
based on the input data. [14]

However, there is no fixed sample strategy that is determined to be superior. Different sample
strategies lead to various learned feature representations. Random walk based methods lie in one
of the different sampling strategies on network. DeepWalk simply samples node sequences under a
uniform distribution on static network. While, Node2Vec[23] defines flexible notions and capable to
capture both homophily and structural equivalence attributes of networks by manipulating param-
eters. In this work, we tend to explore different sampling strategies based on information spreading
process and their effect on preserving network information. Details would be introduced in future
chapters.

2.3.3. Deep Neural Networks Based Methods

Deep Neural Networks have been used as nonlinear function learning models in many cases and
have received huge successes in other fields, e.g., computer vision, NLP, information retrieval[17].
Unlike the aforementioned methods, deep neural networks based network embedding methods
adopt deep models to learn representatives. Specifically, SDNE[78] uses deep autoencoder to pre-
serve neighborhood of nodes. The input adjacency nodes xi of node i are first fed into multiple
non-linear layers in the encoder part. Then the output representation x̂i is obtained by reversing the
calculation process of encoder, which is the decoder part. The loss function takes into the account of
first-order and second-order proximity simultaneously. Some other representative methods, such
as SDAE[8] and SiNe[80] also propose deep learning models for network embedding. These models
strive to work on high non-linearity, structure-preserving and sparsity issues.



2.3.4. Graph Neural Network
The research of graph neural networks is closely related to node embedding, whose relation is
shown in Figure 2.4. As shown in the figure, both node embedding and graph neural networks in-
volve deep learning approaches. The overlap models include graph autoencoder-based algorithms
(e.g., SDNE[78] and DNGR[8] and graph convolution neural networks with unsupervised learning
(e.g., GraphSage[24]). The learning paradigms of graph neural network include graph convolution
networks[31], graph attention networks[76], graph generative networks[35, 85] and graph spatial-
temporal networks[86].

Figure (2.4) Network Embedding v.s. Graph Neural Network [82]

2.4. Dynamic Network Embedding
Most of the models introduced above lie in this category, in which the learned networks are static.
However, in real world, networks are dynamic and evolve continuously over time. Many researches
in network representation learning has focused on static network while neglecting the rich informa-
tion on network development throughout time. Recently, a surge of works have been done focusing
on these dynamic information. And this will also be our main focus in this research.

CTDNE[52] proposed a general framework for learning temporal representations based on walks
that respect time. Temporally valid sequences of node connections are represented and thus issues
and information loss is avoided when time is ignored[51]. The process is two-fold, selecting initial
node and proceeding random walk. The neighbor selection process is under different distribution,
either uniform or linear. Walks follow a chronological patterns, aligning with ascending order in
time on each step, representing the order of events. Zhou et al. proposed DynamicTriad[91]. They
applied the concept of triad, a group of three vertices, and employed a triadic closure process, from
open triad to closed triad, to model the formation and evolution of networks. They also employed
social homophily and temporal smoothness in the model. The hypothesis is that two vertices tend
to have closer embedding if they are connected to each other and embedding vectors tend to be
close in adjacent time steps. Compared to LANE, DANE[34] takes dynamic information into con-
sideration. On every time step, changes in topology structure and attribute values are recorded.
Embeddings of network structure and attribute information are then updated by leveraging matrix



perturbation theory. This online model is scalable to large-scale networks.

2.5. Network Embedding Based on Learned Information
Based on the information preserved in the network representation, Cui et al.[16] has categorized
network embedding models into three types: 1. preserving network structure and properties 2. pre-
serving side information 3. preserving advanced information. Most of the embedding models lie
in the first category and strive to preserve the structure of network, which is also the case in this
work. We will give some overview on network embedding methods capturing versatile information.
Given the fact that a lot of information are aligned with nodes and edges in the network, additional
approaches dealing with these information is necessary.

2.5.1. Preserving Structure and Property
The first category preserve structure and property information such as neighborhood structure[57],
high-order proximity of vertices[7, 78] and network communities[81]. DeepWalk[57] was proposed
to preserve network structure. It embraces the idea that node can be represented in a network as
word in a document. By extracting random walks from a network and feeding it to Skip-gram, a com-
monly used word embedding model, DeepWalk learns node representations by maximizing the sim-
ilarity between neighbors in the walk sequences. Node2Vec[23] was later on inspired by the idea and
broadened the connectivity patterns in a network. By tuning the hyperparameter, Node2Vec is able
to manipulate the random walk sampling strategy on a network, between breadth-first search(BFS)
or depth-first search(DFS). It is also able to capture second order proximity of nodes. Line[70] was
proposed for analyzing large-scale network, and able to preserve first and second order of prox-
imity. The first order indicates the directly connected nodes and the second order preserves the
contexts(neighbors) of nodes.

SDNE[78] applied auto-encoder to capture first-order and second-order of proximity jointly to
preserve the network structure. The first order proximity is regarded as a supervised learning pro-
cess, since the edges in the network is provided. The second order proximity is captured in the
reconstruction process and is nonetheless unsupervised.

2.5.2. Integrating Additional Information
Side information includes node content or labels, as well as node types. Researches on informa-
tion network[70], attributed network[36] and heterogeneous network[12] are within the range of
this category. LANE[27], proposed by Huang et al., incorporated label information into embedding
while maintaining their correlations. They first constructed two latent matrices preserving network
structure and attribute information, which were then incorporated and mapped into another latent
representation and finally unified. To tackle the challenges in scalability problem in network em-
bedding, AANE[26] was proposed, which decomposed the modeling and optimization during joint
learning process.

As for deep neural models, HNE[12] aims at heterogeneous network embedding, utilizing rich
content and linkage information. The difference of HNE compared to the above-mentioned model
is that it aggregates different deep architecture, Deep Neural Networks(DNN) and Convolutional
Neural Networks(CNN), to handle additional information, such as texts or multimedia objects.

2.6. Application Tasks of Network Embedding
Network embedding is capable of supporting subsequent network processing and analysis tasks
such as link prediction[9, 13, 79], node classification[5, 31, 49], as well as node clustering (commu-
nity detection)[10, 41, 81]. Though the goal is to preserve as much information in the network, slight
preference on the type of information extracted is different when dealing with different tasks. Table
2.2 shows the application tasks that have been analyzed in different models.



Table (2.2) A summary of applications of network analysis

Model
Missing

Link
Prediction

Future Link
Prediction

Node Clas-
sification

Community
Detection

Network Vi-
sualization

DeepWalk[57] X
Node2Vec[23] X X X

LINE[70] X X
LANE[27] X
AANE[26] X
ComE[10] X X X
HNE[12] X X X

SDNE[78] X X X X

CTDNE[52] X
DynamicTriad[91] X X X X

Sajjad et al.[66] X
DANE[34] X X

2.6.1. Link Prediction
Among all the tasks in network analysis, link prediction is the most fundamental problems and has
received a great amount of attention[9, 13, 18, 37, 39, 79]. The goal is to predict the likelihood of
connection between two nodes given the existing topology structure and the attributes of nodes[39]
in a network. Since the network embedding tends to learn the vector based feature of each node,
similarity between nodes can be easily measured, by computing inner product or cosine similar-
ity of two node vectors. A higher value of similarity indicates a higher probability that two nodes
may be linked. The evaluation metrics include precision@k, Mean Average Percision (MAP)[78].
Node2Vec[23] tends to learn edge representations to predict missing links by comparing link predic-
tion heuristic scores for node pair with immediate neighbor sets respectively.

In real-world scenarios, link prediction techniques are widely applied to predict unknown con-
nections among people in social networks , which can be used to recommend friends to users. In
biological networks, link prediction methods have been developed to predict relationships and in-
teractions between proteins, which greatly reduces the expenses of empirical approaches.

2.6.2. Node Classification
Another application of network embedding is node classification. Given that nodes are assigned
with one or more labels in some networks. The challenge is to predict the labels of a node and
classify them to different classes. Many works have been proposed to deal with this application[7,
27, 57, 70]. The classification process is similar to the common machine learning pipeline. First a
network embedding algorithm is applied to learn representations of each node, thus every node is
represented by a low-dimensional vector. Then these learned features are fed into a classifier and
the classifier is trained on the training set where the labels of nodes are known. With the trained
classifier, we are able to infer missing or unknown labels. Usually, Micro-F1 and Macro-F1 are used
as evaluation metrics for multi-label classification problem[16, 72].

Node classification task have been testing on a variety of networks. Social networks, usually
extracted from communication networks among users on online platforms, are commonly used as
datasets, e.g. BLOGCATALOG, FLICRK[57, 70, 72, 78]. A citation network is a type of network that
represents the citation relationships between papers and authors. [56, 70] evaluate the classification
performance on DBLP network[71].



2.6.3. Community Detection
As regards to community detection, the goal is to identify which community a node belonging to.
Communities consist of dense connections within themselves while sparser connections between
them[20]. It is well recognized that community structure reveals the organizational structures and
functional components of networks and is one of the most fundamental features of networks[81].
The idea is that nodes within the same cluster are more similar[16] to each other. Community detec-
tion requires exploitation of rich node interactions, such as nodes with content and attributes[10].
Cavallari et al.[10] constructed a framework, where community embedding, community detection
and node embedding mutually improved in a closed loop. Community detection techniques can
be categorized based on the network applied, either static or temporal. In the static network, the
topology structure do not change over time, while some communities will evolve over time in tem-
poral networks. The most intuitive method to detect community is to cluster nodes based on their
learned representations using typical clustering methods, such as Kmeans[42]. Other algorithms,
such as graph partitioning[29, 77], diffusion-based algorithms[61] and modularity optimization[22]
are also applied to detect communities on static networks. When taking into the account of time
effect, different aspects of techniques should be incorporated. There are several strategies to de-
tect temporal communities, instant-optimal based[3], temporal trade-off based[63] and cross-time
based[2]. More information can be referred in [62]

Community detection algorithms have been widely applied to uncover the underlying commu-
nity structure of various networks. For instance, in biological networks, community detection meth-
ods are used to detect functionally homogeneous proteins[33]. Lin et al.[38] identified location-
concerned patterns of traffic accidents using community detection algorithms.

2.6.4. Other Tasks
There are many other tasks researched apart from the ones introduced above. Another important
application of network embedding is network visualization[56, 83]. Networks are usually presented
on a two dimensional space, such that users can easily get an overview on the community structure
or node centrality of a sophisticated network, as shown in Figure 2.5. Anomaly detection is also
widely investigated. Anomaly detection in networks attempts to infer the structural inconsisten-
cies, aiming to find out anomalous nodes that connect to various influential communities[6, 25].
Figure 2.6 shows the anomalous node in a network, in which the red nodes A,B,C connect to a set of
different communities.

Figure (2.5) Network visualization of 20-NewsGroup by different network embedding algorithms[78]



Figure (2.6) Anomalous nodes in embedding[25]

2.7. Evaluation Metrics
In the experiment, I adopt AUC as evaluation metrics.

AUC : AUC is the area under the Receiver Operating Characteristic(ROC) curve, which is one of
the most fundamental evaluation metrics on link prediction task. ROC curve is a fundamental tool
for diagnostic test evaluation. Before illustrating the ROC curve, I will first introduce the confusion
matrix of binary classification, shown in Table 2.3.

Table (2.3) Confusion Matrix

Positive Prediction Negative Prediction
Positive Label True Positive(TP) False Negative(FN)
Negative Label False Positive(FP) True Negative(TN)

The goal of classification is to discriminate populations, as shown in Figure 2.7. If the popula-
tions overlap, the criterion value selected to divide the populations will result in some false classifi-
cations, hence false positive and false negative would exist. The goal is to find the optimal criterion
value so as to achieve the best classification result.

Figure (2.7) Classification of test result[1]



In ROC curve is intuitive, different criterion values available are taken into account. It keeps
track on the true positive and true negative rate, illustration graph is shown in Figure 2.8. The ex-
treme cases are either predicting all the labels correctly or wrongly. The first case will results in the
curve passing through the upper left corner. While the latter case would be the populations overlap
completely, thus the line would be a diagonal line.

Figure (2.8) ROC curve[1]



3
Methododology

In this chapter, detailed illustration of the proposed model, SISNE, is presented. We will introduce
the model by parts, each achieving one of the specific functions.

3.1. Methodology Framework
Figure 3.1 shows the methodology framework of the proposed model, SISNE. We aim to solve a link
prediction problem by modeling our model on temporal networks. To verify our model, we first
split the dataset into trainset and testset. We tend to train our model on trainset and verify the
performance on the other. After we obtain the trainset, we simulate a SIS spreading process on
the network and generate spreading trees. We then extract trajectories from the trees and feed the
input into skip-gram model to learn embeddings of nodes. The following sections will explain each
procedure in details.

3.2. Information Spreading
Information spreading (also known as information spreading) has yielded wide attention through-
out years and abundant empirical analysis has been obtained. The application field is various[90],
from different network platforms and applications, such as instant messaging, social network inter-
actions, email and mobile communication, to information spreading phenomenon, like broadcast-
ing, information sharing, crowdsourcing and etc. Epidemic models are the most widely used among
all mathematical models for information spreading, which is also the focus of this paper.

Consider the information spread in a group of people. Based on whether information has reached
a person and whether the information is spread through by an ’awared’ person, models can be re-
sulted into SI, SIS, and SIR. SI and SIS are applied in this paper and the model is shown in Figure
3.2. As referred from the name of the models, people can be labeled as different compartments:
1. S: the susceptible state, indicating people unaware of the information yet; 2. I : the infected state,
indicating information has reached this person; 3. R: the recovered state, people who aware of the
information make no response to it and thus will not transmit it to others. Among the three models,
SI is the simplest case, in which only state S and I are considered. SI model can be illustrated by
differential equations: 

d s(t )
d t =−βs(t )i (t )

di (t )
d t =βs(t )i (t )

(3.1)

, where β indicates the infection rate( the probability an infected person infect others), s(t ) and
i (t ) denotes the proportion of susceptible and infected people at time t .
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Figure (3.1) SISNE Framework

SIS model involves a recover process. Individuals who have already known about the informa-
tion will ignore it and become susceptible again. The differential equations for SIS model is :


d s(t )

d t =−βs(t )i (t )+γi (t )

di (t )
d t =βs(t )i (t )−γi (t )

(3.2)

, where γ is recover rate (the probability an individual in I state recover and become S state).

3.3. SIS Sampling Strategy
Many network embedding models focusing on random walk has been proposed in recent years.
In this thesis report, information diffusion strategy is applied on networks to generate node pair
corpus. Under the diffusion spreading process, nodes can be in either susceptible or infectious
state. Every susceptible node would have a certain probability, infectious rate β, to be infected and
thus convert to an infectious state. In SI model, once infected, nodes would remain as infectious
permanently. While in the case of SIS, nodes could return to susceptible state after infection and
thus may have repeated infections.



Figure (3.2) SI(S) model

The process can be described into two steps: 1. spreading tree (ST) construction; 2. trajectory
generation.

3.3.1. Spreading Tree (ST) Construction
First, we randomly select a node ui as the seed and a time step ti ∈ [0,T ] as the starting time of
the spreading process. Node ui is infected and the other nodes are in the susceptible state at time
step ti . The spreading follows the time step of the temporal network. At every time step, the in-
fected node can infect its susceptible neighbor with probability β and can recover with probability
γ. Therefore,we can construct the spreading tree starts from node ui as Ti (β,γ), which records the
union of contacts that the spreading passes. As the infected node can recover to the susceptible
state after a period, therefore a node can appear in the spreading tree Ti (β,γ) more than once. This
process continues till the last time step or all the nodes in the network are in suspected state, indi-
cating no infected node exists in the network. Noted that, these temporal interactions can only be
traversed in ascending time slots.

Figure (3.3) Temporal network snapshots and extracted spreading tree

Figure 3.3 shows an example of temporal network and the node state along time steps. Noted
that the infection or the susceptible sates are all presumed and may not the the same in real-time
processing. In t2, node u2 is randomly selected. We can assign u2 as the root node in the spreading
tree T2(β,γ). In the following time step t3, node u3 is infected by u2 through l2,3 and afterward u2

recovered and became susceptible again. Thus u3 is added into the spreading tree as the child node
of u2. Similar process continues along the time order. When a susceptible node u j is infected by
infected node ui , a corresponding contact is generated in the spreading tree. It is noticeable that
u2 appears twice in the hypothetical spreading tree. That is due to the fact that u2 has altered the



infection state twice, from infectious to susceptible and vice versa. As long as there is an change
in infection state, the update will be recorded in the spreading tree. In order to generate enough
corpus, a certain number of spreading trees are extracted from the dynamic networks. Some nodes
may serve as root node in different spreading trees. Due to the randomness of SIS process, two
trees with the same root node may result in various structures. In this stage, length and depth of the
spreading tree is not restricted. It only depends on the time interval, from the moment initialing the
starting time step till the last recorded event.

Algorithm 1 ST_Construction

Input: G = (N ,L ),[0,T ], β, γ
Output: Ti (β,γ)

1: Randomly choose node ui , ti as the seed and the starting time
2: ui is set as root of ST Ti (β,γ)
3: t = ti

4: while no infected node or t = T do
5: Operate the SI S spreading process following time stamp t ∈ [ti +1,T ]
6: When temporal neighbors are infected, add nodes to ST
7: end while
8: return Ti (β,γ)

3.3.2. Generating Trajectories
For each spreading tree Ti (β,γ), we randomly select mi different trajectories from Ti (β,γ), where
mi ∝ d(i ) with the assumption that the higher the degree of a node, more trajectories will be ex-
tracted from a spreading tree. All the trajectories will be gathered and serve as input data and we
define the corpus set as D . We define the size of input data as B, which defines the total number of
node in the extracted corpus set D . B is the multiplication of |N | and X , where X determines how
large is the input size.

In a spreading tree, the root node is regarded as the start of the trajectory. The following node
step is sampled under a uniform distribution among the children. And the selection strategy goes
on until it reaches the leaf node or exceed the length of the trajectory. Also in the same example
in Figure 3.3, two trajectories are possible to be extracted, {2,3,2} and {2,3,4}. Later on, these tra-
jectories will be gathered and fed into the Skip-gram model, which is illustrated in the following
session.

Algorithm 2 Generating Trajectories

Input: G = (N ,L ),[0,T ], B, Lmi n , Lmax , β, γ, mi

Output: a set of node corpus D

1: Initialize number of context windows C = 0
2: Initialize node corpora set D =∅
3: while B−C > 0 do
4: Ti (β,γ) = ST_Construction
5: Randomly choose trajectory Dg (g = 1, . . . ,mi ) from Ti (β,γ), s.t . Lmi n < |Dg | < Lmax

6: Add the temporal trajectory Dg to D , g = 1, . . . ,mi

7: C =C + (|Dg |−ω+1), g = 1, . . . ,mi

8: end while
9: return D



3.4. Skip-gram Model
As mentioned, Skip-gram aims to predict many context words based on a target word. The goal is
to maximize the probability of context words based on target word. Since it is a deep learning ar-
chitecture, the neural structure contains hidden layers, as well as output layer. The weight matrix
contains in hidden layer is the embedding we would like to train, the embedding for words. Simi-
larly, if our input are nodes then we can train embedding for nodes. In such a way, we achieve node
representation.

3.4.1. An Analogy Model – Word2Vec
In order to obtain embedding for nodes, a language model, Word2Vec[47], is applied. Word embed-
ding has been widely analyzed in the field of NLP(Natural Language Processing) and many up-to-
date models have achieved great performance. The reason why scientist link word representation
and node representation together is that word and node share similar context. Consider a sentence
is a sequence of words and a random walk is a sequence of nodes. In order to train a language
model, we may need a large amount of texts so as to obtain enough contexts, which is also the case
in network embedding. We may also need to extract a good number of random walks from the
network so as to capture the network structure. CBOW and Skip-gram are two model architectures
within Word2Vec model. CBOW aims to predict a word based on context while Skip-gram works in
the opposite way, predicting context given a target word. Skip-gram is the model applied in node
embedding, as shown in Figure 3.4.

Figure (3.4) Skip-gram model

3.4.2. Node Pair Generation
After we extract walks from the temporal networks, one step is needed before applying Word2Vec
model to generate embedding vectors, which is node pair generation. The goal of Word2Vec is to
minimizes the distance of embedding vectors of nodes in a node pair. In this session, how to obtain
node pairs is illustrated. The parameter, window size w s makes an influence on retrieving node pair
corpus set. Below in Figure 3.5 shows the example of the noe pair retrieved from a walk with window
size 2. Each node in the walk is regarded as target word once. Then we will look at its neighbors
within the window size. The nodes within two hops are considered as the neighbors. If n1 is target
node, then its neighbors are n2 and n3. Then node pairs are generated with every combination of
the target node and its neighbors. The node pair corpus is determined by parameter w s. With a



larger w s, a larger node pair corpus is generated and perhaps more diverse, due to more neighbors
are assigned to the target node.

Figure (3.5) Extracting node pair from a walk

The parameter settings used for generating embedding vectors are in line with typical values
used for DeepWalk and Node2Vec. Specifically, d = 128, w s = 10.

3.4.3. Temporal Network Structure Modeling
In this subsection, we give mathematical illustration on the modeling of temporal network struc-
ture. We model the local pairwise proximity between node ui and node u j by a conditional proba-
bility

p(u j |ui ) = exp( f (ui ,u j ))∑
uk∈N exp( f (ui ,uk ))

(3.3)

We set f as the dot product of the embedding vector of ui ,u j [23, 57], which can be viewed as
shallow model for modeling node pairs proximity, i.e.,

f (ui ,u j ) = −→
hi ·

−→
h j (3.4)

We define NS(ui ) ∈ N as the neighboring set of node ui sampled from the SI S spreading pro-
cess. We use the conditional independence assumption that the proximity between node ui and any
one neighbor is independent of all the other neighbors. Given a center node ui and its neighboring
node u j ∈ NS(ui ), the proximity between node ui and all its neighbors is defined as

p(NS(ui )|ui ) = ∏
u j∈NS (ui )

p(u j |ui ) (3.5)

To model the parameters of the framework, the objective function is given as follows:



maxi mi ze O = ∏
ui∈N

∏
u j∈NS (ui )

p(u j |ui )

= ∑
ui∈N

∑
u j∈NS (ui )

l og p(u j |ui )

= ∑
ui∈N

∑
u j∈NS (ui )

l og
exp( f (ui ,u j ))∑N

k=1 exp( f (ui ,uk ))

= ∑
ui∈N

∑
u j∈NS (ui )

l og
exp(

−→
hi ·

−→
h j )∑

uk∈N exp(
−→
hi ·

−→
hk )

= ∑
ui∈N

[−log Zui +
∑

u j∈NS (ui )

−→
hi ·

−→
h j )] (3.6)

where Zui =
∑

uk∈N exp(
−→
hi ·

−→
hk ). To compute Zui for each node ui , we need to traverse the entire

node set N , which is of high computational complexity. To solve this problem, we approximate
Zui by using negative sampling [48]. The idea is for node pair (ui ,u j ), we sample multiple nega-
tive edges according to some noisy distribution. Therefore, the objective function Eq. (3.6) can be
approximated by

maxi mi ze O = ∑
ui∈N

[
∑

u j∈NS (ui )
l ogσ(

−→
hi ·

−→
h j )+ ∑

uk∈N ns
S (ui )

logσ(−−→hi ·
−→
hk )] (3.7)

The number of negative samples is ns for each node and the sampling distribution is F (v) ∝
d(v)3/4, in which node with high degree has higher probability to be sampled as negative nodes.
Therefore, the objective function O is maximized to produce neighboring nodes ui , node u j to be
close and node ui , node uk to be distant in the embedding space as node k is a negative sample.





4
Baseline Models

In this chapter, we will introduce the details of the baseline models, including static network em-
bedding methods, as well as temporal embedding models.

4.1. DeepWalk
DeepWalk[57] is one of the first network embedding models that applies random walk to learn net-
work structure. It is able to preserve the neighboring structures of nodes. The concept is inspired
by a language model, Word2Vec, that learns word embedding. DeepWalk proposed an analogy be-
tween nodes in a network and words in a document. Motivated by this analogy, skip-gram model is
adopted by DeepWalk to learn node representations. The goal is to maximize the probability of the
neighbors of a target node ui in a walk sequence. The formula is as follows:

max Pr({ui−w s , · · · ,ui+w s}\ui |Φ (ui )) =
i+w s∏
j=i−w s

j 6=i

Pr
(
u j |Φ (ui )

)
(4.1)

, where w s is the window size, φ(ui ) is the representation of node ui and {ui−w , ...,ui+w } is the
local context nodes of node ui . Hierarchical soft-max[57] is used to efficiently retrieve the embed-
dings.

DeepWalk consists of two components: random walk generator, and second, an update proce-
dure. When generating random walks, a random node ui is uniformly sampled as the root of the
random walk Wvi . A walk extends by sampling uniformly from the neighbors of the last node visited
until the maximum length is reached. Here the walk length (wl ) is fixed, while there is no restriction
for the random walks to be of the same length. In practice, the implementation specifies a number
of random walks of a fixed length to start at each node.

4.2. Node2Vec
Node2Vec[23] is served as a static baseline. It follows the idea of extracting random walks from
the network and at the same time smoothly interpolates between BFS(Breath First Search) and
DFS(Depth First Search). This is achieved by a biased neighbor selection process, compared to
DeepWalk[57], where unbiased sampling strategy is applied. Let ni denote the ith node in a walk,
starting from n0. The sampling probability of ni follows the distribution:

P (ni = x|ni−1 = v) =
{ πv x

Z if (v, x) ∈ E
0 otherwise

(4.2)

, where πv x is the transition probability from v to x, and Z is the normalizing constant.
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Two parameters Return parameter p and In-out parameter q are designed to define a second
order random walk, where q is responsible for the interpolation between BFS and DFS. A second
order proximity indicates the neighborhood information of nodes and first order proximity reveals
the direct connection between nodes. Figure 4.1 shows the case when a random walk just traversed
edge(t ,v) and node v was deciding on its the next step.

Figure (4.1) Figure from[23]

The transition probability between node v and its neighbors followsπv x =αpq (t , x)∗wv x , where:

αpq (t , x) =


1
p if dt x = 0

1 if dt x = 1
1
q if dt x = 2

(4.3)

dt x indicates the shortest distance between node t and node x. These relations reveal the ability
of p and q in deciding on the next step to take. p controls the probability of the recurrence of a node
in a random walk. q interpolates between BFS and DFS. By tuning these parameters, node2vec is
able to capture the neighbor structure of nodes with both first-order proximity and second-order
proximity.

4.3. CTDNE
CTDNE[52] takes the time information into consideration when taking the next step during random
walk sampling. A contact indicates an edge in the network along with a unique timestamp. What
is worthwhile to mention is that the random walk extracted from the temporal network follows a
time-ascending order. Example is revealed in Figure 4.2. A random walk is possible in the sequence
of v1, v2, v3 instead of v4, v1, v2 due to the fact that events between v1, v4 appears later compared
to v1, v2 node pair link.

CTDNE consists of two steps: 1. Initial Temporal Edge Selection: an edge is first selected and
an initial node is chosen to be the start of a walk. 2. Temporal Random Walk Generation: a walk
is generated by sampling a sequence of neighbors starting from the node, following the time step.
The idea is similar to Node2vec. Node2vec considers the shortest distance between nodes while
CTDNE only samples the contacts with a larger timestamp (contacts exists later in time) compared
to the initial status and apply either unbiased or biased sampling strategy in both stages. Unbiased
sampling strategy indicates that all the contacts are sampled under uniform distribution. A biased
selection process tends to select the contacts that happened later. The biased sampling strategy is
under a softmax function. Below presents the sampling strategies by listing the formula equations.



Figure (4.2) Dynamic network[52]. Edges are labeled by time.

4.3.1. Initial Temporal Edge Selection
In this stage, an initial contact along with its associated time is sampled from an arbitrary distribution[52].
The distribution used to select the initial temporal contact can either be uniform in which case there
is no bias or the selection can be temporally biased using an arbitrary weighted (non-uniform) dis-
tribution. For biased sampling, more temporal walks from contacts closer to the current time point
are chosen, as the contacts in the distant past may be less predictive or indicative of the state of the
system now.

1. Unbiased Sampling: In this case, uniform distribution is applied. Each contact li , j ,t = (ui ,u j , t ) ∈
LT has the same probability of being chosen as an initial edge.

Pr(l ) = 1/ |LT | (4.4)

2. Biased Sampling: Two techniques are introduced in the original paper, weighted distribution
on exponential or linear functions. In this project, only linear function is applied.

Pr(l ) = η(l )∑
l ′∈LT

η (l ′)
(4.5)

, where η maps each contact to an index with η(l ) = 1 for the earliest contact.

4.3.2. Temporal Random Walk
The next node in a temporal random walk can be chosen from the set Nt (ui ). We define Nt (ui ) as
the temporal neighbor set of ui at time t , given contact li , j ,t = (ui ,u j , t ) ∈LT . Again, either uniform
or biased distribution is applied in the neighbor selection.

1. Unbiased Sampling: Node uk has the following probability of being selected:

Pr(uk ) = 1/ |Nt (ui )| (4.6)

2. Biased Sampling: Biased distribution on linear function is applied. Different from the pre-
vious contact biased sampling strategy, neighbors are chosen with time closer to the current
node.

Pr(uk ) = δ(uk )∑
uk

′∈Nt (ui )δ
(
u′

k

) (4.7)

,where δ sorts temporal neighbors in descending order time-wise.





5
Experimental Setup

The proposed model is evaluated on five real-world dataset. In this chapter, details and attributes
of data is presented as well as the experimental results.

5.1. Empirical Networks
In order to evaluate the effectiveness of the proposed model, five real-world networks are included,
x social networks, y rating networks. A link prediction task is performed on all these data.

Details about each dataset are presented below:

• ia-contacts_hypertext2009[64, 69]: It is a dynamic contact social network, collected during
ACM Hypertext 2009 conference. Attendees were asked to wear radio badges that captured
the face-to-face proximity. The data last for 2.5 days. Users in contact were recorded with the
form <useri , user j , t>

• ia-radoslaw-email[46, 64]: It’s a social network extracted from an internal email communi-
cation. The activities are sending and receiving emails between employees from a mid-sized
company. The network is directed, with the first node indicating the sender and the other the
receiver.

• haggle[11, 32]: The undirected network capture interactions between people measured by
wearable wireless device. Contacts were recorded along with time. A node represents a per-
son; an edge indicates a contact between two people.

• fb-forum[53, 64]: This dataset is collected from Facebook-like online community of students.
In the community, users could create groups and post messages to groups where they are a
member. The dataset record more than 33k user activities in the forum in 2004. The original
purpose of generating this dataset is to redefine the clustering coefficients for two-mode net-
works. It was later applied in [52] for link prediction. That is also the task I strive to solve in
this project.

Summary of datasets are shown in Table 5.1, with number of edges, number of nodes, maximum
degree and average degree presented. In addition, degree distribution is presented in Figure 5.1.
Experiments are conducted on these five directed or undirected networks. All the networks will be
considered as undirected in the experiments.
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Dataset N T |C | |E | E den. Deg. avg W avg CC wCC
ia-hypertext2009 113 5246 20818 2196 0.3470 38.87 9.48 0.5348 0.0059

ia-radoslaw-email 167 57842 82927 3251 0.2345 38.93 25.51 0.5919 0.0023
haggle 274 15662 28244 2124 0.568 15.5 13.298 0.6327 0.0312

fb-forum 899 33515 33720 7046 0.0175 15.68 4.79 0.0637 0.0012

Table (5.1) A summary of attributes of networks

(a) haggle (b) ia-radoslaw-email

(c) ia-contacts_hypertext2009 (d) fb-forum

Figure (5.1) Degree Distribution.

5.2. Network Processing
In this project, I conduct link prediction on five datasets. Link prediction is to predict links or edges
that have never existed in the train dataset. Thus, a certain proportion of edges should be removed
from the original dataset when data is processed. First, convert the original dataset as a static net-
work. 75% of edges are randomly chosen. Alongside with the corresponding timestamps from the
original network, trainset is constructed. The remaining 25% of edges remain to be testset. I have
also considered negative sampling, which was also applied in [23, 52]. The idea of negative sam-
pling is to generate links between nodes where links do not exist in original dataset. The number
of negative sampling links remains the same as positive links in the above-mentioned test samples.
The real links are labeled positive while the manufactural ones are labeled negative.

In order to make the results solid, the original data is split five times. The trainset is randomly
selected in every split. In order to increase efficiency, all the spreading trees retrieved are stored in
json files. Walks are extracted from the stored tree files, in which way it is not necessary to rerun
the code when some hyper-parameters change, for example, context size B. In addition, it is also
possible to extract different walks under the same parameters. Under every split files, walks would



(a) haggle (b) ia-radoslaw-email

(c) ia-contacts_hypertext2009 (d) fb-forum

Figure (5.2) Network Visualization

be extracted from the spreading tree file for 10 times. Thus every combination of hyper-parameters
could generate 50 results. The reason to repeat these procedure is to verify whether different split of
dataset would results in various performance and to compensate the randomness of the extraction
of walks.





6
Results and Analysis

This chapter presents the experiment results, including performance against baseline models, as
well as hyper-parameter sensitivity analysis. In the end, we will show how the properties of retrieved
networks would change by applying different spreading processes.

6.1. Parameters Overview
We first introduce the parameters considered in this model, some of which adopt the value in line
with default setting used for other baselines. The detailed information of the hyper-parameters are
shown below:

• B: input context size, which is the multiplication of N and X, B = N ∗ X . X is a tunable pa-
rameter. The values tested in the experiment are {1,2,5,10,25,50,100,150,200,250,300,350}.

• β: infection rate, probability that an infected node influence an susceptible node in informa-
tion diffusion process. The values tested in the experiments are {0.001,0.01,0.1,0.2,0.3,0.4,0.5,
0.6,0.7,0.8,0.9,1.0}. (For further fine-grained analysis below, we also tried out values such as
0.005 and 0.05)

• γ: recovery rate, probability that an infected node recoveries to susceptible state again.

• β
γ : the ratio between β and γ. Combined with β, it manipulates the SI(S) process. The selec-
tion range lies in {2,5,10,25,50,100,200,∞}. When the ratio is infinite (γ= 0), the SIS spread-
ing model degenerates to SI model.

• wl : trajectory length, which defines the length of each extracted trajectories from networks.
In this work, the default value is 20, indicating the maximum length of a trajectory is 20. The
average trajectory length is denoted as < wl >

• w s: window size, which determines the hop distance range from center node to its context
nodes when generating node pairs from trajectories. Default value is 10.

• d : embedding dimension size, which indicates the dimension of the learned embedding of
nodes. Default value is set as 128.

The most important parameters taken into consideration are the manipulation factors of SI(S)
model, β and β

γ . We conducted the experiments using 5-fold cross-validation and each fold repeat-
ing 10 times in order to even the randomness from the spreading process. We tested on 25% labeled
data from the network combined with negative samples with the same amount. Hyper-parameters

were tested with a grid search over β, βγ , X .
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6.2. Model Comparison
For link prediction task, we use AUC to evaluate our model as well as the baseline models, which
is shown in Table 6.2. The proposed embedding method is named as SISNE. We consider both the
static network embedding methods, i.e., DeepWalk and Node2Vec, as well as temporal network em-
bedding method, i.e., CTDNE, as the baseline models. The detailed description of the models have
been given in Chapter 3. In all cases, all the parameters are kept consistent among models, includ-
ing X , d , w s and wl . The parameter, X , is set to be the optimal value when SISNE achieves the best
results (haggle: 150, ia-radoslaw-email:200, ia-contacts_hypertext2009: 250, fb-forum: 50).

Table (6.1) Performance evaluation of different network embedding methods

Dataset DeepWalk Node2vec CTDNE SISNE
haggle 0.3823 0.7807 0.7796 0.8051

ia-radoslaw-email 0.6439 0.6619 0.6575 0.7329
ia-contacts_hypertext2009 0.5209 0.5572 0.6038 0.6740

fb-forum 0.5392 0.6882 0.6942 0.7125
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Figure (6.1) Performance evaluation with the change of X , where X determines the number of trajectories generated
from the SIS model.

As shown in Table 6.2, applying information spreading model on network allows SISNE to out-
perform the other baseline algorithms on all four datasets under the same parameter settings. Com-
pared to the most competitive baseline model, CTDNE, the gain can be up to 7.54% in ia-radoslaw-
email and 7.01% in ia-contacts_hypertext2009. The convincing performance of SISNE and CTDNE



strongly show that we need to consider the temporal aspect of the evolving networks. As expected,
Node2Vec outperformed DeepWalk in all four datasets, due to its more flexible strategy to learn the
attributes of network, balancing between homophily and structural equivalence [23].

The advantage of SISNE also lies in its consistent performance varying the amount of input data,
which is determined by X . The result is shown in Figure 6.1. Here we compare the result of the pro-
posed model with the most competitive baseline, CTDNE. SISNE achieves large improvements over
the CTDNE model across different amount of input data. Even with small amount of data, for exam-
ple, the first points given in the figure X = 2, SISNE shows very high performance. In addition, the
performance stays relatively stable within the change of X . However, for the CTDNE model, there
is an optimal value of X , which varies across different networks. When X is small, the performance
drops dramatically.

6.2.1. Degree Distribution Analysis

(a) haggle (b) ia-radoslaw-email

(c) ia-contacts_hypertext2009 (d) fb-forum

Figure (6.2) Degree distribution of GO , SISNE and baselines on four datasets.

To further investigate the attributes of the learned information using different models, we com-
pare the degree distribution of different models compared with GO , which is shown in Figure 6.2.
We observe that static network embedding tend to have nodes with higher degree, points showing
in the right panel of the plot, indicating that DeepWalk and Node2Vec prefer to capture nodes with
high degree. On contrary, temporal embedding models, e.g., SISNE and CTDNE, are possible to
capture nodes with all possible degree, showing a great ability to capture the structure of a network.



Table (6.2) Average Degree of different models

Dataset GO SISNE CTDNE DeepWalk Node2Vec
haggle 13.17±19.83 62.62±49.84 41.71±40.49 79.60±65.64 81.01±66.03

ia-radoslaw-email 31.55±20.16 109.46±25.57 90.25±31.76 115.22±24.40 115.20±24.11
ia-contacts_hypertext2009 29.15±13.77 42.60±22.56 80.20±25.84 108.96±7.42 109.63±6.77

fb-forum 7.08±7.43 66.32±64.42 70.28±74.62 160.29±126.76 160.36±126.45

6.3. Hyper-parameter Analysis
The SISNE involves a variety of hyper-parameters as listed earlier in this Chapter. The following
part investigates how different choices of parameters affect the performance on link prediction task
across different datasets. Specifically, we examine what kind of parameters we should choose in the
information diffusion process in order to get better performance.

Figure (6.3) The change of AUC with
β
γ , different curves correspond to different value of β.

Figure 6.3 shows the performance when choosing different combinations of β
γ and β. When

β< 0.5 (β= 0.001,0.01,0.1,0.2,0.3,0.4), only SI spreading process (e.g., βγ =∞) has been conducted,
shown as dots in the right part of figures. When β ≥ 0.5, experiments with grid search over β

and β
γ are conducted. When β

γ = ∞ (e.g., an SI model), the best results are obtained almost in all
cases (expect when β is extremely small, such as β = 0.001). The best AUC value of the first three



datasets (Figure 6.3(a-c)) is given by β = 0.01,0.4,0.3 when we use the SI model respectively. For

the dataset fb-forum, the best result is obtained when applying either SIS model (β = 0.7, βγ = 100)
or SI model(β = 0.1). Compared to the other three datasets, the performance of SI S or SI model

stays relatively stable with the change of βγ or β in fb-forum. It can be concluded from the above ob-
servations that applying SI model on networks is a better option considering its good performance
and less parameter consumption. Therefore, we will focus on the analysis of the SI model in the
following sections.

6.4. Performance analysis of the SI model
According to Figure 6.3, SI model can trigger better performance compared to the SIS model. The
subsequent analysis will mainly focus on SI model. We aim to probe what sampling strategy can
yield a better performance and explore what kind of attributes are extracted using different sam-
pling strategies. In addition, we also study the properties of the information generated by the SI
spreading process.
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Figure (6.4) The change of AUC with β for different amount of input data X for the SI model.

6.4.1. Parameter analysis
To further investigate the influence of the amount of input data, performances are compared under
different combinations between β and X in Figure 6.4. In the figure, each curve represents the
performance with the same amount of input, X , with the change of the infection rate β. We observe
that more input data cannot necessarily guarantee good performance. The best AUC scores are



obtained or the performance gets stable when β is small (β ≤ 0.5). But there is a big increase of
AUC scores when β is in [0.001,0.01] for datasets haggle and ia-radoslaw-email or in [0.01,0.1] for
the datasets ia-contacts_hypertext2009 and fb-forum. Therefore, we can conclude from this figure
that, we can get relatively good performance for all the datasets tested in this work when choosing
β≥ 0.1 and a small value of X .

6.4.2. Spreading Tree Analysis of SI Model

Our method applies a diffusion-based paradigm by applying SIS spreading on networks to simu-
late trajectories. We construct spreading tree T , which represents the spreading of the SIS model
starting from each node on the networks[87]. In another word, a Ti records a spreading tree started
from node i via information diffusion. Trajectories can then be extracted from the trees by uni-
formly sampling nodes along the branches. In this section, we try to analyze the properties of the
spreading trees retrieved by setting different β. The analysis of the trajectory can provide a more
general understanding of the input data for the learning algorithm considering that the input data
we generated is extracted from the trees.
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Figure (6.5) Normalized average tree size < I > of the SI spreading process with the change β on temporal networks.



(a) haggle

(b) ia-radoslaw-email

(c) ia-contacts_hypertext2009

(d) fb-forum

Figure (6.6) Spreading tree size distribution with different β for SI model. When β≥ 0.01, the size follows bimodal
distribution.



In Figure 6.5, we plot the normalized average size of the spreading trees (denoted as < I >)
started from every node in the network. We show that the normalized average tree size < I > is
quite small when β is small and we can get a large infected population when β > 0.1 for all the
datasets. This corresponds to the good performance we obtained in Figure 6.4 when β > 0.1 for all
the datasets. Another observation that can be linked to Figure 6.4 is that the big increase of the infec-
tion population from almost zero to a non-zero value stays whenβ ∈ [0.001,0.01] for datasets haggle
and ia-radoslaw-email and β ∈ [0.01,0.1] for datasets ia-contacts_hypertext2009 and fb-forum. This
phenomenon corresponds to the big increase of the performance we claimed in the above section
in the corresponding range of β.
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Figure (6.7) Spreading tree depth distribution with different β for SI model. When β≤ 0.01 in
ia-contacts_hypertext2009 and fb-forum, the size follows long-tail distribution.

We further give the tree size distribution in Figure 6.6, with the left panel showing the results of
semi-logarithmic plots for β ∈ [0.001,0.5] (only the ordinate is scaled logarithmically) for β and right
panel showing results of log-log plots for smallβ in the range of [0.001, 0.1]. For smallβ, the tree size
distribution stays only in the left side of figures in the left panel. If we check the log-log plots, we
find that the tree size follows long-tail distribution as shown in the figures in the right panel. When
β> 0.01, the tree size follows bimodal distribution with larger tree size compared to small β.

The depth of node i in a tree is defined as the length of the path from the root node to node i .
Therefore, the maximum depth of the spreading tree is defined as the longest path from the root
node to all the other nodes in the tree. We investigate the maximum depth distribution for different
values of β, as it is related to the trajectory length of the trajectory set (also called corpus) we need



for the Skip-gram model. The maximum depth distribution for different β is given in Figure 6.7,
with the inset of the figures showing the distribution of large β. The figures show that the maximum
depth distribution is more heterogeneous with small β and homogeneous with large β. In addition,
the max depth tends to be small with small value of β and vice versa.

We study the spreading tree structure over different β by looking at the the average degree of
the nodes in the first three depths of the tree. For example, depth 0 corresponds to the root node,
depth 1 corresponds to the nodes that are directly connected to the root node and so on. The re-
sults are shown in Figure 6.8. In the four datasets, the average degree is increasing with the depth
when β> 0.01. This implies the spreading trees are growing and further explained why we get larger
average tree size with larger β (shown in Figure 6.5). In Figure 6.8(a, b), the average degree starts
to increase when β = 0.01. However, the average degree starts to increase when when β = 0.05
in Figure 6.8(c, d). The results from Figure 6.5 to 6.8 in total show that the SI spreading thresh-
old value of haggle and ia-radoslaw-email stays approximately in the range of β ∈ [0.005,0.01]. For
ia-contacts_hypertext2009 and fb-forum, the threshold value stays in the range of β ∈ [0.01,0.05].
Taking Figure 6.4 into account, we can conclude that the good performance (AUC score) can be
obtained when β is larger than the threshold value.
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Figure (6.8) Average degree of the first three depths in the spreading trees. Different curves correspond to different
value of β.

6.4.3. Summary
We analyze the performance of SI spreading model as well as the properties of the spreading trees.
We find out that choosing a higher β tend to infect more nodes in networks, resulting in generating
spreading trees with bigger size and larger depth. We observe that the shape of trees is expanding
with a larger β while it remains thin when β is smaller than 0.01. Considering the results in link



prediction task, we can conclude that neither too much (large β) or too few information extracted
can lead to good performance. A good balance is of significance. We also notice that there is a gap
or threshold in performance, which is worthy of further investigation and figure out how it affects
the result.

6.5. Properties of Trajectories and GS
After obtaining the spreading trees, we generate the trajectories from the trees according to Section
3.4.2. Subsequently, GS can be formed by the node pairs generated from the trajectories, where
edges correspond to node pairs. In this section, we will focus on the properties of the extracted
trajectories as well as basic properties of network GS .

6.5.1. Trajectory Length Analysis
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Figure (6.9) Average trajectory length < wl > changes with β for networks: haggle, ia-radoslaw-email,
ia-contacts_hypertext2009 and fb-forum.

The length of the trajectories actually can reflect the choice of neighboring nodes of the center
node in the node pair generation procedure. For example, for a fix window size w s we choose, if
the length of a trajectory is two, we can only generate node pairs with the first-order neighbors. The
longer the length, the more hops we can consider as neighbors. We show how the average trajec-
tory length changes with infection probability β in Figure 6.9. The larger β is, the larger the value
of average trajectory length. This can be explained by the maximum depth distribution we give in
Figure 6.7, which shows that larger β can result in larger maximum depth. In the static network em-
bedding methods, like Node2Vec and DeepWalk, the trajectory length is set as a default value (i.e.,
80). Since it is operated on static integrated network, the trajectory length is fixed in every extracted
trajectory. However, the average trajectory length for different β here is less than 4. Taking the per-



formance we get in the previous sections (Table 6.2), we find that for temporal networks, the best
performance of link prediction can be obtained by only considering short trajectories. We can con-
clude that a long trajectory extracted from networks may not necessary lead to good performance.





7
Conclusion

This chapter concludes the thesis work regarding the results and observations. Following up, the
future work in this field will also be discussed.

7.1. Observations and Contributions
This section will be organized by answering the research question proposed in the first chapter,
Introduction.

1. How to utilize the diffusion based model and temporal information to simulate trajectories
on networks for node embedding?

We introduce our framework in details in Chapter 3 Methododology. In short, we initialize
the process by starting from a random node at random timestamp. In every time step, we
sample newly infected nodes by applying SIS model on a temporal network. Those sampling
trajectories follow the ascending time sequence and are later fed into a Skip-gram model.

2. How is the performance of the proposed model in contrast with the other node embedding
algorithms on the link prediction task in temporal networks?

Compared to the state-of-art techniques, SISNE has achieved outstanding performance, re-
vealed by significant gains across all datasets. It has shown great privileges compared to mod-
els operating on static networks, e.g. DeepWalk and Node2vec (We aggregated the temporal
network into static network when conducting the experiments). Specially, one of our contri-
bution is that only a small amount of input is needed to achieve a relatively good result, given
the same experimental setting compared to CTDNE. Experiments are conducted choosing
different combinations of parameters. Based on the link prediction performance, we observe
that using SI spreading process on networks can yield a better results. This can be explained
by the fact that nodes can only be infected once throughout the whole process, which reduces
the noise when preserving the structure of networks.

3. How to explain the difference in performance of different algorithms and how is the prop-
erties of the sampled information related to the performance?

In chapter 6, Results and Analysis, performance of SISNE under different parameter settings
are presented. Results from all steps in the model are gathered and recorded. Based on the
node pairs retrieved in the model, we can generate simulated networks. We tend to explore
what properties of the generated network can lead to the corresponding results.

A well-rounded analysis is conducted to explore the intrinsic relationship, e.g., walk length
analysis, link density analysis, edge weight correlation analysis, trajectories analysis and etc
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(Properties analysis is presented in Appendix). We reveal some interesting insights. It is ob-
served that there is a dramatic change in performance when β is small and the trend becomes
stable when β is larger, indicating a threshold of β leading to the gap. We also observe that
the threshold of β varies in different datasets, where the threshold of β is pair-wise similar,
haggle & ia-radoslaw-emmail (β ∈ [0.001,0.01]) and fb-forum & ia-contacts_hypertext2009
(β ∈ [0.01,0.1]). These thresholds in results also accords with the observations when exploring
the properties of the generated networks. These thresholds lie in the observed range in link
prediction performance across datasets.

In addition, we observe some attributes of the retrieved networks as expected to the rules of
different SIS spreading process. For example, a larger β leads to more nodes being infected
during the information spreading process, resulting in trajectories with larger size and larger
depth. However, a larger trajectories, indicating more information preserved, does not neces-
sarily guarantee a good performance. Similar observation is obtained in Walk length analysis,
where a larger β in SI spreading process retrieves longer walk length. A longer walk length is
not a essential condition for good performance.

7.2. Future Work
We propose a novel node embedding model under the paradigm of random walk by operating SIS
spreading process of networks. Results are analyzed and some interesting insights are discovered.
In this section, future work will be discussed.

It is mentioned previously that there is a threshold of β in link prediction performance as well as
the properties analysis of generated networks. However, these thresholds are not the same in differ-
ent datasets. In addition, though the thresholds lie in the similar range observed in link prediction
result and properties analysis, the threshold values vary in different experiments. Further investi-
gation is necessary on the correlation of the threshold of β between the network properties and the
task performance, which is not covered in this work.

Further more, networks with different attributes, e.g., density, domain, scale, can be involved.
In this work, we tested on four different datasets and a pair-wise similarity is observed. However,
we did not make the analysis on what attributes have led to the similar performance. More compre-
hensive analysis can be conducted to explore how the attributes of the network can influence the
results.
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A
Properties Analysis of GS

We give some analysis on the properties of GS in this appendix, serving as a support to Chapter 6
Results. Link density analysis, edge weight correlation analysis as well as degree analysis will be
covered. We tend to provide a well-rounded observation on the properties of GS .

A.1. Link Density Analysis
Link density is one of the fundamental network property, which reflects the density of a network. It
follows the fomula:

link density = 2∗|LG |
N ∗ (N −1)

(A.1)

We compute the link density of GSample by choosing different β, shown in Figure A.1. It can be
observed that a larger β generate a denser network. All four datasets obtain a denser generated
network than the original network. We also observe that when β is larger than 0.1, the generated
network tends to have consistent density across datasets. Specially, the link density remains stable
in haggle and fb-forum when β varies.
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Figure (A.1) Link Density (D) vs. β. Link density in the original network: haggle(0.0527±0.0015),
ia-radoslaw-email(0.229±0.0062), ia-contacts_hypertext2009(0.2603), fb-forum(0.0094±0.0014
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A.2. Edge Weight Correlation
In this subsection, we explore the correlation between the mean edge weight of different GS and
the mean edge weight of the original network. We compute the correlation using Kendall correla-
tion coefficient, denoted as τ[60]. Given (x1, y1), (x2, y2), ..., (xn , yn) as the observations of two joint
random variables X and Y . Then, Kendall ranking correlation coefficient τ ∈ [1,1] is computed as:

τ= 1

n(n −1)

∑
i 6= j

sgn
(
xi −x j

)
sgn

(
yi − y j

)
(A.2)

We compute the edge weight correlation between GS and GO , denoted as τw . We surprisingly
find out that, as shown in Figure A.2, the peak of each line, denoting a dataset, lies around the thresh-
old of β, which also accords with our observations above. We further conduct other experiments to
analysis the properties of the extracted networks GS .

1E-3 0.01 0.1 1

0.15

0.30

0.45

0.60

 

 

w

 haggle
 ia-radoslaw-email
 ia-contacts_hypertext2009
 fb-forum

Figure (A.2) Edge Weight Correlation between GS and GO .

A.3. Clustering Coefficient Analysis
Clustering Coefficient (CC), concerned with the density of triplets of nodes in a network[54], mea-
sures the degree to which nodes in a network tend to cluster together. A higher value indicates a
tightly knit groups among nodes. It can be observed from Figure A.3 that the unweighted Cluster-
ing Coefficient change dramatically when β is small and becomes steady when β becomes larger.
Whenβ is 0.001, all four datasets obtain the lowest value. The results on fb-forum are consistent and
remain low given differentβ. Interestingly, our proposed model generate networks with a higher un-
weighted CC compared to the original network, indicating the proposed model can well capture the
informative part of the network.

A.4. Degree Analysis
In the final analysis, we compute the average degree of nodes. The average degree increases when
β is getting larger, which applies to all four datasets. When β is larger than 0.1, the average degree
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Figure (A.3) CC vs. β. CC in the original network: haggle(0.4501±0.03236), ia-radoslaw-email(0.5041±0.0062),
ia-contacts_hypertext2009(0.3971±0.0072), fb-forum(0.0231±0.0021
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Figure (A.4) Mean degree vs. β. The average degree of the original network is: haggle(12.93±0.1875),
ia-radoslaw-email(31.49±0.0734), ia-contacts_hypertext2009(29.15), fb-forum(7.09±0.063)

becomes relatively stable. This show similar trend with the average trajectory length.



A.5. Summary
In this section, we analyze the property of the extracted trajectories from the networks and compute
some basic centralities of the generated network based on the trajectories. We observe some similar
trends in all these experiments, where the performance tends to be steady when β is getting larger
(β≥ 0.1). This trend is in line with the performance in Figure 6.4, where the results for link prediction
task remain relatively stable when β≥ 0.1, especially in the case of haggle and ia-radoslaw-email.
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