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Abstract

Ball-balancing robots, or Ballbots, are under-actuated omni-directional mobile robots
that balance on top of a single ball. The under-actuated nature arises from the fact
that both position and attitude of the robot are actuated by the same actuators. This
thesis introduces a geometric approach to the control of ball-balancing robots.

In this approach, a new full 3D model is derived using screw theory. Based on this
model, a geometric observer and geometric controller are proposed. Two methodologies
are implemented, a computed torque controller and a sliding mode controller, that can
track the attitude of the robot on either the special orthogonal group SO(3) or the
2-sphere S2. Position control is achieved through the use of the relation between the
desired linear acceleration and the attitude of the robot. The resulting desired attitude
is tracked by one of the geometric attitude controllers.

Simulation results show the effectiveness of the proposed controllers. The proposed
sliding mode controller is shown to be more robust to model uncertainties. The posi-
tion controller is shown to be able to control the position and follow trajectories, but
overall global stability is not guaranteed. Recommendations are made to improve the
performance. For the geometric observer, stability is shown under a set of assumptions.
The work is concluded with a set of experiments on a real platform.
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Chapter 1

Introduction

1-1 Motivation

Ball-balancing robots, or ‘ballbots’ are under-actuated omni-directional mobile balan-
cing robots that balance on top of a single ball. The ballbot can be argued to be a
three dimensional version of a two-wheeled inverted pendulum robot, such as for ex-
ample a Segway. While the Segway has to balance in only one degree of freedom, the
ball-balancing robot has to balance in two degrees of freedom. The ballbot has as main
advantage over a Segway robot that it can move instantaneously in every direction,
while the Segway has to rotate around its own axis to get a certain heading direction.
Additionally, the footprint of the robot is smaller, making such a robot useful in tight
environments.

Well-known examples of these ball-balancing robot are ballbot of the Carnegie Mel-
lon University [1], BallIp of the Tohoku Gakuin University [2] and Rezero of the Ei-
dgenössische Technische Hochshule Zürich [3], see Figure 2-2.

Controlling the ball-balancing robot is challenging. First of all, the robot is under-
actuated. Under-actuated systems have a lower number of actuators than degrees
of freedom [4]. As a result the same actuators have to be used for multiple degrees
of freedom. The under-actuation of the ballbot arises from the property that the
robot should control the position of the ball (x, y) ∈ R2 and the rotation of the body
R ∈ SO(3), thus in total 5 degrees of freedom, by using only 2 to 3 actuators.

Secondly, the dynamics of the robot are highly three-dimensional and are primarily
defined by three dimensional rotations. A three dimensional rotation of a rigid body
can be represented by a rotation matrix on the special orthogonal group SO(3), which
is a differential manifold. In previous work the rotations are parametrised by either
Euler angles, e.g. [1,5], or quaternions, e.g. [6]. These parametrisations are local charts
on SO(3). There are multiple combinations to parametrise the rotation matrix with
Euler angles, i.e. the parametrisation is not unique.

To illustrate the concepts of a differential manifold and a local coordinate chart,
consider for example the earth as a manifold and a map as a local coordinate chart.
The earth is a three dimensional sphere, while the map is a two dimensional surface.

Master of Science Thesis Cees Verdier



2 Introduction

Although the two objects are geometrically very different, it is possible to represent the
sphere locally by the map, i.e. points on the earth map to points on the map. However,
the choice of a map is not unique. For example, the Pacific Ocean can be depicted in
the middle of the map, at the side or it could even be split up into two parts.

Given that a certain local coordinate chart is not unique, e.g. a certain choice of
Euler angles, also the model and control law using this local chart will not be unique
and will only be valid for that specific choice of the coordinate map.

Furthermore, as the word local suggests, the choice of Euler angles does not cover
SO(3) globally. As a result, a choice of Euler angles can be subjected to singularities
for certain angles or some angles result in a gimbal lock. Alternatively, the rotation
matrix can be parametrised by quaternions. This parametrisation is not subjected
to singularities, but instead double covers SO(3), i.e. two quaternions give the same
rotation.

In this work, it is chosen to take a ‘geometric’ approach to the modelling and control
of an under-actuated balancing robot. Here the term geometric is used to indicate a
coordinate-free approach, i.e. the dynamics and control of the system are not paramet-
rised using e.g. Euler angles or quaternions. Instead the model and control are directly
derived for the underlying differential manifold, such as for example SO(3).

The benefit of such an approach that the dynamics and control laws are directly
represented on the underlying manifolds, instead of (often local) approximations of
these manifolds. The resulting model and controller are coordinate invariant and give
a global representation. This is especially useful for a system such as the ball-balancing
robot, as the dynamics are primarily given by three dimensional rotations.

The direct use of the differential manifolds comes with the need of alternative error
functions. A common way to express an error between two points is the Euclidean error:
e = x1− x2. This error makes sense for flat spaces. However, for manifolds such as the
special orthogonal group, the subtraction of two rotation matrices loses its geometric
interpretation. Instead, nonlinear error functions for the underlying manifolds will be
used. Using these error functions, control techniques such as computed torque and
sliding mode control will be extended to control the ball-balancing robot directly on
differential manifolds, such as SO(3).

Throughout this work multiple the system will be evaluated in different spaces. An
overview of these spaces are shown in Figure 1-1. First of all, the system consists of
two bodies. The workspace of these bodies can be expressed by SE(3)×SE(3). In the
modelling chapter, it will be found that the dynamics can be fully described by two
angular acceleration and the configuration space is reduced to SO(3) × SO(3) × R2.
Note that R2 is still included in the configuration space, as it holds the information
about the position of the robot in space, even though the translation does not influence
the dynamics. The desired goal of the robot will be to control the attitude on either
S2 or SO(3) and the position on R2. Hence the goal space differs from the workspace
and configuration space and is given by either SO(3)× R2 or S2 × R2.
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1-2 Alten Mechatronics 3

Workspace Reduced Configuration space Goal space

SE(3) × SE(3) SO(3)×SO(3)×R2

SO(3) × R2

S2 × R2

12 DOF 8 DOF 5 or 4 DOF

Figure 1-1: Different spaces of the system

1-2 Alten Mechatronics

The thesis is done in collaboration with Alten Mechatronics in Eindhoven. At Alten a
ball-balancing robot is currently in development with the purpose to be an eye-catcher
and demonstrator at technical events and gatherings. This section will give a brief
introduction to the current state of the robot.

Figure 1-2: The ball balancing robot of Alten Mechatronics

In Figure 1-2 the current robot is shown, along with its primary components. The
battery supplies the power to the robot, which is distributed via the power board.
Measurements on the states of the body are provided by the sensor board, which is
equipped with an Inertia Measurement Unit (IMU). The IMU consists of a acceler-
ometer, magnetometer and gyroscope that measure the linear acceleration, magnetic
field and angular velocity respectively at a sample rate of 200 Hz. Furthermore, the
motors are equipped with encoders to measure the angles of the omni-wheels.

The desired control input is computed on the master board, which sends either a
desired torque to the motor drivers. These drives subsequently compute and track a
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4 Introduction

desired current.
The ball is actuated by the means of three double-row omni-wheels. The ball is a

3kg medicine ball and is chosen for its relative low price and relative smooth surface
and stiffness as compared to other commercially available balls.

The current implemented controller was part of a preceding thesis [7]. This thesis
will be a continuation and extension of previous work.

Both a LQR controller and a SISO controller were proposed to control both position
and balancing of the body. For initial tests, the LQR controller was implemented for
balancing only, but the system was not able to stabilise. Instead a manually tuned
PD controller was implemented for balancing. Position control was left as future work.
The PD controller is able to balance the robot for a couple of seconds, but does not
robustly stabilise the body. In [7] the cause of the unstable balancing was argued to
be caused by mechanical vibrations due to the double row omni-wheels and the lack of
proper filtering.

1-3 Problem statement

The thesis consists of a theoretical part and practical part.
The theoretical part can be split into the derivation of a 3D model, the design of a

controller and the design of an observer. The overall goal is to use a coordinate-free,
i.e. geometric approach. To the best knowledge of the author a geometric approach is
novel for ball-balancing robots.

For the modelling of the robot, a coordinate-free model will be derived using screw-
theory. This results in a model expressed in rotation matrices, angular velocities,
translations and linear velocities.

The traditional Euclidean error will not suffice to control these quantities. Hence
a geometric nonlinear control will be derived using error functions for the underlying
differential manifolds. The designed geometric algorithm should be able to control
both the attitude (rotations) and position of the robot. More specifically, the designed
controller should be able to:

1. Stabilise the attitude robot

2. Stabilise the robot at a certain position

3. Track predefined references

Furthermore, the use case of the robot will be events and demonstrations. Here it
will be likely that the robot is accidentally pushed. Moreover the floor type will be
unknown, resulting in unknown friction. Moreover, optional attachments to the robot
might result in a change of inertial properties of the robot such as its mass. Hence it
is desired if the control algorithm is:

4. Capable of disturbance rejection

5. Robust to model uncertainties

Cees Verdier Master of Science Thesis



1-4 Structure of the MSc thesis 5

For the observer design again the error functions for the differential manifolds will
be used to propose an almost global geometric observer.

The practical part of this work consists of the implementation of the proposed al-
gorithms. Since the robot in current state is not able to balance yet, first a more
traditional LQR controller and Kalman filter will be implemented in order to stabilise
the attitude of the robot.

1-4 Structure of the MSc thesis

The thesis is organised as follows:

Chapter 2: Background This introductory chapter will briefly review previous work
on ball-balancing robots.

Chapter 3: Mathematical preliminaries This chapter covers the basic mathemat-
ical preliminaries used throughout the thesis

Chapter 4: Modelling of the robot This chapter describes the derivation of a full
3D model using screw-theory.

Chapter 5: Geometric nonlinear control In this chapter a nonlinear geometric
approach is proposed to control the attitude and position of the robot. The
effectiveness of the proposed controllers is shown in simulation.

Chapter 6: Geometric observer In this chapter a geometric nonlinear observer is
designed to estimate the states of the system. The effectiveness will again be
shown using simulation results.

Chapter 7: Implementation In this chapter the implementation of the linear al-
gorithm is described.

Chapter 8: Conclusion and recommendations This MSc thesis is concluded with
conclusions and recommendations
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Chapter 2

Background

This chapter covers the ballbots as found in literature. Firstly an overview of the most
well-known ballbots will be given, followed by the modelling and control of these robots.
If the reader is solely interested in the contributions of this work, it is advised to skip
this chapter.

2-1 Brief history of ball-balancing robots

In this section the most well-known ball-balancing robots in literature are introduced.
Mainly two ballbot variants are known with respect the actuation mechanism; the
robot is actuated by using either an inverted mouse-ball drive or three omni-wheels,
see Figure 2-1.

The four best publishing and/or well-known institutes in the field of ballbots are
Carnegie Mellon University (CMU) with ‘ballbot’, Tohoku Gakuin University (TGU)
with BallIp, Eidgenössische Technische Hochshule Zürich (ETH) with Rezero and finally
the National Chung Hsing University (NCHU) with two unnamed ballbots.

Carnegie Mellon University One of the first successful ball-balancing robots was de-
veloped by the Carnegie Mellon University [8], see Figure 2-2a. This robot uses an

(a) Inverted mouse-ball drive [8] (b) 3 omni-wheels actuation [5]

Figure 2-1: Actuation variants
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8 Background

(a) Ballbot from CMU [1] (b) BallIP from TGU [2] (c) Rezero from ETH [3]

(d) Ballbot from NCHU [9] (e) Second ballbot from NCHU
[10]

Figure 2-2: Overview of ball balancing robot

inverted mouse-ball drive to balance on top of a ball, see Figure 2-1a. An evolved
version was later introduced which included a yaw drive mechanism that can reorient
the body with respect to the driving mechanism [1]. Furthermore, the robot is also
equipped with three retractable legs, making it able to be statically stable. In later
iterations also a variant with two arms was developed [11]. An IMU provides Kalman-
filtered body angles and rates (w.r.t. gravity). Finally, the four motors that drive the
ball are equipped with encoders to measure the rotation of the ball.

Tohoku Gakuin University In 2008 the Tohoku Gakuin University presented BallIP [12],
shown in Figure 2-2b. As opposed to the ballbot of CMU, the ball is driven by three
omni-wheels, each one actuated by stepping motors without gearboxes. Furthermore
the robot is equipped with two sets of gyroscopes and accelerometers, which provide
the pitch angles by combining both signals using a first-order digital filter. The angular
velocities are directly obtained from the gyroscopes.

Eidgenössische Technische Hochshule Zürich Similar to BallIP, Rezero from Eidgenöss-
ische Technische Hochshule Zürich also has three omni-wheels, driven by DC brushless
motors with gear heads, each having their own encoder, see Figure 2-2c. Furthermore
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2-2 Modelling 9

the Rezero is equipped with an IMU, which measures the three Euler angles and angu-
lar rates of the body. The ball is a hollow aluminium sphere coated with high stiction
synthetic. Ball arresters are used to push the ball against the omni-wheels, in order to
increase the contact force and thus minimising slip [5].

National Chung Hsing University At the National Chung Hsing University both variant
of the ballbots were developed. The first robot has an inverted mouse-ball drive [9,
13–15], similar to the ballbot of CMU, as shown in Figure 2-2d. The second robot is
actuated by three omni-wheels [10,16], similar to Rezero and BallIP, as shown in Figure
2-2e

The robots are equipped with a tilt sensor, gyroscope and the motors are equipped
with an encoder.

2-2 Modelling

In this section the different approaches to model a ballbot tried in literature is reviewed.
The vertical xz plane is also referred to as the sagittal plane and the vertical yz plane
as the coronal plane. The inclination angle (for both the sagittal and coronal planes) is
defined as the angle between the body and the z-axis. The inclination angles are often
referred to as the pitch and roll angles. The yaw angle is defined as the rotation about
the z-axis in body coordinates.

Common assumptions for the modelling of the ballbot are:

• The robot is simplified to a rigid cylinder and the ball to a rigid sphere.

• There is no slip between the ball and floor and the ball and drive mechanism.

• The dynamics in the sagittal and coronal plane are identical.

• The ball does not rotate around the z-axis.

• The ball does not deform.

• The actuator dynamics are fast, i.e. the input has no delay.

• The floor is flat and level.

• The wheels are always in contact with the ball.

For 2D models also the assumption is made that the dynamics of the two planes
are independent and therefore the system can be decoupled as two independent planar
models; CMU: [1, 8], TGU: [2, 12], ETH: [5], NCHU: [9, 10, 15, 16]. This assumption
is based on the fact that the coupling terms between the vertical planes contain sine
products. Therefore, if the system is only subjected to small pitch angles, the coupling
terms are negligible and therefore the planar dynamics can be decoupled [1].

Besides the two decoupled 2D models, also 3D models have been proposed; CMU:
[11], ETH: [5] and NCHU: [13, 14]. A 3D model is also proposed in [6] and [17].
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(a) 2D model [6] (b) 3D model [6]

Figure 2-3: Models of a ballbot

A visualisation of 2D and 3D models for a ballbot are shown in Figure 2-3a and 2-
3b respectively [6]. The main advantage of two identical decoupled 2D models is its
relative simplicity. However, it has the following limitations and disadvantages. First of
all, coupling terms are neglected. These effects become especially significant at higher
velocities. [5, 7]. Secondly, the natural yaw dynamics are completely neglected [6].
Finally, addition of arms or asymmetric loads would make a 2D model even less accurate
[6]. However, the cost of a full 3D model is the added complexity and the no-slip
condition results in a nonholonomic constraint, as opposed to a holonomic constraint
for the 2D model.

In general, the Euler-Lagrange equations are used to derive the equations of motion.
However, the choice of general coordinates often varies between the different ballbots.
This section is devoted to those differences. Unless mentioned otherwise, Lagrangian
mechanics are used for the dynamic equations.

The model of the ballbot of CMU has the tilt angle φ and the angular ball config-
uration θ as the generalised coordinates. The angular ball configuration is chosen such
that the horizontal position of the ball w.r.t. the world frame is given by x = r(θ+ φ),
where r is the radius of the ball. The advantage of choosing the ball configuration
coordinate θ like this, is that it directly corresponds to the encoder readings of the ball
drive. Euler-Lagrange equations are used to derive the dynamic equations. Friction was
initially modelled as only viscous friction, in order to prevent discontinuous dynamics
caused by Coulomb friction [8]. However, in the improved work also Coulomb friction
was introduced [1].
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For the modelling of Rezero both a planar 2D model and a 3D model were proposed
[5]. As an additional assumption friction is neglected, as non-continuous (Coulomb)
friction would result in more complex equations. The 3D model consists of the ball,
3 omni-wheels and the body including the motors and gear heads. The generalised
coordinates are the integral of the angular velocity of the ball, i.e. the travelled angular
position, and three Euler angles the spatial orientation angles of the body. These
coordinates are chosen in such a way that they are directly measurable by the systems
sensors.

The modelling for the two different ballbots of NCHU is similar. However, there are
some differences. For the robot with 3 omni-wheels, the general coordinates are the
tilt angle and the motors’ angular positions for both vertical planes [10, 16]. For the
inverted mouse-ball drive the general coordinates are the tilt angle of the robot and the
rotating angles of of the ball for both vertical planes [9, 15].

For the 3D models of [13] and [14], the orientation of the cylinder is described with
a pitch and yaw angle and its planar position.

As an exception, in [14] Newtonian mechanics are used to derive a model. The
final equations of motion are expressed in the nutation and procession angles and the
longitudinal and lateral displacement in the moving frame.

For all work of NCHU, except [13], friction is modelled as a sum of Coulomb and
viscous friction between the ball and ground.

Inal et all. [6] proposed a full 3D model, as they reasoned that a 2D model does not
capture yaw motion arising from the wheel rolling motion and coupled inertial effects.
Furthermore it is found that for a 2D model the no-slip condition results in holonomic
constraint, while for the 3D model this constraint is nonholonomic.

Three coordinate frames are used: the inertial world frame, a body frame and ball
frame. Instead of Euler-angles, quaternions where used to represent the rotation. It is
assumed that the relative yaw rotation and the ball is prevented by a constraint friction
torque that is not directly controlled. Furthermore it is assumed that friction between
the ball and the ground prevent it from slipping in horizontal and yaw direction. As
opposed to other models, quaternions are used to represent the rotations of the ball
and robot. The equations of motion are derived using force balancing and constraints
on the dynamics.

In Lotfiani et all. [17] a full 3D model was proposed as well. Again three frames are
used: one for the inertial frame, one for the body and one the sphere. The generalised
coordinates are two sets of three consecutive rotations, one set for both the body and
sphere, resulting in 6 generalised coordinates in total. An additional assumption is
introduced that the resultant moment around the longitudinal axis of the cylinder is
always zero. This yields two nonholonomic constraints. Furthermore viscous friction is
modelled between the idle rollers and the sphere. The system is then modelled using
the Euler-Lagrange equations and Lagrange multipliers. The Lagrange multipliers are
eliminated using the null space of the constraint matrix A.
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2-3 Control

In this section the proposed control methods for ballbots are reviewed

CMU The initially proposed control consisted a two-loop controller for each vertical
plane, consisting of a PI controller as inner loop and LQR controller as outer loop [8].
These planar controllers are decoupled and independent of each other. The output
of the outer loop is a desired velocity of the ball, which is then tracked by the inner
loop. The purpose of the inner loop is to reduce the effect of the unmodelled static and
dynamic friction, while the outer loop is used to track a given reference.

In [1] an improved control scheme is presented, again consisting of two independent
two-loop controllers for each plane. The inner loop is used for balancing and the outer
loop for position control. However, using this controller for trajectory tracking results
in a jerky motion. It was reasoned to be because the inner and outer loop fight each
other [8], as the system is under-actuated. Therefore an offline trajectory planner
is proposed [1]. This controller uses the natural dynamics for desired point-to-point
motion.

To improve tracking performance the shape-space planner is proposed in [11]. The
shape space indicates the variables influencing the mass matrix of the system and hence
have a large influence on the dynamics of the system, as opposed to position variables.
As opposed to the trajectory planner described in [1], this trajectory planning algorithm
is fast enough to run in real-time on the robot. This is because this shape-space planner
only uses a subset of the equation of motion, namely the dynamic constraint equations.
Furthermore, this also results in tracking that is more robust to actuator and friction
uncertainties. The shape-space planner returns desired body angles, given a certain
desired acceleration of the position variables. The resulting desired body angles are
tracked using the PID balancing controller.

The shape trajectory planner was found to be faster than collocation methods, as
the optimisation is performed on a smaller parameter space and only the dynamic
constraints are used. On the other hand, it was found that direct collocation methods
perform better when the state trajectories have good initial guesses, as they improved
the configuration trajectories and achieved lower tracking errors. The shape space
planner can be used to obtain such an initial guess. Furthermore, direct collocation
methods can be applied for dynamics systems in general, whereas the shape trajectory
planner is limited to shape-accelerated balancing systems.

TGU The control of the BallIP robot consists of two independent controllers for the
two vertical planes. Each controller is formed by a summation of two PD controllers,
one for the pitch angle and the one for the position [2, 12].

Rezero For the control of Rezero a linear full state LQR controller was used. To
improve the tracking performance of non-zero setpoints a feed-forward term was used
[5].

A nonlinear velocity controller was proposed using gain scheduling, i.e. designing
multiple linear controllers at different operating points and interpolating between them.
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Due to the high dimensionality of the system and the limited memory and computa-
tional power, only the non-linearities caused by velocity are considered, i.e. linearising
around setpoints with different velocities. In contrast to the linear controller, this con-
troller is able to stably control the system at higher velocities (over 2 m/s), as at these
velocities also the coupling terms have a more significant influence. As a result the
nonlinear controller is better able to track complicated sequences as compared to the
linear controller.

In 2013, an extended Kalman filter (EKF) to estimate the states of the Rezero [3] was
proposed. It uses the data from the accelerators, gyroscope and encoders to estimate
the complete state of the robots, i.e. attitude, position and velocity. This is in contrast
with the robots BallIP, ballbot of CMU and the robots of the National Chung Hsing
University, where the attitude and position states are estimated separately.

The states of the EKF are the position of the IMU, its velocity and the rotation
matrix of the body, all expressed in the body frame. Discrete prediction equations are
derived, which relate the sensor outputs to the states of the EKF. For the update step
of the EKF, a virtual measurement of the ball velocity is used for the innovation, since
for a simple point contact model between the ball and omni-wheel. The corresponding
innovation is hence defined as the difference between the equation relying on the filtered
states and the equation relying on the readings from the omni-wheel sensors.

It was proven that both the absolute position and the rotation around the gravity
axis are unobservable. However, drift in these states does not influence the other
predicted states.

NCHU Throughout the work at the NCHU, the proposed controllers are backstepping
sliding-mode control without [13] and with parametric uncertainties [9, 15, 16], LQR
control [10] and a multi-loop control approach [14].

In [14] a double two-loop controller was proposed for self-balancing and position
control, one two-loop controlling the pitch and forward position, the other two-loop the
jaw velocity and the latitudinal movement. Each controller has an inner-loop consisting
of a PI controller and an outer-loop with an LQR controller, similar to [8]. An additional
feed-forward term was used to overcome friction.

In [10] a single LQR controller was proposed. The control for position keeping
and balancing is combined into one regulator problem with as states the tilt angle, its
velocity, the error between current position and desired position and its derivative.

In [13] a backstepping hierarchical sliding-mode controller is proposed, consisting of
an inner and outer layer. The inner layer has a sliding function for the pitch angle and
for the heading direction. The outer layer is defined as a convex combination of the
two inner sliding surfaces.

In [9, 15, 16] the backstepping sliding-mode controller was augmented with a re-
current interval type-2 neural network (RIT2FNN) in order to be able to deal with
uncertainties.

To make the auxiliary backstepping errors converge to zero, the procedure of a
hierarchical aggregated sliding-mode controller is used, as introduced by [18].
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Other In [19] a fuzzy controller was proposed for a ballbot. Here a two-loop is used,
similar to the two-loop in [1, 8]: an outer loop puts out an desired angle to the inner
loop, which returns the input for the system. Here each loop controller consists of a
fuzzy controller with 25 rules each.

In [17] both a computed torque and sliding mode controller were proposed for the
balancing control and verified by the means of simulation. The under-actuation of
the system was dealt with by the means of a fuzzy trajectory planner. This fuzzy
controller uses the angular angles of the sphere and its derivatives as input and returns
the desired angles for the cylinder. These desired angles are used as the control input
for the computed torque and sliding mode controller.
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Chapter 3

Mathematical preliminaries

In this chapter the mathematical preliminaries will be treated.

3-1 Screw theory

In this section basic concepts of screw theory and their notation used in this work are
introduced. Readers unfamiliar with these concepts are referred to [20] for a more in
depth treatment of this material.

Tilde operator First let us define the tilde operator. The vector product of two vectors
a, b ∈ R3, can also be expressed by a multiplication with a skew symmetric matrix:

a =

a1
a2
a3

 , ã =

 0 −a3 a2
a3 0 −a1
−a2 a1 0

 (3-1)

a× b = ãb (3-2)
Here ã is referred to as the tilde form of a. The inverse of the tilde operator is given
by the vex operator ·∨:

ã∨ = a (3-3)
Furthermore, the following useful properties will be used throughout this work:

ãT = −ã (3-4)
ãb = −b̃a (3-5)

−1
2tr(ãb̃) = 1

2a
T b (3-6)

Here tr() denotes the trace function:

tr(A) =
n∑
i=1

aii

for A ∈ Rn×n
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16 Mathematical preliminaries

Frames, rotation matrices and homogeneous matrices To express the orientation and
position of bodies in space, different coordinate frames will be used. A frame is denoted
by Ψi and consists of three orthonormal vectors x, y, z ∈ R3. Frames are related to each
other by a rotation and translation.

The rotation between frame Ψa and Ψb is denoted by the rotation matrix Rb
a . The

rotation matrix belongs the the special orthogonal group SO(3)

SO(3) :=
{
R ∈ R3×3;RRT = I, detR = +1

}
(3-7)

Note that the inverse of the rotation matrix is equal to its transpose:(
Rb

a

)−1
=
(
Rb

a

)T
= Ra

b

A rotation matrix Rn
1 can be found by using subsequent matrix multiplication of

rotation matrices of intermediate frames:

Rn
1 = Rn

n−1 . . . R
3
2R

2
1 (3-8)

This matrix multiplication gives the rotation from frame 1 to 2, followed by the rotation
from frame 2 to 3 and so on.

The Lie algebra of the rotation matrix R ∈ SO(3) is given by ṘRT and RT Ṙ, which
are skew-symmetric matrices and belong to so(3).

so(3) :=
{
ω̃ ∈ R3×3; ω̃T = −ω̃

}
(3-9)

Here ω is the instantaneous angular velocity. The angular velocity ωc,b
a ∈ R3 represents

the angular velocity of Ψa with respect to Ψb expressed in frame Ψc and is defined by

ω̃b,a
b = Rb

aṘ
a
b (3-10)

ω̃a,a
b = Ṙa

bR
b
a (3-11)

The angular velocity can be rewritten in a different frame by using the relation

ωb,k
j = Rb

aω
a,k
j (3-12)

Furthermore, let us define the following identity:

RãRT = (Ra)∼ (3-13)

The translation between frame Ψa and Ψb is given by the translation vector pb
a ∈ R3.

Using the concepts of rotation and translation, it is possible to define a homogeneous
matrix, which is used to translate between two frames. The homogeneous matrix is
denoted by Hb

a and denotes the transformation from frame Ψa to Ψb and is given by

Hb
a =

[
Rb

a pb
a

0 1

]
∈ R4×4 (3-14)
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and its inverse is given by(
Hb

a

)−1
= Ha

b =
(Rb

a

)T
−
(
Rb

a

)T
pb

a
0 1

 (3-15)

Note that the inverse of the homogeneous matrix can be expressed using only trans-
poses.

Homogeneous matrices are part of the special Euclidean group SE(3):

SE(3) :=
{[
R p
0 1

]
s.t. R ∈ SO(3), p ∈ R3

}
(3-16)

A homogeneous matrix Hn
1 can be found by using subsequent matrix multiplication

of homogeneous matrices of intermediate frames:
Hn

1 = Hn
n−1 . . . H

3
2H

2
1 (3-17)

This matrix multiplication gives the transformation from frame 1 to 2, followed by the
transformation from frame 2 to 3 and so on.

A point pa ∈ R3 expressed in fame Ψa can be expressed in frame Ψb by using the
following relation [

pb

1

]
= Hb

a

[
pa

1

]
(3-18)

Note that the points pi, with i = {a, b} are augmented with 1. In the remainder of this
work this augmented vector will be denoted by P i, where the superscript denotes the
frame. The homogeneous matrix forms the transformation matrix between frames and
can be seen as the kinematic relations between different frames.

The Lie algebra of H ∈ SE(3) is given by ḢH−1 and H−1Ḣ belong to se(3)

se(3) :=
{[
ω̃ v
0 0

]
s.t. ω̃ ∈ so(3), v ∈ R3

}
(3-19)

Here vc,b
a is the linear velocity between velocity of Ψa with respect to Ψb expressed in

frame Ψc. The Lie algebra is defined as a twist, which are the generalisation of velocities
for a rigid body. The twist T c,b

a expresses linear and angular velocity of Ψa with respect
to Ψb expressed in frame Ψc and is defined by

T̃ b,a
b = Hb

a Ḣ
a
b (3-20)

T̃ a,a
b = Ḣa

bH
b
a (3-21)

and has the following structure

T =
[
ω
v

]
∈ R6, T̃ =

[
ω̃ v
0 0

]
∈ R4×4

Twists can be rewritten in different frames using the adjoint matrix defined by

AdHb
a

=
[
Rb

a 0
p̃b

aR
b
a Rb

a

]
(3-22)

using
T b,k

j = AdHb
a
T a,k

j (3-23)
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Wrenches Previously twists were defined, which are the generalisations of velocities.
Now wrenches will be defined, which can be seen as the generalisation of force. The
wrench W b,a ∈ R6 denotes a wrench acting on frame Ψa expressed in frame Ψb and is
given by

W b,a =
[
τb,a fb,a

]
(3-24)

where τb,a ∈ R3 denotes the torque and fb,a ∈ R3 the force, both acting on frame Ψa
expressed in frame Ψb. Note that wrenches are covectors, hence are represented using
row vectors. The wrench can be expressed in a different frame by using the relation(

W b,j
)T

= AdTHa
b

(
W a,j

)T
(3-25)

The transposed adjoint matrix is given by

AdTHa
b

=
[
Rb

a −Rb
a p̃

a
b

0 Rb
a

]
(3-26)

Flattened rotation matrix The flattened rotation matrix is denoted by R̄b
a and has the

following structure:

R =

r11 r12 r13
r21 r22 r23
r31 r32 r33

 (3-27)

R̄ =
[
r11 r12 r13 r21 r22 r23 r31 r32 r33

]T
(3-28)

The derivative of the flattened matrix ˙̄Ra
b is related to the angular velocity ωb,a

b ∈ R3

through the map Φ(Ra
b):

˙̄Ra
b = Φ(Ra

b)ωb,a
b (3-29)

where the map Φ(Ra
b) is defined as

Φ(Ra
b) =

 0 r13 −r12 0 r23 −r22 0 r33 −r32
−r13 0 r11 −r23 0 r21 −r33 0 r31
r12 −r11 0 r22 −r21 0 r32 −r31 0


T

(3-30)

Proof. Consider the first row of Ṙa
b , i.e. Ṙ1 =

[
ṙ11 ṙ12 ṙ13

]
. This vector is computed

by
ṘT

1 = R1ω̃
b,a
b (3-31)

where R1 denotes the first row of Ra
b. This can be rewritten using the cross product

property ãb = −b̃a as:
ṘT

1 = −R̃1ω
b,a
b (3-32)

Repeating the same steps for the second and third row of Ṙa
b and then concatenating

the results in a vector yields: Ṙ
T
1

ṘT
2

ṘT
3


︸ ︷︷ ︸

˙̄R0
s

= −

R̃1
R̃2
R̃3


︸ ︷︷ ︸
Φ(R0

s )

ωs,0
s (3-33)

Cees Verdier Master of Science Thesis



3-2 Theorems 19

3-2 Theorems

Now let us define stability theorems that will be used throughout this work. These
theorems originate from [21].

Theorem 1 (Lyapunov stability theorem). Let x = 0 be an equilibrium point for ẋ =
f(x) and Q ⊂ Rn be a domain containing x = 0. Let V : Q → R be a continuously
differentiable function, such that

V (0) = 0
V (x) > 0 in Q/{0}

Then, x = 0 is stable. Moreover, if

V̇ (x) < 0 in Q/{0}

then x = 0 is locally asymptotically stable. Furthermore,if Q = Rn and

V (0) = 0
V (x) > 0 in Q/{0}
V̇ (x) < 0 in Q/{0}
V (x)→∞ if ‖x‖ → ∞

the equilibrium x = 0 is globally asymptotically stable

In order to prove stability, sometimes LaSalle’s invariant principle will be needed to
finalise the proof:

Theorem 2 (LaSalle’s invariant principle). Let Ω ⊂ Q be a compact set that is posit-
ively invariant with respect to ẋ = f(x). Let V : Q → R be a continuously differentiable
function such that V̇ (x) ≤ 0 in Ω. Let E be a set of all points in Ω where V̇ = 0. Let
M be the largest invariant set in E. Then every solution starting in Ω approaches M
as t→∞.

3-3 Error functions

In this section error functions on SO(3) will be defined that will be used throughout
this work. These error functions originate from [21,22]

First of all, the rotation matrix Re denotes the relative rotation between a frame
Ψa and the desired frame Ψd:

Re = Rd
a = Rd

0R
0
a

For ease of notation and readability, let us use R to indicate R0
a and Rd to indicate R0

d.
Hence:

Re = RT
dR (3-34)
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Now define the error function as

φ(Re) = 1
2tr (I −Re) (3-35)

This function has a minimum for Re = I, which corresponds to R0
i = R0

d, and a
maximum for Re = −I. The function φ(Re) is therefore bounded by 0 ≤ φ(Re) ≤ 3.

The derivative of φ(Re) is given by
d

dt
φ(Re) = −1

2tr
(
Ṙe

)
= −1

2tr (Reω̃e)

Now using the property −1
2tr(ãb̃) = 1

2a
T b:

= 1
2

((
Re −RT

e

)∨)T
ωe

From this the attitude tracking error eR ∈ R3 chosen to be :

eR = 1
2
(
Re −RT

e

)∨
eR = 1

2
(
RT
dR−RTRd

)∨
(3-36)

Now let us derive the error function for the angular velocity eω corresponding to the
error rotation matrix, expressed in frame Ψa.

ẽω = ω̃a,d
a = RT

e Ṙe (3-37)

Let us denote the shorthand of the desired angular velocity ωd,0
d as ωd. Using the

relation Ṙe = Reẽω:
d

dt

(
RT
dR
)

= RT
dRẽω

ṘT
dR +RT

d Ṙ = RT
dRẽω

ω̃Td R
T
dR +RT

dRω̃ = RT
dRẽω

Pre-multiplying with RT
e =

(
RT
dR
)T

and using the identity Rω̃RT = (Rω)∼:

ẽω =
(
RT
e ω

T
d

)∼
+ ω̃

eω = ω −RT
e ωd

eω = ω −RTRdωd (3-38)
The above angular velocity error is expressed in frame Ψa:

eω = ωa,d
a = ωa,0

a −Ra
0R

0
dω

d,0
d

To express the angular velocity error in inertia frame, the expression is pre-multiplied
with R0

a:
ω0,d

a = ω0,0
a − ω

0,0
d (3-39)
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Summarising the above results, the error functions for SO(3) are defined as:

eR = 1
2
(
RT
dR−RTRd

)∨
ea
ω = ωa,0

a −Ra
0R

0
dω

d,0
d

e0
ω = ω0,0

a − ω
0,0
d

where ea
ω and e0

ω are expressed in frame Ψa or inertia frame Ψ0 re-
spectively.
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Chapter 4

Modelling of the robot

Attitude
Controller

Plant
Position

Controller

p0k,traj, v
0,0
k,traj, v̇

0,0
k,traj

bd τ

Observer

y

v0,0k , p0k

q̇r, q̄

Figure 4-1: Controller structure

In this chapter the full 3D model of the robot will be derived with the help of screw
theory and the Euler-Lagrange equations. First the used frames and assumptions will
be defined. Secondly the kinematics of the robot will be discussed and finally also the
full dynamic equations will be derived.

Frames In Figure 4-2 the different frames that will be used are shown. In Figure 4-2a
the sphere frames Ψk and Ψs are shown. Here the origin of frame Ψk coincides with the
center of mass of the ball and is only translated with respect to the inertial frame Ψ0.
The origin of frame Ψs also coincides with the center of mass of the ball and the frame
is rigidly connected to the ball. This frame will also be referred to as the sphere frame.

In Figure 4-2 the two body frames Ψr and Ψb are shown. Here the origin of Ψr
is coincides with the center of mass of the ball and is rigidly connected to the body,
i.e. the frame has the same rotation as the body. The origin of Ψb coincides with the
center of mass of the body and is rigidly connected to the body. This frame will also
be referred to as the body frame.

4-1 Assumptions

In this section all assumptions are listed
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Ψ0

x0
y0

z0

Ψkxk

yk
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Ψs
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(a)

Ψ0

x0 y0

z0

Ψk

xk

yk

zk

Ψr
xr

yr

zr

Ψb
xb

yb

zb

(b)

Figure 4-2: Frames of the ballbot. Left: ball frames, right: Body frames

• Zero slip between the sphere and the ground, i.e. the instantaneous velocity at
the contact point is always zero.

• There is no slip between the actuation wheels and the ball.

• The sphere is homogeneous, i.e. in the the center of mass of the sphere js = js,x =
js,y = js,z

• The surface on which the ball rolls is flat and horizontal.

• The ball is rigid and therefore does not deform, i.e. the radius of the ball rs is
constant

• The body can be modelled as a pendulum that rotates in a spherical joint in the
center of the ball.

• The distance between the center of mass of the ball and body is constant.

4-2 Kinematics

In this section the kinematic relations of the robot are derived. First of all the homo-
geneous matrices relating the different frames are defined. Subsequently configuration
space and twists are defined and the geometric Jacobian will be constructed.
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Homogeneous matrices The relation between the defined frames can be expressed
using homogeneous matrices. The homogeneous matrices relating a certain frame to
the inertial frame will later be used to find the twists between the inertial frame and a
certain frame.

Frame Ψk is related to the inertial frame Ψ0 by a pure translation p0
k:

H0
k =

[
I p0

k
0 1

]
(4-1)

Frame Ψs is related to frame Ψk through a rotation Rk
s and no translation.

Hk
s =

[
Rk

s 0
0 1

]
The homogeneous matrix relating the sphere frame Ψs and the inertial frame Ψ0 can
be found using the following matrix multiplication:

H0
s = H0

kH
k
s

=
[
I p0

k
0 1

] [
Rk

s 0
0 1

]

=
[
Rk

s p0
k

0 1

]

From this homogeneous matrix, it is obvious thatR0
s = Rk

s . Therefore, the homogeneous
matrix relating the sphere frame to the inertial frame is given by:

H0
s =

[
R0

s p0
k

0 1

]
(4-2)

Similar to the sphere frame Ψs, the homogeneous matrix for frame Ψr is given by

H0
r =

[
R0

r p0
k

0 1

]
(4-3)

with Rk
r = R0

r .
Finally the homogeneous matrix between the body frame Ψb and the inertial frame

is again found using the following matrix multiplication:
H0

b = H0
rH

r
b

=
[
R0

r p0
k

0 1

] [
I pr

b
0 1

]

=
[
R0

r R0
rp

r
b + p0

k
0 1

]
Again, it is obvious that R0

b = R0
r . Therefore the homogeneous matrix between the

body frame and the inertial frame is given by:

H0
b =

[
R0

b R0
bp

r
b + p0

k
0 1

]
(4-4)

Summarising, the following useful homogeneous matrices are defined:
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H0
k =

[
I p0

k
0 1

]
H0

s =
[
R0

s p0
k

0 1

]
H0

b =
[
R0

b R0
bp

r
b + p0

k
0 1

]

Furthermore, the following properties hold:

Rk
s = R0

s , Rk
r = Rk

b = R0
b, pb

r = constant

Configuration space The workspace of the robot is given by the homogeneous matrices
of the two bodies: H0

s (R0
s , p

0
s ) and H0

b(R0
b, p

0
b). In other words, the workspace of the

system is given by SE(3) × SE(3). However, as can be seen from the expressions of
these homogeneous matrices in equations (4-1) to (4-4), the homogeneous matrices can
all be expressed as a function of the rotation matrices R0

s and R0
b and the translation

p0
k, which form the configuration space SO(3)× SO(3)× R3. Using the flattened form

of the rotation matrices, the flattened configuration space is given by:

q̄ =

R̄
0
s

R̄0
b
p0

k

 (4-5)

Configuration twist The configuration twists corresponding to the configuration space
are the angular velocities ω0,0

s and ω0,0
b and linear velocity v0,0

k :

q̇ =

ω
0,0
s
ω0,0

b
v0,0

k

 (4-6)

Recall from the preliminaries in Section 3-1 the relation between the tilde form of the
twists T̃ 0,0

i and the homogeneous matrices:

T̃ 0,0
i =

[
ω̃0,0

i v0,0
i

0 0

]
= Ḣ0

i H
i
0

where i denotes a certain frame Ψi. Using this definition a relation between the config-
uration space and the configuration twists is found.

For frame Ψk:

T̃ 0,0
k = Ḣ0

kH
k
0 =

[
0 ṗ0

k
0 0

] [
I −p0

k
0 1

]

=
[
0 ṗ0

k
0 0

]

Therefore, the following relations hold:

ω̃0,0
k = 0, ω0,0

k = 0, v0,0
k = ṗ0

k (4-7)
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For frame Ψs:

T̃ 0,0
s = Ḣ0

sH
s
0 =

[
Ṙ0

s ṗ0
k

0 0

] [
Rs

0 −Rs
0p

0
k

0 1

]

=
[
Ṙ0

sR
s
0 −Ṙ0

sR
s
0p

0
k + ṗ0

k
0 0

]
Using the anti-commutative property of the cross product: −ω̃0,0

s p0
k = p̃0

kω
0,0
s , the fol-

lowing relations hold:

ω̃0,0
s = Ṙ0

sR
s
0, v0,0

s = p̃0
kω

0,0
s + v0,0

k (4-8)

Finally, for frame Ψb:

T̃ 0,0
b = Ḣ0

bH
b
0 =

[
Ṙ0

b Ṙ0
bp

r
b + ṗ0

k
0 0

] [
Rb

0 −Rb
0 (R0

bp
r
b + p0

k)
0 1

]

=
[
Ṙ0

bR
b
0 −Ṙ0

bR
b
0 (R0

bp
r
b + p0

k) + Ṙ0
bp

r
b + ṗ0

k
0 0

]
Using Ṙ0

b = ω̃0,0
b R0

b, the following simplification can be made:

T̃ 0,0
b =

[
Ṙ0

bR
b
0 (−ω̃0,0

b R0
bp

r
b + ω̃0,0

b R0
bp

r
b)− ω̃0,0

b p0
k + ṗ0

k
0 0

]

=
[
Ṙ0

bR
b
0 −ω̃

0,0
b p0

k + ṗ0
k

0 0

]
Therefore, the following relations hold:

ω̃0,0
b = Ṙ0

bR
b
0 , v0,0

b = p̃0
kω

0,0
b + v0,0

k (4-9)

Using these results, the configuration twist are related to the configuration space
by:

ω̃0,0
s = Ṙ0

sR
s
0 (4-10)

ω̃0,0
b = Ṙ0

bR
b
0 (4-11)

v0,0
k = ṗ0

k (4-12)
However, it is also desired to find the relation between the derivative of the flattened
configuration space and the normal form of the angular velocity. To find this relation
the previously found relation between the angular velocity expressed body frame and
the flattened rotation matrix is used: ˙̄R0

i = Φ(R0
i )ωi,0

i . This angular velocity can be
translated to the inertial frame by ωi,0

i = Ri
0 ω

0,0
i . It is now possible to define a map

Θ(R0
s , R

0
b) that relates the configuration twists and the derivatives of the flattened

configuration space:
˙̄R0

s
˙̄R0

b
ṗ0

k


︸ ︷︷ ︸

˙̄q

=

Φ(R0
s )(R0

s )T 0 0
0 Φ(R0

b)(R0
b)T 0

0 0 I


︸ ︷︷ ︸

Θ(R0
s ,R

0
b)

ω
0,0
s
ω0,0

b
v0,0

k


︸ ︷︷ ︸

q̇

(4-13)
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Geometric Jacobian Using the relations between the body twists and the configuration
velocities given by (4-8) and (4-9), the geometric Jacobian can be constructed.

[
T 0,0

s
T 0,0

b

]
=


I 0 0
p̃0

k 0 I
0 I 0
0 p̃0

k I


ω

0,0
s
ω0,0

b
v0,0

k

 (4-14)

Thus the geometric Jacobian is given by:

J =


I 0 0
p̃0

k 0 I
0 I 0
0 p̃0

k I

 (4-15)

4-3 Dynamics

In this section the dynamics of the robot are derived using the Euler-Lagrange equa-
tions. First the kinetic and potential energy will be derived, after which the equations
of motion can be computed. This section will be concluded with the inclusion of the
rolling constraint in the equations of motion.

Inertia tensor Before it is possible to compute the kinetic energy, the inertia tensor
needs to be defined. The frames Ψs and Ψb are rigidly connected to in the center of
mass of the ball and body of the robot respectively, and therefore correspond to the
principal inertia frames of the rigid bodies, i.e. the inertia tensor takes the form

I i,i =
[
Ji 0
0 miI

]
(4-16)

with

Ji =

ji,x 0 0
0 ji,y 0
0 0 ji,z

 (4-17)

where ji,j denotes the moment of inertia of i around axis j and mi the mass of i. The
inertia tensors of the sphere frame and body frame are given by:

Is,s =
[
Js 0
0 msI

]
Ib,b =

[
Jb 0
0 mbI

]

For a homogeneous ball, it holds that js = js,x = js,y = js,z, Js = jsI.
The defined inertia tensors are defined in the corresponding body frames. However,

the dynamics will be expressed in the inertial frame. Therefore it is required that the
inertia tensors are transformed to the inertia frame as well. The transformation of a
inertia tensor expressed in body frame Ψi to the inertia frame is given by the following
relation:

I0,i =
(
AdHi

0

)T
I i,iAdHi

0
(4-18)
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with
AdHi

0
=
[

(R0
i )T 0

− (R0
i )T p̃0

i (R0
i )T

]
(4-19)

Kinetic energy and inertia matrix The kinetic energy of the total system is given by

T ∗ = 1
2
[
T 0,0

s T 0,0
b

] [I0,s 0
0 I0,b

] [
T 0,0

s
T 0,0

b

]
(4-20)

Using equation (4-14) the kinetic energy can be expressed in the configuration velocities:

T ∗ = 1
2 q̇

T JT
[
I0,s 0
0 I0,b

]
J︸ ︷︷ ︸

M(q)

q̇ (4-21)

Here M(q) denotes the inertia matrix. The resulting kinetic energy is given by:

T ∗(q) = 1
2 q̇

TM(q)q̇ (4-22)

Potential energy Now the potential energy of the robot will be derived.
The center of mass of the sphere is at constant height. Therefore the potential

energy of the sphere remains constant and will have no influence on the dynamics.
Furthermore, if the inertia frame is chosen level with frame Ψk, the potential energy is
zero and will remain zero. Therefore only the potential energy of the body of the robot
is considered.

The body frame Ψb is fixed to the center of mass, therefore the point of the center
of mass expressed in frame Ψb is given by P b =

[
0 0 0 1

]T
. This point can easily

be written in the inertia frame by using the homogeneous matrix H0
b. The potential

energy can then be expressed as

Vb = mb g
[
0 0 1 0

]
H0

b P
b (4-23)

Given the homogeneous matrix expressed in the configuration space, the potential
energy is given by

Vb = mb g
[
0 0 1 0

] [R0
b R0

bp
r
b + p0

k
0 1

] 
0
0
0
1


This results in a final expression for the potential energy in the configuration space:

Vb(q) = mb g
[
0 0 1

] (
R0

bp
r
b + p0

k

)
(4-24)
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Euler-Lagrange equation Given the kinetic and potential energy, it is possible to com-
pute the Lagrangian

L = T ∗(q̇, q)− Vb(q)
and compute the equations of motion using the Euler-Lagrange equations

d

dt

(
∂L
∂q̇

)
− ∂L
∂q

= F T
ext (4-25)

Given
∂L
∂q

= ∂q̄

∂q

∂L
∂q̄

= ΘT (R0
s , R

0
b)∂L
∂q̄

(4-26)

the Euler-Lagrange equations can be easily computed and can be rewritten in the form

M(q)q̈ + C(q, q̇)q̇ +G(q) = F T
ext (4-27)

Where M(q) denotes the inertia matrix, C(q, q̇) the Coriolis matrix, G(q) the gravity
matrix and Fext denotes all external forces.

Rolling constraint Up to so far the dynamics of the robot with no implicit interaction
with the floor are derived and given in (4-27). However, in reality the sphere is in
contact with the floor and subjected to pure rolling, i.e. rolling without slip. The
following part will describe how to include the rolling constraint into the equations of
motion.

The pure rolling constraint entails that the velocity at the contact point is equal to
zero. Let us consider an additional frame Ψc at the contact point between the sphere
and the floor. This frame is related to frame Ψk by pk

c = r =
[
0 0 −rs

]T
, where rs

denotes the radius of the ball:
Hc

k =
[
I −r
0 1

]
(4-28)

Given frame Ψc at the contact point, it is known that the linear velocity of the sphere
relative to the inertia frame as seen from frame Ψc should be equal to zero, i.e. vc,0

s = 0.
Relating this velocity to the twists of frame Ψk results in:

vc,0
s = −r̃ωk,0

s + vk,0
s = 0 (4-29)

The next step is to express ωk,0
s and vk,0

s in the configuration velocities. The angular
velocity ωk,0

s can be expressed as:

ωk,0
s = Rk

0ω
0,0
s = ω0,0

s (4-30)

The linear velocity vk,0
s is slightly more involved. First recall the relation for the linear

velocity v0,0
s from equation (4-8):

v0,0
s = p̃0

kω
0,0
s + v0,0

k
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Rewriting vk,0
s to the inertia frame and substituting v0,0

s :

vk,0
s = p̃k

0ω
0,0
s + v0,0

s

= p̃k
0ω

0,0
s + p̃0

kω
0,0
s + v0,0

k

Thus
vk,0

s = v0,0
k (4-31)

Now the rolling constraint expressed as a function of the configuration velocities is
given by:

− r̃ω0,0
s + v0,0

k = 0 (4-32)
And written as Pfaffian constraint:

[
−r̃ 0 I

] ω
0,0
s
ω0,0

b
v0,0

k

 = 0

Aq̇ = 0

(4-33)

Reduced equations of motion The Pfaffian constraint given in equation (4-33) can be
included through the means of Lagrangian multipliers, which impose a virtual force on
the equations of motions: 

d

dt

(
∂L
∂q̇

)
− ∂L
∂q

= ATλ+ F T
ext

Aq̇ = 0
(4-34)

The Lagrangian multipliers can be explicitly solved. However, for the relative larger
system matrices this might be computational intensive. Instead the null space of the
constraint matrix is used to eliminate the Lagrangian multipliers from the equations of
motion. The vector q̇ should lie in this null space.

Consider a set of reduced generalised velocities q̇r, with

q̇ = Sq̇r (4-35)

By pre-multiplying with ST , the following reduced of motion are obtained:

STM(q)q̈ + STC(q, q̇)q̇ + STG(q) = STF T
ext

STM(q)Sq̈r +
(
STMṠ + STC(q, q̇)S

)
q̇r + STG(q) = STF T

ext

M̄ q̈r + C̄q̇r + Ḡ = STF T
ext

with

M̄ = STM(q)S
C̄ = STMṠ + STC(q, q̇)S
Ḡ = STG(q)
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Now the following reduced configuration space of the dynamics is proposed:

q̇r =
[
ω0,0

s
ω0,0

b

]
(4-36)

with

q̇ =

I 0
0 I
r̃ 0


︸ ︷︷ ︸

S

q̇r (4-37)

Using this transformation, the configuration space of the dynamics is reduced from
SO(3)×SO(3)×R3 to SO(3)×SO(3). However, the configuration space of the system
is still SO(3) × SO(3) × R2, as it is desired to track the position of the robot. It can
be verified that this matrix S lies indeed in the null space of the constraint matrix A.
Furthermore, since S is a constant, the matrix Ṡ = 0.

The final equations of motion are given by{
q̈r = M̄−1

(
STF T

ext − C̄q̇r − Ḡ
)

˙̄q = Θ(R0
s , R

0
b) S q̇r

(4-38)

here the dynamics q̈r are given by two angular accelerations and the kinematics ˙̄q by
the derivatives of two rotation matrices and one linear translation.

4-4 External forces

In the previous section the equations of motion are derived, which were subjected to
external forces. In this section these external forces are defined.

4-4-1 Actuation

The robot is actuated by a specific number wheels/rollers actuated by motors, which
apply a wrench to both the ball and body. To find the relationship between the applied
wrench W 0,i and the external forces Fext, the supplied power is used:

P = Fextq̇ =
[
W 0,s W 0,b

] [T 0,0
s
T 0,0

b

]
(4-39)

Now recall the following relation [
T 0,0

s
T 0,0

b

]
= Jq̇ (4-40)

Therefore

Fextq̇ =
[
W 0,s W 0,b

]
Jq̇
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Now it is possible to express the external forces as a function of the applied wrenches:

F T
ext = JT

[
(W 0,s)T
(W 0,b)T

]
(4-41)

In the remainder of this section the two wrenches applied to both sphere and body
are derived.

Actuation of the sphere First consider the actuation of the sphere. Two sets of vectors
are specified. The first set are the direction unit vectors of the actuators ûr

j, which give
the direction in which the applied force works. The second set are the position unit
vectors r̂r

j, pointing from the center of the sphere to the contact points with the wheels.
Here j denotes a specific actuator and the superscript the frame in which the vector is
expressed. Note that it is chosen to express the vectors in frame Ψr, which is fixed in
the center of the sphere and rigidly connected to the body. As this frame is fixed with
respect to the body, these sets of vectors are constant.

For wheel j, the magnitude of the force applied at the contact point fj and the
magnitude of the input torque τj are related by

fj = τj
rw

(4-42)

Here rw denotes the radius of the wheel. The direction of this force on the ball expressed
in frame Ψr is given by the unit vector ûr

j, thus the force applied to the sphere is given
by (

f r,s
j

)T
= fjû

r
j

= 1
rw
τjû

r
j

The torque applied to the ball is then(
τ r,s

j

)T
= rsr̂

r
j × f r,s

= rs
rw
τj
(
r̂r
j × ûr

j

)
Now, using the tilde form to express the cross product and given W r,s =

[
τ r,s f r,s

]
,

the wrench on the sphere expressed in frame Ψr as a function of the input torques for
n actuators is given by:

(W r,s)T =


rs
rw
I 0

0 1
rw
I


[˜̂rr

1û
r
1

˜̂rr
2û

r
2 . . . ˜̂rr

nû
r
n

ûr
1 ûr

2 . . . ûr
n

] 
τ1
τ2
...
τn

 (4-43)
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In equation (4-43) the wrench is expressed in frame Ψr, but the equations of motion
of the sphere are expressed in the inertia frame Ψ0. However, these can easily be
translated into frame Ψk with:(

W 0,s
)T

=
(
AdHr

0

)T
(W r,s)T (4-44)

This transposed adjoint matrix is given by:
(
AdHr

0

)T
=
[
R0

r −R0
r p̃

r
0

0 R0
r

]

It will be convenient to rewrite this adjoint matrix as a function of the configuration
space. The translation p̃r

0 can be rewritten as

pr
0 = −Rr

0p
0
k

Using the identity (Rp)∼ = Rp̃RT and ãT = −ã, it is obtained that −R0
r p̃

r
0 = p̃0

kR
0
r .

Finally, using R0
r = R0

b, the following adjoint matrix is obtained:

(
AdHr

0

)T
=
[
R0

b p̃0
kR

0
b

0 R0
b

]
Therefore, the wrench applied to the sphere in inertia frame Ψ0 is given by:

(
W 0,s

)T
=
[
R0

b p̃0
kR

0
b

0 R0
b

] 
rs
rw
I 0

0 1
rw
I


[˜̂rr

1û
r
1

˜̂rr
2û

r
2 . . . ˜̂rr

nû
r
n

ûr
1 ûr

2 . . . ûr
n

] 
τ1
τ2
...
τn

 (4-45)

Three omni-wheel configuration The ballbot of Alten Mechatronics is actuated by three
motors with omni-wheels. A schematic image of the position of the three omni-wheel
configuration is shown in Figure 4-3. In the xy plane the angle between the actuators
is 2

3π radians (120 degrees).
For this configuration, the actuator direction unit vectors and position unit vectors

are given by:

˜̂rr
1 =

sin(α)
0

cos(α)

 ˜̂rr
2 =

−
1
2 sin(α)

1
2

√
3 sinα

cos(α)

 ˜̂rr
3 =

 −
1
2 sin(α)

−1
2

√
3 sinα

cos(α)


ûr

1 =

0
1
0

 ûr
2 =

−
1
2

√
3

−1
2

0

 ûr
3 =


1
2

√
3

−1
2

0


Using these vectors and having α = 45◦ = π

4 rad, the applied wrench to the sphere in
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r̂r1

α

Ψr
xr

zr

r̂r1

r̂r2

r̂r3

ûr1

ûr2

ûr3

Ψr

xr

yr

Figure 4-3: 3 omni-wheels configuration in frame Ψr. Left: front view in frame Ψr. Right: top
view in frame Ψr

frame Ψk is given by:

(
W 0,s

)T
=
[
R0

b p̃0
kR

0
b

0 R0
b

] 
rs
rw
I 0

0 1
rw
I





−1
2

√
2 1

4

√
2 1

4

√
2

0 −1
4

√
6 1

4

√
6

1
2

√
2 1

2

√
2 1

2

√
2

0 −1
2

√
3 1

2

√
3

1 −1
2 −1

2
0 0 0


τ1
τ2
τ3

 (4-46)

Actuation of the body The wheels and motors are considered as part of the body. As
stated by the Newton’s third law of motion, when one body exerts a force on a second
body, the second body exerts a force with equal magnitude and opposite direction on
the first body. This entails that the the wrench applied to the body (in frame Ψr) is
opposite to the previously derived wrench acting on the sphere:

W r,s = −W r,r

Since frame Ψr is rigidly connected to the body frame Ψb, the following holds

W r,b = −W r,s

W 0,b = −W 0,s (4-47)

Determining total external forces It is now possible to express the external forces as
a function of the input torques of the motors, combining equations (4-41) with (4-46)
and (4-47):
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F T
ext = JT

[
(W s,0)T
(W b,0)T

]

=

I −p̃
0
k 0 0

0 0 I −p̃0
k

0 I 0 I

 [ I6×6
−I6×6

] [
R0

b p̃0
kR

0
b

0 R0
b

] 
rs
rw
I 0

0 1
rw
I


[˜̂rr

1û
r
1

˜̂rr
2û

r
2 . . . ˜̂rr

nû
r
n

ûr
1 ûr

2 . . . ûr
n

] 
τ1
τ2
...
τn



=


rs

rw
R0

b
− rs

rw
R0

b
0

 [˜̂rr
1û

r
1

˜̂rr
2û

r
2 . . . ˜̂rr

nû
r
n

]

τ1
τ2
...
τn


Therefore, with

ST =
[
I 0 (r̃)T
0 I 0

]
the input on the system dynamics is given by:

STF T
ext = STJT

[
(W s,0)T
(W b,0)T

]

STF T
ext = rs

rw

[
I
−I

]
R0

b

[
˜̂rr

1û
r
1

˜̂rr
2û

r
2 . . . ˜̂rr

nû
r
n

]

τ1
τ2
...
τn

 (4-48)

For the 3 omni-wheels configuration, the applied input is given by

STF T
ext = rs

rw

[
I
−I

]
R0

b

−
1
2

√
2 1

4

√
2 1

4

√
2

0 −1
4

√
6 1

4

√
6

1
2

√
2 1

2

√
2 1

2

√
2


τ1
τ2
τ3

 (4-49)

Let us conclude this section by rewriting the relation of (4-49) as

STF T
ext = BτT (4-50)

where B given by

B = rs
rw

[
I
−I

]
R0

b

−
1
2

√
2 1

4

√
2 1

4

√
2

0 −1
4

√
6 1

4

√
6

1
2

√
2 1

2

√
2 1

2

√
2

 (4-51)

4-4-2 Friction

This section will be concluded with the modelling of the friction. The friction will be
denoted by D:

q̈r = M̄−1
(
−C̄q̇r − Ḡ−D +BτT

)
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The friction will be modelled by a summation of Coulomb and viscous friction.
Friction will be present at two locations in the robot: between the floor and the sphere
and between the sphere and the body. Both types of friction are a function of the
relative angular velocity between two objects.

The friction acting on the body of the robot is given by

D0,b = Dc,1 sgn
(
ω0,0

b − ω0,0
s

)
+Dv,1

(
ω0,0

b − ω0,0
s

)
(4-52)

with Dc,1 ≥ 0 and Dv,1 ≥ 0 diagonal matrices.
The friction acting on the sphere is given by the sum of the friction between itself

and the body and between the floor:

D0,s = Dc,1 sgn
(
ω0,0

s − ω
0,0
b

)
+Dv,1

(
ω0,0

s − ω
0,0
b

)
+Dc,2 sgn

(
ω0,0

s

)
−Dv,2 ω

0,0
s (4-53)

with Dc,2 ≥ 0 and Dv,2 ≥ 0 diagonal matrices.
Now the total friction D acting on the equations of motion is given by

D =
[
Db,0

Ds,0

]
(4-54)

This subsection will be concluded with a final remark. In reality, the true friction
model will not be given by a perfect Coulomb and viscous friction. Furthermore, it will
be difficult to find a good estimation of the friction parameters, especially between the
sphere and different types of floors. Therefore, in subsequent chapters the friction is
sometimes excluded from the equations of motion when designing a controller. However,
it will also be shown that some of the designed controllers are robust to this unmodelled
friction.

4-5 Summary

In this section the full 3D model of the robot was derived using screw theory and
the Euler-Lagrange method. The final equations of motion for the ballbot with the 3
omni-wheel configuration are given by:{

q̈r = M̄−1
(
−C̄q̇r − Ḡ−D +BτT

)
˙̄q = Θ(R0

s , R
0
b) S q̇r

(4-55)

with the states and input

q̇ =

ω
0,0
s
ω0,0

b
v0,0

k

 q̇r =
[
ω0,0

s
ω0,0

b

]
q̄ =

R̄
0
s

R̄0
b
p0

k

 τT =

τ1
τ2
τ3


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system matrices
M̄ = STM(q)S

M(q) = JT
[
I0,s 0
0 I0,b

]
J

C̄ = STC(q, q̇)S
Ḡ = STG(q)

B = rs
rw

[
I
−I

]
R0

b

−
1
2

√
2 1

4

√
2 1

4

√
2

0 −1
4

√
6 1

4

√
6

1
2

√
2 1

2

√
2 1

2

√
2


and the transformation matrices

J =


I 0 0
p̃0

k 0 I
0 I 0
0 p̃0

k I

 Θ(R0
s , R

0
b) =

Φ(R0
s )(R0

s )T 0 0
0 Φ(R0

b)(R0
b)T 0

0 0 I

 S =

I 0
0 I
r̃ 0



Φ(R0
s ) =

 0 R13 −R12 0 R23 −R22 0 R33 −R32
−R13 0 R11 −R23 0 R21 −R33 0 R31
R12 −R11 0 R22 −R21 0 R32 −R31 0


T

4-6 Discussion

In this section the final equations of motion are briefly discussed. First of all, the
workspace of the system was determined to be SE(3) × SE(3). The configuration
space was found to be SO(3) × SO(3) × R2, where the configuration space of the
dynamics was reduced to SO(3)× SO(3). The reduced dynamics consists of 6 degrees
of freedom. There are only 3 actuators, and henceforth the system is under-actuated.
However, considering the system as two subsystems, i.e. the body and the sphere,
either the sphere or body can be considered to be fully actuated. This will be used for
the geometric controller.

The equations of motion in (4-55) are coordinate-free and are directly expressed
as a function of rotation matrices, translations and corresponding angular and linear
velocities. Henceforth, the dynamics are not subjected to singularities, which is possible
for the parametrisation with Euler angles, or a double coverage of SO(3) which is the
case for quaternions.

Despite the fact that the equations of motion are coordinate -free, it is still possible
to chose different frames than the frames defined in this chapter. The equation of
motion can be related to another choice of frames using the homogeneous matrices
between the chosen frames and the new frames and corresponding adjoint matrices.

In equation (4-55) the equations of motion are expressed in inertia frame. However,
it is possible to express them in any other frame using the adjoint matrix and its
derivative.
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Chapter 5

Geometric Nonlinear control

Attitude
Controller

Plant
Position

Controller

p0k,traj, v
0,0
k,traj, v̇

0,0
k,traj

v̇0,0k,d τ

Observer

y

v0,0k , p0k

q̇r, q̄

Figure 5-1: Controller structure

In this chapter a nonlinear geometric approach to the control of the ball-balancing
robot is proposed. As discussed in Chapter 2 often a linear approach was used to
control the robot. However, the linear controllers are synthesised for the linearised
model, in which the nonlinear dynamics of the systems are discarded. As a result the
controller is only valid in the region close to the linearisation point where the dynamics
are approximately linear, while in other regions stability is not assured. Nonlinear
control methods have been proposed as well, such as computed torque and sliding
mode control. However, these controllers were based on the parametrisation using
Euler angles or quaternions. In this chapter a nonlinear controllers are defined using
error functions on the underlying manifolds SO(3) or S2. As a result the controllers
remain coordinate-free. Furthermore, the parametrisation of the rotation matrix with
Euler angles can result in singularities or a gimbal lock, i.e. for some angles the rotation
matrix loses a degree of freedom and the use of quaternions result in a double coverage
of SO(3).

In this chapter the highlighted blocks in Figure 5-1 will be discussed, which includes
an attitude controller and position controller. It can be seen that a two-loop structure
is chosen instead of one overarching controller, similar to the controllers proposed in
literature, with the exception of the hierarchical sliding mode controller proposed in [13].
Due to the under-actuated nature of the system, it is challenging to find an unified
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40 Geometric Nonlinear control

controller. Instead, it is often chosen to design a two-loop control structure to couple the
under-actuated states in the outer-loop to the actuated states in the inner-loop. Other
methods proposed for under-actuated systems are for example interconnection and
damping assignment passivity based control (IDA PBC) [23] and hierarchical sliding
mode control [18]. However, the design of a IDA PBC for under-actuated systems is
often challenging. The hierarchical sliding mode controller for a ball-balancing consists
of two sliding surfaces for the position and attitude and one overarching surface which
is a convex combination of both. This requires two separate control objectives for both
the position surface and attitude, e.g. the attitude should be in the upright equilibrium
and the robot should move to a certain position. These control objectives act against
each other. Hence, instead it is chosen to find a coupling between the position states
and the attitude states using the dynamics constraint, as will be explained in Section
5-4.

This chapter will be structured as follows. First of all the control requirements from
the problem statement will be formulated formally. Secondly, an error functions for the
2-sphere S2 will be derived. This section is followed by the design of multiple attitude
controllers to control the attitude of the ballbot. The attitude controller section is
followed by the design of a position controller, which will a certain desired attitude,
given a certain desired position or trajectory. The chapter is concluded with simulation
results and a discussion.

5-1 Controller requirements

In the problem statement in Section 1-3 the desired control objectives were stated. In
this section these control objectives will be specified in more detail. Note that it is not
necessary that a specific controller fulfils all the above control objectives. It is therefore
well possible that there are multiple controllers, each for a specific controller objective.

Balancing control The first functionality is to control and keep the body of the robot
in the upright position (i.e. the inverted pendulum pose), while there is no desired
position for the robot. Furthermore, the body should remain upright, as it cannot pass
through the ground.

Balancing control: The attitude of the robot should converge to the
upright position

R0
b(t)→ I

as t→∞. Furthermore

b3,z(t) > 0, ∀t
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5-1 Controller requirements 41

Position control The functionality of the position controller is to control the robot to
a certain position, while maintaining stability. This controller can be used for station-
keeping, i.e. maintaining balance while maintaining at a fixed position, or point-to-
point control, i.e. control the robot to a certain position. This entails that the robot is
able to balance, while maintaining at a certain fixed position.

Position control: Given a certain (initial) position
[
xd yd

]T
the follow-

ing states should converge

R0
b(t)→ I[

x(t) y(t)
]T
→
[
xd(t) yd(t)

]T
as t→∞. Furthermore

b3,z(t) > 0, ∀t

Trajectory tracking The final functionality is trajectory tracking. The tracking control-
ler should be able to track certain predefined trajectory defined by a desired position,
velocity and acceleration.

Tracking control: The position of the robot at time t should converge
to the trajectory p0

k,traj(t), v
0,0
k,traj(t) and v̇0,0

k,traj(t):

p0
k(t)→ p0

k,traj(t)
v0,0

k (t)→ p0
k,traj(t)

v̇0,0
k (t)→ v̇0,0

k,traj(t)

as t→∞. Furthermore

b3,z(t) > 0, ∀t

Besides the above control objectives, there are two additional desired functionalities
of the controller:

• Disturbance rejection

• Robustness with respect to parametric and model uncertainties

Here the most important parametric and/or model uncertainties come from the
friction with the ground and changes in inertial parameters, such as the mass.
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42 Geometric Nonlinear control

5-2 Attitude error function on S2

Because of the geometric framework, the Euclidean error function e = x− xd does not
always make sense, as the underlining manifold is not linear. In the preliminaries an
error function on SO(3) was defined for the error rotation matrix Re. However, since
the robot is omnidirectional, every direction is a valid heading direction, thus the yaw
rotation, i.e. a rotation around the z axis of the body frame, does not needs to be
controlled. In other words, in order to control the attitude of the robot, we are only
interested in controlling the direction of the z axis of the body frame, and not the x
and y axis. This direction is given by the third column of R0

b =
[
b1 b2 b3

]
, hence

b3 = R0
be3 (5-1)

with e3 =
[
0 0 1

]T
. The vector b3 lies on the 2-sphere S2 = {x ∈ R3 : xTx = 1}.

Given a desired and current vector b3, it would be possible to construct a desired
rotation matrix that gives a minimal rotation relative to Rd. Using this constructed
desired rotation matrix the error function eR can be computed. However, in this section
an alternative error function is introduced for b3 on S2.

Consider the symmetric error function [22,24]:
φ(b3, bd) = 1− bTd b3 (5-2)

This function has a minimum for bTd b3 = 1, which corresponds to b3 = bd, and a
maximum for bTd b3 = −1, which corresponds to b3 = −bd. Note that the the minimum
and maximum correspond to the case where the two vectors are collinear. The function
φ(b3, bd) is therefore bounded by 0 ≤ φ(Re) ≤ 2.

The function φ(b3, bd) can be expressed as a function of the attitude error rotation
matrix Re. Using (5-1):

φ(b3, bd) = 1− bTd b3

= 1− eT3RT
dRe3

= 1− eT3Ree3

Differentiating the error function yields
d

dt
φ(b3, bd) = −eT3Reẽ

b
ωe3 (5-3)

where eb
ω is expressed the body frame. Rewriting to inertia frame using eb

ω = (R0
b)T e0

ω

yields:
d

dt
φ(b3, bd) = −eT3Re

(
RT e0

ω

)∼
e3

= − eT3RT
d︸ ︷︷ ︸

bT
d

RRT︸ ︷︷ ︸
I

ẽ0
ω Re3︸︷︷︸

b3

= bTd b̃3e
0
ω

=
(
b̃db3

)T
e0
ω
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Here the properties ãT = −ã and ãb = −b̃a are used. The thus given by:

d

dt
φ(b3, bd) =

(
b̃db3

)T
e0
ω (5-4)

Now the tracking error eb3 ∈ R3 on S2 is chosen to be

eb3 = b̃db3 (5-5)

5-3 Balancing controller

In this section balancing controllers will be designed to control the body of the robot.
The two proposed controllers are a computed torque controller and a geometric sliding
mode controller. Both controllers use the error functions defined on SO(3) and/or S2.

Before the design of these controllers, the system dynamics are first rewritten in a
different form. Consider the following form of the equations of motion of the system:

q̈r = −M−1 (Cq̇r +G) +M−1BτT

with q̈r =
[
(ω̇0,0

s )T
(
ω̇0,0

b

)T ]T . Let us introduce the following partitioning:

[
f1(q̇r, q̄)
f2(q̇r, q̄)

]
= −M−1 (Cq̇r +G) ,

[
g1(q̇r, q̄)
g2(q̇r, q̄)

]
= M−1B

and thus [
ω̇0,0

s
ω̇0,0

b

]
=
[
f1(q̇r, q̄)
f2(q̇r, q̄)

]
+
[
g1(q̇r, q̄)
g2(q̇r, q̄)

]
τT (5-6)

and hence the angular acceleration of the body in inertia frame is given by

ω̇0,0
b = f2(q̇r, q̄) + g2(q̇r, q̄)τT (5-7)

The proposed attitude controllers in this section assume that the variable matrix
g2(q̇r, q̄) is invertible. This section is be structured as follows. First, the inversion of
the input map g2(q̇r, q̄) is proven. Second, the a geometric controller is proposed and
finally a sliding mode controller is introduced.

5-3-1 Inversion of g2(q̇r, q̄)

Before the design of the controller, let us prove the investigate the invertability of the
input map g2(q̇r, q̄). The following lemma provides a bound for which this matrix is
always invertible.

Lemma 1. Provided that all system trajectories satisfy b3,z ≥ 0, the variable g2(q̇r, q̄)
is always full rank and invertible.
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Proof. First of all M−1B is given by

M−1B = rs
rw

[
M11 M12
M21 M22

]−1 [
I
−I

]
R0

b

−
1
2

√
2 1

4

√
2 1

4

√
2

0 −1
4

√
6 1

4

√
6

1
2

√
2 1

2

√
2 1

2

√
2

 (5-8)

Using the inversion formula for block matrices[
A B
C D

]−1

=
[
A−1 + A−1BS−1CA−1 −A−1BS−1

−S−1CA−1 S−1

]

where S is the Schur complement given by (D − CA−1B), g2(q̇r, q̄) can be written as

g2(q̇r, q̄) = − rs
rw
S−1

(
I +M21M

−1
11

)
R0

b

−
1
2

√
2 1

4

√
2 1

4

√
2

0 −1
4

√
6 1

4

√
6

1
2

√
2 1

2

√
2 1

2

√
2


If
(
I +M21M

−1
11

)
is invertible, g2(q̇r, q̄) is a product of all invertible matrices, and hence

g2(q̇r, q̄) itself is invertible. This matrix is given by

(
I +M21M

−1
11

)
=

c b3,z + 1 0 0
0 c b3,z + 1 0

−c b3,x −c b3,y 1

 (5-9)

where b3,i denotes an element of the last column of R0
b and c is a system dependent

constant given by
c = l mb rs

js +mb rs2 +ms rs2 ≥ 0

For a certain set of system parameters, it could be possible that
(
I +M21M

−1
11

)
drops

rank and is not invertible. If
c b3,z = −1 (5-10)

g2(q̇r, q̄) is not invertible. However, by limiting the allowable domain of the controller
within b3,z ≥ 0, g2(q̇r, q̄) will always be invertible.

In the lemma it is assumed that all system trajectories satisfy the bound b3,z ≥ 0.
This is a reasonable bound on the system trajectories, as the lower bound corresponds
to a situation where the body is horizontal. Lower values for b3,z result in a collision
with the floor and are therefore excluded from the allowable system trajectories.

5-3-2 Geometric computed torque control

In this section a computed torque controller to control the attitude of the body is
proposed. The computed torque controller is given by

τT = g−1
2 (−f2 + u) (5-11)
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such that
ω̇0,0

b = u

Here g2(q̇r, q̄) is full rank and invertible, provided that the system trajectories are
limited to b3,z ≥ 0.

For the remainder of this section the control input u is designed such that the
desired attitude of the robot is tracked on either SO(3) or S2. Attitude tracking on
SO(3) implies that a desired rotation matrix is tracked, while tracking on S2 implies
that only the third column of the rotation matrix is tracked (the orientation of the z
axis of the body frame).

Attitude tracking on SO(3)

Let us first consider tracking on SO(3). Consider the following control input u:

u = ω̇0,0
d − kpR0

beR −Kdeω (5-12)

with the scalar kp > 0 and matrix Kd > 0 and all variables expressed in inertia frame.
The error dynamics of the system are then given by

eω̇ + kpR
0
beR +Kdeω = 0 (5-13)

Convergence of the error dynamics is given in the following lemma.

Lemma 2. Given the error dynamics of equation (5-13), (eω, eR, Re) will converge to
(0, 0, I), i.e. the system converges to the desired attitude, assuming that the initial
conditions satisfy:

φ(Re(0)) < 2 (5-14)
eTω(0)eω(0) < 2 kp (2− φ(Re(0))) (5-15)

Proof. Consider the Lyapunov candidate function

V = kpφ(Re) + 1
2
(
e0
ω

)T
e0
ω (5-16)

where the error functions are expressed in inertia frame. Recall from section 3-3 that
φ(Re) is bounded by 0 ≤ φ(Re) ≤ 3 and hence the candidate Lyapunov function is
positive definite for Re 6= I. The derivative of the Lyapunov function is given by

V̇ = −1
2kptr

(
Reẽ

b
ω

)
+
(
e0
ω

)T
e0
ω̇

= kp
(
eb
ω

)T
eR +

(
e0
ω

)T
e0
ω̇

= kp

((
e0
ω

)T
R0

b

)
eR +

(
e0
ω

)T
e0
ω̇

=
(
e0
ω

)T (
kpR

0
beR + ė0

ω

)
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Note that ėω = eω̇, if eω is expressed in the inertia frame and would not be the case
if eω was expressed in body frame. Substituting in the error dynamics of (5-13):

V̇ = −eTωKdeω < 0, ∀eω 6= 0 (5-17)

Thus V̇ (eR, 0) < 0 for an arbitrary eR. Using LaSalle’s theorem, the largest invariant
set is found by setting eω = eω̇ = 0 in equation (5-13), resulting in

kpR
0
beR = 0 (5-18)

Hence the largest invariant set is {eR ∈ Q : eR = 0}. Therefore (eω, eR) = (0, 0) is
asymptotically stable.

The prove is concluded by showing that if eR is zero and the initial conditions satisfy
the conditions in (5-14) and (5-15), Re converges to I.

Recall that eR is given by

eR = 1
2
(
Re −RT

e

)∨
There are two solutions to eR = 0, namely Re = I and Re = UTdiag(1,−1,−1)U for
some U ∈ SO(3). The first solution corresponds to the minimum of φ(Re) = 0 and the
second solution to φ(Re) = 2. Applying the bound of the initial conditions in (5-15) to
the candidate Lyapunov function (5-16) and using that V (t) ≤ V (0) from (5-17) yields
to following inequality:

kpφ(Re(t)) ≤ V (t) ≤ V (0) < kpφ(Re(0)) + kp (2− φ(Re(0)))
kpφ(Re(t)) ≤ V (t) ≤ V (0) < 2kp

φ(Re(t)) ≤
1
kp
V (t) ≤ 1

kp
V (0) < 2

Hence φ(Re(t)) remains bounded below 2. As a result the only possible solution to
eR = 0 is Re = I, and hence the asymptotic convergence of (eω, eR, Re) = (0, 0, I) is
proven.

Attitude tracking on S2

Now let us find a control input u when it is desired to track the attitude on S2. This
will be done using the error function eb3 , instead of eR. Consider the following control
input u:

u = ω̇0,0
d − kpeb3 −Kdeω (5-19)

with the scalar kp > 0 and matrix Kd > 0 and all variables expressed in inertia frame.
The error dynamics of the system are then given by

eω̇ + kpeb3 +Kdeω = 0 (5-20)

Converge of the error dynamics is given in the following lemma.
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Lemma 3. Given this error dynamics, the errors (eω, eb3 , b3) converge asymptotically
to (0, 0, bd), assuming that the initial conditions satisfy:

φ(b3(0), bd(0)) < 2 (5-21)
eTω(0)eω(0) < 2 kp (2− φ(b3(0), bd(0))) (5-22)

Proof. Consider the candidate Lyapunov function

V = kpφ(b3, bd) + 1
2e

T
wew (5-23)

Recall from section 5-2 that φ(b3, bd) is bounded by 0 ≤ φ(b3, bd) ≤ 2 and hence the
candidate Lyapunov function is positive definite for b3 6= bd. The derivative of the
Lyapunov function is given by

V̇ = kpe
T
b3eω + eTωeω̇ (5-24)

Note that ėω = eω̇, if eω is expressed in the inertia frame. Now substituting the error
dynamics of (5-20):

V̇ = −eTωKdeω < 0, ∀eω 6= 0 (5-25)

Using LaSalle’s theorem, the largest invariant set is found by setting eω = eω̇ = 0 in
(5-20), which yields

− kpeb3 = 0 (5-26)
Hence the largest invariant set is given is {eb3 ∈ Q : eb3 = 0}. Therefore, (eω, eb3) =
(0, 0) is asymptomatically stable.

The prove is concluded by showing that if eb3 is zero and the initial conditions satisfy
(5-21) and (5-22), b3 converges to bd. This will be very similar to the prove given for
SO(3). Recall that eb3 is given by eb3 = b̃db3. This cross product is zero if the two vectors
are collinear, i.e. b3 = bd or b3 = −bd. The first solution corresponds to the minimum
of φ(b3, bd) = 0 and the second solution to the maximum φ(b3, bd) = 2. Applying the
bound of the initial conditions in (5-22) to the candidate Lyapunov function (5-23) and
using that V (t) ≤ V (0) from (5-25) yields to following inequality:

kpφ(b3(t), bd(t)) ≤ V (t) ≤ V (0) < kpφ(b3(0), bd(0)) + kp (2− φ(b3(0), bd(0)))
kpφ(b3(t), bd(t)) ≤ V (t) ≤ V (0) < 2kp

φ(b3(t), bd(t)) ≤ 1
kp
V (t) ≤ 1

kp
V (0) < 2

Hence φ(b3(t), bd(t) remains bounded below 2. As a result the only possible solution to
eb3 = 0 is b3 = bd, and hence the asymptotic convergence of (eω, eb3 , b3) = (0, 0, bd) is
proven.

Note that assumption (5-21) is already satisfied by the imposed bound on b3,z ≥ 0
to assure the invertibility of g2(q̇r, q̄).
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Influence of uncertainties and disturbances

In this subsection the influence of uncertainties and disturbances on the geometric com-
puted torque attitude controller is investigated. Since this controller relies on cancelling
the dynamics, it can be expected that the influence of uncertainties can have a severe
influence on the stability of the system. Let us denote the uncertainties acting on the
angular acceleration of the body with d2. The angular acceleration of the body is then
given by:

ω̇0,0
b = f2(q̇r, q̄) + g2(q̇r, q̄)τT + d2 (5-27)

The error dynamics for tracking on SO(3) then become

ėω + kpR
0
beR +Kdeω = d2 (5-28)

and for S2

ėω + kpeb3 +Kdeω = d2 (5-29)
Furthermore, for both types of tracking, the derivative of the candidate Lyapunov
function becomes

V̇ = −eTωKdeω + eTωd2 (5-30)
Given the error dynamics and derivative of the Lyapunov function, it will be very hard
to proof stability. For example, let us assume that it is possible to find a Kd such that

eTωKdeω > eTωd2, ∀t

Still it is not possible to prove stability, as the largest invariant set found by setting
ėω = eω = 0 results in kpR0

beR = d2 or kpeb3 = d2. Only if d2 → 0 for t → ∞ stability
would be obtained.

Summary

In this section a geometric computed torque controller was proposed to control the
attitude of the ball-balancing robot. Both tracking on SO(3) and S2 was considered.

Given the dynamics of the body:

ω̇0,0
b = f2(q̇r, q̄) + g2(q̇r, q̄)τT

The computed torque controller is given by

τT = g−1
2 (−f2 + u)

Here g2(q̇r, q̄) is full rank and invertible, provided that the system tra-
jectories are limited to b3,z ≥ 0. Depending on the type of tracking, u
is given by
Tracking on SO(3):

u = ω̇0,0
d − kpR0

beR −Kdeω
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Under the assumption that the initial conditions satisfy:

φ(Re(0)) < 2
eTω(0)eω(0) < 2 kp (2− φ(Re(0)))

Tracking on S2:
u = ω̇0,0

d − kpeb3 −Kdeω

Under the assumption that the initial conditions satisfy:

φ(b3(0), bd(0)) < 2
eTω(0)eω(0) < 2 kp (2− φ(b3(0), bd(0)))

5-3-3 Geometric sliding mode control

In this section a geometric sliding mode control law for control of the body attitude
is proposed, again using the error functions on S2 and SO(3). The benefit of sliding
mode control is that it is more robust to model uncertainties.

The idea behind sliding mode control is to force the system to a certain surface, on
which the system converges to the desired state. The control is built up from equivalent
control and switching control. The equivalent control causes the system to slide along
the surface, while the switching control forces the system to the surface.

Two sliding surfaces are proposed: one for which the attitude is tracked on SO(3)
is tracked, i.e. R0

b(t)→ R0
d for t→∞ and one for which the attitude is tracked on S2,

i.e. b3(t)→ bd for t→∞.

Attitude tracking on SO(3)

The following sliding surface is proposed:

S = αeR + eb
ω = 0 (5-31)

where α > 0. This surface can also be expressed in inertia frame:

S = αeR +Rb
0e

0
ω = 0 (5-32)

Similar to the computed torque controller, the following assumptions on the initial
conditions are made:

φ(Re(0)) < 2 (5-33)

Lemma 4. If the system is sliding along the sliding surface in equation (5-31) (or
equivalently (5-32)), the error functions eR and eω converge to zero and Re will converge
to the identity matrix, assuming that the the initial condition of the system satisfy
(5-33).

Proof. Given that the system slides along the surface S = 0, it follows that

eb
ω = −αeR (5-34)
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Now consider the following Lyapunov function:
V1 = φ(Re) (5-35)

and its derivative
V̇1 = eTRe

b
ω

where eb
ω is expressed in the body frame. Now given equation (5-34), which is satisfied

if the system slides along the surface S, dotV1 becomes:
V̇1 = −eTRαeR < 0, ∀eR 6= 0 (5-36)

To complete the prove, LaSalle’s theorem is used by setting eR = 0 and using (5-34),
resulting in

eb
ω = Rb

0e
0
ω = 0 (5-37)

Hence the largest invariant set is given by {eb
ω ∈ Q : eb

ω = 0} or {e0
ω ∈ Q : e0

ω = 0}.
Hence (eR, eω) converges asymptotically to (0, 0).

The prove is concluded by showing that if eR is zero and the initial conditions satisfy
the condition in (5-33), Re is equal to I.

As was shown in the prove for the geometric computed torque controller, there
are two solutions for Re if eR = 0. It will be shown that the bound on the initial
condition in (5-33) will result in a convergence of Re → I as t → ∞. Applying the
bound of the initial conditions on the candidate Lyapunov function (5-35) and using
that V1(t) ≤ V1(0) from (5-36), yields to following inequality:

φ(Re(t)) = V1(t) ≤ V1(0) < kpφ(Re(0))
φ(Re(t)) = V1(t) ≤ V1(0) < 2

Hence φ(Re(t)) remains bounded below 2. As a result the only possible solution to
eR = 0 is Re = I, and hence the asymptotic convergence of (eω, eR, Re) = (0, 0, I) is
proven.

Equivalent control The equivalent control assures that the dynamics of the sliding
surface are stable and can be found by solving Ṡ = 0 and solving for the input. The
derivative of S is given by:

Ṡ = αėR +Rb
0 ė

0
ω −Rb

0ω̃
0,0
b e0

ω (5-38)
with

ė0
ω = ω̇0,0

b − ω̇
0,0
d

ėR = d

dt

(1
2
(
Re −RT

e

)∨)
= 1

2
(
Reẽ

b
ω + ẽb

ωR
T
e

)∨
= 1

2
(
Re

(
Rb

0e
0
ω

)∼
+
(
Rb

0e
0
ω

)∼
RT
e

)∨
= 1

2
(
ReR

b
0 ẽ

0
ωR

0
b +Rb

0 ẽ
0
ωR

0
bR

T
e

)∨
= 1

2
(
RT
d ẽ

0
ωR

0
b +Rb

0 ẽ
0
ωRd

)∨
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Consider again the angular acceleration of the body in inertia frame in the following
form:

ω̇0,0
b = f2(q̇r, q̄) + g2(q̇r, q̄)τT (5-39)

Solving Ṡ = 0 for τT :

αėR +Rb
0 ė

0
ω −Rb

0ω̃
0,0
b e0

ω = 0
ė0
ω = −R0

bαėR + ω̃0,0
b e0

ω

ω̇0,0
b = ω̇0,0

d −R0
bαėR + ω̃0,0

b e0
ω

f2 + g2τ
T = ω̇0,0

d −R0
bαėR + ω̃0,0

b e0
ω

τT = g−1
2

(
ω̇0,0

d −R0
bαėR + ω̃0,0

b e0
ω − f2

)
Hence the equivalent control is given by

ueq = g−1
2 (q̇r, q̄)

(
ω̇0,0

d −R0
bαėR + ω̃0,0

b e0
ω − f2(q̇r, q̄)

)
(5-40)

By assuming that b3,z ≥ 0 for all system trajectories, the invertibility of g2 is assured
as given by Lemma 1.

Switching control The switching law forces the system to the sliding surface. The
switching control is chosen such that Ṡ = −η sgn(S) − kS with η > 0 and k > 0 and
sgn() denotes the sign function:

sgn(x) =


−1 if x > 0
0 if x = 0
1 if x < 0

(5-41)

This is accomplished with the following switching law:

usw = g−1
2 (q̇r, q̄)

(
−R0

b (η sgn(S) + kS)
)

(5-42)

The complete control law is given by the summation of the equivalent and switching
control:

τT = ueq + usw (5-43)

Theorem 3. Given the control law

τT = g−1
2 (q̇r, q̄)

(
ω̇0,0

d −R0
bαėR + ω̃0,0

b e0
ω − f2(q̇r, q̄)−R0

b (η sgn(S) + kS)
)

(5-44)

the system of (5-39) converges to the desired states Rd and ω0,0
d , assuming that the the

initial condition of the system satisfy (5-33) and all system trajectories satisfy b3,z ≥ 0.

Proof. Consider the candidate Lyapunov function

V2 = 1
2S

TS (5-45)
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And its derivative V̇ :

V̇2 = ST Ṡ

= −η|S| − kSTS < 0, ∀S 6= 0

Hence S converges to 0 in finite time due to −η |S|. From Lemma 4 it follows that if
S = 0, also (eR, eω, Re)→ (0, 0, I), which concludes the proof.

Attitude tracking on S2

In this subsection a geometric sliding mode attitude controller for S2 is designed. The
following sliding surface is proposed:

S = αeb3 + e0
ω = 0 (5-46)

Similar to the computed torque controller, the following assumptions on the initial
conditions are made:

φ(b3(0), bd(0)) < 2 (5-47)

Lemma 5. If the system is sliding along the sliding surface in equation (5-46) , the
error functions eb3 and eω converge to zero and b3 will converge to bd, assuming that
the the initial condition of the system satisfy (5-47).

Proof. Given that the system slides along the surface S = 0, it follows that

e0
ω = −αeb3 (5-48)

Now consider the following Lyapunov function:

V1 = φ(b3, bd) (5-49)

and its derivative
V̇1 = eTb3e

0
ω

where e0
ω is expressed in the inertia frame. Now given equation (5-48), which is satisfied

if the system slides along the surface S, V̇1 becomes:

V̇1 = −eTb3αeb3 < 0, ∀eb3 6= 0 (5-50)

To complete the prove, LaSalle’s theorem is used by setting eb3 = 0 and using (5-48),
resulting in

e0
ω = 0 (5-51)

Hence the largest invariant set is given by {e0
ω ∈ Q : e0

ω = 0}. Hence (eb3 , eω) converges
asymptotically to (0, 0).

The prove is concluded by showing that if eb3 is zero and the initial conditions satisfy
the condition in (5-47), b3 converges to bd.

As was shown in the prove for the geometric computed torque controller, there are
two solutions for b3 if eb3 = 0. It will be shown that given the bound on the initial
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condition in (5-47) will result in a convergence of b3 → bd as t → ∞. Applying the
bound of the initial conditions on the candidate Lyapunov function (5-49) and using
that V1(t) ≤ V1(0) from (5-50) yields to following inequality:

φ(b3(t), bd(t)) = V1(t) ≤ V1(0) < φ(b3(0), bd(0))
φ(b3(t), bd(t)) = V1(t) ≤ V1(0) < 2

Hence φ(b3(t), bd(t)) remains bounded below 2. As a result the only possible solution
to eb3 = 0 is b3 = bd, and hence the asymptotic convergence of (eω, eb3 , b3) = (0, 0, bd)
is proven.

Equivalent control Again the equivalent control is found by setting Ṡ = 0 and solving
for the input. Differentiating (5-48) results in

Ṡ = αėb3 + ė0
ω (5-52)

with

ė0
ω = ω̇0,0

b − ω̇
0,0
d

ėb3 = d

dt

(
b̃dbd

)
= d

dt

(
(Rde3)∼R0

be3
)

=
(
ω0,0

d Rde3
)∼
b3 + b̃dω̃

0,0
b R0

be3

=
(
ω̃0,0

d bd
)∼
b3 + b̃dω̃

0,0
b b3

= −b̃3ω̃
0,0
d bd − b̃db̃dω

0,0
b

= b̃3b̃dω
0,0
d − b̃db̃3ω

0,0
b

Now solving Ṡ = 0 for τT :

αėb3 + ė0
ω = 0
ė0
ω = −αėb3

ω̇0,0
b = ω̇0,0

d − αėb3

f2 + g2τ
T = ω̇0,0

d − αėb3

τT = g−1
2

(
ω̇0,0

d − αėb3 − f2
)

Hence the equivalent control is given by

ueq = g−1
2 (q̇r, q̄)

(
ω̇0,0

d − αėb3 − f2(q̇r, q̄)
)

(5-53)

By assuming that b3,z ≥ 0 for all system trajectories, the invertibility of g2 is assured
as given by Lemma 1. Note that by bounding the system trajectories to b3,z ≥ 0,
assumption (5-47) is satisfied.
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Switching control The switching law forces the system to the sliding surface. The
switching control is chosen such that Ṡ = −η sgn(S)− kS with η > 0 and k > 0. This
is accomplished with the following switching law:

usw = g−1
2 (q̇r, q̄) (−η sgn(S)− kS) (5-54)

The complete control law is given by the summation of the equivalent and switching
control:

τT = ueq + usw (5-55)

Theorem 4. Given the control law

τT = g−1
2 (q̇r, q̄)

(
ω̇0,0

d − αėb3 − f2(q̇r, q̄)− η sgn(S)− kS
)

(5-56)

the system of (5-39) converges to the desired states bd and ω0,0
d , assuming that the the

initial condition of the system satisfy (5-33) and all system trajectories satisfy b3,z ≥ 0

Proof. Consider the candidate Lyapunov function

V2 = 1
2S

TS (5-57)

And its derivative V̇ :

V̇2 = ST Ṡ

= −η|S| − kSTS < 0, ∀S 6= 0

Hence S converges to 0 in finite time due to −η|S|. From Lemma 5 it follows that if
S = 0, also (eR, eω)→ (0, 0), which concludes the proof.

Controller parameters

Now let us briefly evaluate the controller parameters α, k and η. First of all consider
the controller parameter for the sliding surface α. This parameter directly influences
the convergence of the states, when the system is on the sliding along the surface S = 0,
as the Lyapunov function V1 degreases with V̇1 = eTRαeR. As a result, a higher value of
α results in a stronger asymptotic convergence, provided that the system slides along
the surface S = 0.

The parameters k and η influence how fast the system reaches the surface S = 0. The
switching behaviour η sgn(S) results in that the derivative of the Lyapunov function
V2 is always negative definite for S 6= 0 with a constant rate. This is important, as an
asymptotic convergence would not result in S = 0 in finite time. However, a high gain
η, and thus fast convergence of V2 results in chatter, i.e. rapid switch around the sliding
surface. Chatter can be reduced by choosing a lower value of η. A fast convergence is
then obtained by introducing the additional switching control term Ṡ = −kS. A higher
value of k results in a higher rate of convergence. However, the effect of this switching
behaviour is always asymptotic, thus the actual surface is never reached exactly by
using this switching law alone. Therefore the combination of both −kS and ηsgn(S)
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is made, as the former results in fast asymptotic convergence and the latter results in
that the surface is reached in finite time. Finally, note that increasing k and η does not
always results in faster convergence of the error functions, since these parameters affect
how fast the sliding surface is reached and not the rate of convergence on the surface.
Of course, choosing low values for k and η imply slow convergence to the sliding surface
and hence convergence to the desired states will be slower. In short, low values of k
and η can slow down the convergence to the desired states, but increasing k and η can
only decrease the time of convergence up to a certain limit.

As mentioned before, the switching behaviour −η sgn(S) will cause chattering of the
system. In order to reduce the chattering the sign function of the ideal sliding mode
controller can be replaced by a saturation function. For this function, within a small
boundary around the sliding surface, the sign function is replaced by a asymptotic
switching law. The saturation function is defined by:

sat(x) =


−1 if x > ∆
x

∆ if |x| ≤ ∆
1 if x < −∆

(5-58)

where ∆ denotes the thickness of the boundary layer around the sliding surface. Using
this function will decreases the chattering around the surface, but it cannot be assured
that S becomes exactly zero in finite time.

Influence of uncertainties and disturbances

In this subsection the influence of uncertainties and disturbances on the geometric
sliding mode attitude controller is investigated. Let us denote the uncertainties acting
on the angular acceleration of the body with d2. The angular acceleration of the body
is then given by:

ω̇0,0
b = f2(q̇r, q̄) + g2(q̇r, q̄)τT + d2 (5-59)

Depending on the type of attitude tracking, applying the control law in (5-44) or (5-56)
to the corresponding derivative of their sliding surface will yield in to

Ṡ = −η sgn(S)− kS + d∗2 (5-60)
where d∗2 = Rb

0d2 for the attitude controller for SO(3) and d∗2 = d2 for the attitude
controller for S2. Hence the derivative of their candidate Lyapunov functions becomes

V̇2 = −η|S| − kSTS + STd∗2 (5-61)
Let us define D = ‖d∗2‖∞, which is the maximum disturbance. Using this maximum
disturbance, we can define an upper bound for V̇2

V̇2 ≤ −kSTS − (η −D)|S| (5-62)
hence if η can be chosen such that η > D, the derivative of V2 will be negative definite
for all S 6= 0, and hence the disturbance can be rejected. Note that if the uncertainty
or disturbance would be depended of the states of the system, it might not be possible
to find and η higher than D, as D also becomes larger for a higher value of η.
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Summary

In this section a sliding mode controller was proposed to control the attitude of the
ball-balancing robot. Both tracking on SO(3) and S2 was considered.

Given the dynamics of the body:

ω̇0,0
b = f2(q̇r, q̄) + g2(q̇r, q̄)τT

Here g2(q̇r, q̄) is full rank and invertible, provided that the system tra-
jectories are limited to b3,z ≥ 0.

Depending on the type of tracking, the sliding mode controller is
given by

Tracking on SO(3):

τT = g−1
2 (q̇r, q̄)

(
ω̇0,0

d −R0
bαėR + ω̃0,0

b e0
ω − f2(q̇r, q̄)−R0

b (η sgn(S) + kS)
)

Under the assumption that the initial conditions satisfy:

φ(Re(0)) < 2

Tracking on S2:

τT = g−1
2 (q̇r, q̄)

(
ω̇0,0

d − αėb3 − f2(q̇r, q̄)− η sgn(S)− kS
)

Under the assumption that the initial conditions satisfy:

φ(b3(0), bd(0)) < 2

Furthermore, the influence of chattering can be reduced by replacing
the sign function by a saturation function.

5-4 Position control: geometric shape-space planner

In the previous section we derived controllers to track a certain attitude of the ballbot
body. In this section a simplified version of the shape-space planner of [11] is adapted to
a geometric framework. This planner finds a desired attitude that needs to be tracked
in order to control the robot to a certain position.

Desired position to accelerations The first step is to find a desired linear acceleration
v̇0,0

k,d. Given a desired position, velocity and acceleration, tracking the following linear
acceleration would achieve the system to converge to the desired states:

v̇0,0
k,d = −Cpep − Cdev + v̇0,0

k,traj (5-63)
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with Cp > 0, Cd > 0 and the error functions

ep = p0
k − p0

k,traj

ev = v0,0
k − v

0,0
k,traj

and p0
k,traj, v

0,0
k,traj and v̇

0,0
k,traj denote the desired position, linear velocity and the desired

linear acceleration respectively corresponding to the trajectory.

Proof. Consider the candidate Lyapunov function

V = 1
2e

T
pCpep + 1

2e
T
v ev (5-64)

and its derivative
V̇ = eTvCpep + eTv ev̇ (5-65)

Given equation (5-63), ev̇ is given by

ev̇ = −Cpep − Cdev (5-66)

This results in the following derivative

V̇ = eTv (Cpep + ev̇)
= −eTvCdev < 0, ∀ev 6= 0

Using LaSalle’s theorem, if ev = 0, ev̇ = 0, it follows from equation (5-66) that also
ep = 0, hence the largest invariant set is given by {ep ∈ Q : ep = 0}. Hence the set
(ep, ev) = (0, 0) is asymptotically stable.

Note that point-to-point control can be considered as a special form of trajectory
tracking, where the position p0

k,traj is set to be the constant desired position and the
desired velocity and acceleration are zero.

The desired linear acceleration is expressed as a function of the desired position
trajectory. However, the equations of motion where expressed in the angular velocities
of the body and sphere. The linear acceleration v̇0,0

k is related to the angular acceleration
ω̇0,0

s by differentiating the rolling constraint:

v0,0
k = r̃ω0,0

s =

 0 rs 0
−rs 0 0

0 0 0

ω0,0
s

v̇0,0
k = r̃ω̇0,0

s

which results in the following relation[
ω̇0,0

s,x
ω̇0,0

s,y

]
=
[

0 − 1
rs1

rs
0

] [
v̇0,0

k,x
v̇0,0

k,y

]
(5-67)

Note that ω̇0,0
s,z does not influence the position of the robot and hence no desired ω̇0,0

s,d,z
is imposed on the system.
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Angular acceleration to body attitude Given a desired position, a desired angular ac-
celeration ω̇0,0

s,d is found. The next step is to find a desired body attitude which, when
tracked, yields the desired angular velocity, which in turn lets the system converge to
the desired position. In order to find a relation between the angular acceleration and
the attitude, the equations of motion from (4-55) are rewritten. First of all, consider
the following partitioning.[

M11 M12
M21 M22

] [
ω̇0,0

s
ω̇0,0

b

]
+
[
C11 C12
C21 C22

] [
ω0,0

s
ω0,0

b

]
+
[
G1
G2

]
=
[
B
−B

]
τT

Using this partition, the equations of motion can be rewritten as[
M11 M12

M11 +M21 M12 +M22

] [
ω̇0,0

s
ω̇0,0

b

]
+
[

C11 C12
C11 + C21 C12 + C22

] [
ω0,0

s
ω0,0

b

]
+
[

G1
G1 +G2

]
=
[
B
0

]
τT

and hence the following dynamic constraint on the system is found:
[
M11 +M21 M12 +M22

] [ω̇0,0
s
ω̇0,0

b

]
+
[
C11 + C21 C12 + C22

] [ω0,0
s
ω0,0

b

]
+ (G1 +G2) = 0

(5-68)
Thus

ω̇0,0
s = − (M11 +M21)−1

(
(M12 +M22) ω̇0,0

b + (C11 + C21)ω0,0
s + (C12 + C22)ω0,0

b +G1 +G2
)

(5-69)
Now assuming a fast attitude controller, i.e. ω̇0,0

b and ω0,0
b converge quickly to zero and

hence ω̇0,0
b = 0, ω0,0

b = 0, yields a relation between the angular acceleration and the
third column of the rotation body rotation matrix R0

b:

ω̇0,0
s = f(b3) = − (M11 +M21)−1 (G1 +G2) (5-70)

where R0
b =

[
b1 b2 b3

]
. Note that also (C11 + C21)ω0,0

s = 0, as (C11 + C21) = 0 if
ω0,0

b = 0.
As seen before, for the position control only desired values for ω̇0,0

s,x and ω̇0,0
s,y where

defined. The found relation gives the angular acceleration of the sphere given the
attitude of the body. However, the inverse of this relation is desired, i.e. desired
attitude vector b3, given a certain desired angular acceleration. Furthermore, solutions
of this inverse should satisfy the fact that the attitude vector b3 is defined on the
manifold S2 = {x ∈ R3 : ‖x‖ = 1}.

Inverting the relationship between the desired angular acceleration and the attitude The
solution to the inversion of the nonlinear relation

ω̇0,0
s,d = f(b3) (5-71)

has often two solutions, namely b3,z > 0 and b3,z < 0. Physically this means that the
same acceleration of the sphere can be achieved if the pendulum is either in the upright
half of the sphere or at the exact opposite position on the sphere.. Of course, we are
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only interested in solution with b3,z > 0, as the body of the robot cannot pass through
the floor. Given the property of a vector on S2:

1 =
√

(b3,x)2 + (b3,y)2 + (b3,z)2

b3,z can be expressed as

b3,z = ±
√

1− (b3,x)2 − (b3,y)2

Excluding the solutions b3,z < 0, results in the following solution space for b3

b3 =

 b3,x
b3,y√

1− (b3,x)2 − (b3,y)2

 (5-72)

Hence the relation between the angular acceleration of the sphere and the attitude can
be expressed as ω̇0,0

s,d = f(b3,x, b3,y).
Let us use the short hand ω̇d =

[
ω̇0,0

s,x,d ω̇0,0
s,y,d

]T
and bd =

[
b3,x,d b3,y,d

]T
. The

relation between ω̇d and bd is inverted by approximating the relation with a first order
Taylor expansion and linear inversion. Due to this approximation, solutions of b3 might
not lie on S2, such that the approximated solutions need to be cast back on S2.

The inversion is done in the following systematic manner. First of all the relation
of (5-71) is linearised around the upright position b3,xy =

[
0 0

]T
:

ω̇d = f(b3,xy) + df(bd)
dbd︸ ︷︷ ︸
A

(bd − b3,xy) (5-73)

and the inversion is given by

bd = A−1 (ω̇d − f(b3,xy)) + b3,xy (5-74)

b3,z,d = ±
√

1− (b3,x,d)2 − (b3,y,d)2 (5-75)

Obviously, as f(bd) is nonlinear and a linearisation around b3,xy might be inaccurate if
b3,xy is not in the neighbourhood of bd. To increase the accuracy, the desired attitude
can be improved iteratively by setting the point of linearisation to be b3,xy = bd and
computing (5-74) again until bd(k + 1) ≈ bd(k), where k denotes the number of itera-
tions. However, note that this iterative process is only valid if f(b3,xy) is monotonously
increasing or decreasing.

Saturation of ω̇d The (iterative) relation of equation (5-74) introduces the problem
that for non-feasible values of ω̇d result in non-feasible solutions to b3 that do not lie
on S2. In order to prevent this, ω̇d is saturated by ω̇max using the maximum allowable
tilt angle. The maximum tilt angle related directly to b3, from which ω̇max can be
computed.
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Example 5-4.1 (Maximum angular velocity). Assuming a maximum tilt angle of π
4 ,

b3,z is given by
b3,z = cos

(
π

4

)
= 1

2
√

2

and thus
‖b3,xy‖ = 1

2
√

2

Assuming a symmetrical robot, the maximum acceleration in x and y direction are
equal, hence b3,max can be found by setting b3,y = 0, resulting in

b3,max =


1
2

√
2

0
1
2

√
2


and the maximum angular velocity can be obtained by

‖ω̇max‖ = ‖f(b3,max)‖

From the maximum angular velocity, the actual desired angular velocity can be
found using:

ω̇max = f(b3,max) (5-76)
ω̇∗d = ω̇d if ‖ω̇d‖ < ‖ω̇max‖
ω̇∗d = ω̇d

‖ω̇d‖
‖ω̇max‖ if ‖ω̇d‖ > ‖ω̇max‖ (5-77)

Tracking on SO(3) Thus far a desired attitude vector on S2 is returned, given a desired
position or trajectory, which can be used as input for the attitude tracking controller on
S2. However, although the robot is omnidirectional, it might be desired that the robot
has a certain heading direction b1,d. A desired rotation matrix can than be constructed
using

b′2 = b3,d × b1,d

‖b3,d × b1,d‖

b′1 = b2 × b3,d

‖b2 × b3,d‖
Rd =

[
b′1 b′2 b3,d

]
Summary

Given a desired position p0
k and linear velocity v0,0

k , a desired linear
velocity can be given by

v̇0,0
k,d = −Cp

(
p0

k − p0
k,traj

)
− Cd

(
v0,0

k − v
0,0
k,traj

)
+ v̇0,0

k,traj
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This linear acceleration is related to the angular acceleration by

ω̇d =
[

0 − 1
rs1

rs
0

] [
v̇0,0

k,x
v̇0,0

k,y

]
From the under-actuated nature of the system, the following relation
can be found

ω̇0,0
s =− (M11 +M21)−1

(
(M12 +M22) ω̇0,0

b +

(C11 + C21)ω0,0
s + (C12 + C22)ω0,0

b +G1 +G2
)

which relates the angular velocity the a desired attitude:

ω̇d = f(bd)

The inversion of this relation is found by the inversion of a first order
Taylor expansion:

bd = A−1 (ω̇d − f(b3,xy)) + b3,xy

b3,z,d = ±
√

1− (b3,x,d)2 − (b3,y,d)2

By iteratively linearising around subsequent desired attitudes, a bet-
ter solution is found from the approximated inverted relation. Finally,
in order to ensure feasible desired attitude vectors on S2, the desired
angular acceleration is saturated, using the maximum allowed attitude:

ω̇max = f(b3,max)
ω̇∗d = ω̇d if ‖ω̇d‖ < ‖ω̇max‖
ω̇∗d = ω̇d

‖ω̇d‖
‖ω̇max‖ if ‖ω̇d‖ > ‖ω̇max‖

5-5 Simulation results

In this section the effectiveness of the proposed controllers will be shown in simulation.

5-5-1 Attitude control

First of all let us consider the attitude control without position control. The desired
attitude is set to be Rd = I, bd = e3 and ω0,0

d = 03×1 The system is initialised with an
initial rotation of

R0
b(0) = Rz′′(θ3)Ry′(θ2)Rx(θ1)

with

Rx(θ1) =

1 0 0
0 cos θ1 − sin θ1
0 sin θ1 cos θ1

 , Ry′(θ2) =

 cos θ2 0 sin θ2
0 1 0

− sin θ2 0 cos θ2

 , Rz′′(θ3) =

cos θ3 − sin θ3 0
sin θ3 cos θ3 0

0 0 1


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with θ1 = 30
180π rad, θ2 = 40

180π rad, θ3 = 110
180π rad. The initial angular velocities are

chosen to be ω0,0
b (0) =

[
0.2 0.1 0.05

]T
rad/s. Note that this parametrisation of the

rotation matrix is only done for the sole purpose of initialising the system with a viable
initial rotation matrix and the controllers remain coordinate-free. For the purpose of
simulation no friction is present. In the next subsection the influence of unmodelled
friction will be shown.

The control parameters of the computed torque controller are set to be kp = 20,
Kd = 10I. The control parameters of the sliding mode controller are set to be a1 = 3,
k = 30 η = 0.1I, ∆ = 0.05. These parameters result in similar performances for both
controllers.

Difference between computed torque and sliding mode First of all, let us compare the
difference between the computed torque and sliding mode controller for the case when
there is perfect knowledge of the system. In Figure 5-2 and 5-4 the simulation results
for the computed torque controller are shown for SO(3) and S2 respectively and in
Figure 5-3 and 5-5 the simulation results for the sliding mode controller for SO(3) and
S2 respectively. It can be observed that for both controllers very similar trajectories
of the error functions are obtained, given the used controller parameters. However, for
the sliding mode controller the error functions change more aggressively in the initial
start up period, i.e. the time in which S � 0. Due to the high gain k the start up
behaviour of the sliding mode controller is more aggressive. When the system is sliding
alone the sliding surface, the error functions of the sliding mode controller evolve in
a similar manner as the computed torque controller. Note that if the gain η for the
switching control signal of the sliding mode controller would be chosen relatively large,
a same result as a high value of k would be obtained. However, this would result in a
high frequency switching around S = 0.

Differences between SO(3) and S2 Now let us consider the differences between SO(3)
and S2. Figure 5-2 and 5-3 show the evolution of the error functions for attitude
tracking on SO(3), using either a computed torque or sliding mode controller, and
Figure 5-4 and 5-5 show the evolution of the error functions for attitude tracking on
S2. The tracking on SO(3) involves also tracking a specific the heading direction, while
tracking on S2 only tracks the orientation of the z axis of the body frame. As a result,
all three elements of eR start non-zero, while for tracking on S2 only eb3(1) and eb3(2)
are non-zero. This difference in the value of the error function indicates the difference
between controlling the yaw rotation or not. This difference between the tracking types
has also influence on the position trajectory of the robot. In Figure 5-6a and 5-6 the
tracking on SO(3) and S2 are shown respectively, using the computed torque attitude
controller. Since the attitude tracking on S2 has no influence on the yaw, the robot
is rotated around the axis of minimal rotation and hence the control is in only one
direction, resulting in a straight trajectory. However, when tracking on SO(3), also the
heading direction is controlled, resulting in a control signal around multiple axes. As a
result, the trajectory of the ball becomes curved, as shown in Figure 5-6a.
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Figure 5-2: Attitude tracking of the geometric computed torque controller on SO(3)
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Figure 5-3: Attitude tracking of the geometric sliding mode controller on SO(3)
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Figure 5-4: Attitude tracking of the geometric computed torque controller on S2
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Figure 5-5: Attitude tracking of the geometric sliding mode controller on S2
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(b) Tracking on S2

Figure 5-6: Motion of the robot under different types of computed torque attitude controllers
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5-5-2 Parametric uncertainty

In this subsection the influence of parametric uncertainties on the performance of the
two attitude controllers is shown. The same initial conditions and controller parameters
as in the previous section will be used. Recall that using these controller parameters
a similar performance for both computed torque and sliding mode controller was ob-
tained.

In Table 5-1 the nominal parameters as used in the controller and alternative para-
meters set are shown. The nominal parameters are identified as described in Section
7-1 and are taken from Table 7-1.

Table 5-1: Model parameters

Parameter Nominal Alternative Unit

ms 3.07 5 kg
mb 12.93 20 kg
js 0.0255 0.5 kg · m2

jb,x 1.400 3 kg · m2

jb,y 1.406 3 kg · m2

jb,z 0.183 1 kg · m2

pr
b

[
0 0 0.4

]T [
0 0 1

]T
m

Computed torque Let us first consider the computed torque controller with tracking
on SO(3). In Figure 5-7 the trajectories of b3,z are shown. This parameter represents
the last element of the attitude vector b3. As stated before, when b3,z is below zero, the
body robot of the robot surpasses a horizontal position and is very likely to collide with
the ground. Furthermore, if b3,z < 0, the attitude controller is not defined. Therefore
the computed torque controller was designed such that b3,z ≥ 0, ∀t > 0 could be
assured, given that certain conditions where met and provided perfect knowledge of the
system.

It can be seen from Figure 5-7 that when the actual system parameters are the
alternative system parameters given in Table 5-1, the controller synthesised using the
nominal parameters does not stabilise the system and even results in a violation of the
bound b3,z ≥ 0. This result is to be expected. The computed torque controller assumes
perfect knowledge of the system, and uses this knowledge to cancel out the dynamics.
When the actual system is significantly different, stability cannot be assured. However,
the region of stability can be increased by increasing the values of kp and Kd. For
tracking on S2 similar results are obtained. The computed torque controller could be
made robust to (initial) parameter uncertainties, by augmenting the control scheme
with an adaptive control law to estimate the uncertain parameters.

Sliding mode It has been shown that the computed torque controller can result in
unstable closed loop behaviour if the model in the controller significantly deviates from
the actual system. Now let us consider the sliding mode controller. The convergence
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Figure 5-7: The trajectory of b3,z using the computed torque controller on SO(3). In the nominal
case the system parameters match the controller parameters. In the uncertain case the system
has deviating system parameters, see Table 5-1.

of the sliding surface and the states will be indicated by the Lyapunov functions V2
for the surface and V1 for the states, given by V2 = 1

2S
TS with S defined by (5-31) or

(5-46) and V1 by (5-35) or (5-49), for tracking on SO(3) or S2 respectively. Figure 5-8
and 5-9 show the performance of the sliding mode controller subjected to parametric
uncertainties for SO(3) and S2 respectively.

It can be seen from Figure 5-8a and 5-8b that even though the Lyapunov functions
eventually converge to zero, the formal proof for stability, i.e. V̇2 < 0 ∀S 6= 0, is
violated. V̇2 > 0 implies that the maximum of the disturbances D in (5-62) is larger
than the control parameter η. Indeed, by increasing η, it is possible to obtain V̇2 < 0
for all t.

Remarkably, in Figure 5-9 it is shown that the attitude controller on S2 does achieve
V̇ < 0 for all S 6= 0 with the same controller parameters as stated before. This is
especially remarkable since the condition for which V̇2 < 0 is satisfied when the system
is subjected to disturbances, i.e. η > D, is the same for both SO(3) and S2. This can
be explained that the condition η > D results in an upper bound on V̇2 that is negative
definite. However, this does not entail that smaller values of η cannot result in the
negative definiteness of V̇2.

The difference between the negative definiteness of V̇2 for SO(3) and S2 can be
explained by the fact that the influence of the parametric uncertainties on the sliding
surface is larger for SO(3) than for S2. This can be expected, as tracking SO(3)
implies tracking in multiple directions simultaneously, compared to tracking in a single
direction for S2. As a result, η should be larger for SO(3) to reject all parametric
uncertainties than for S2.

5-5-3 Unmodelled friction

In this section the effect of unmodelled friction on the controller performance is eval-
uated. The friction dynamics will not be modelled in the controller synthesis. The
motivation behind this is that the estimation of the friction is relatively challenging
and will also vary for different floor types and henceforth will be challenging to cancel
out perfectly. It is therefore decided to have no friction model present in f2(q̇r, q̄).
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Figure 5-8: Sliding mode attitude control on SO(3) with parametric uncertainties
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Figure 5-9: Sliding mode attitude control on S2 with parametric uncertainties

For this simulation, the friction model will be given by equations (4-52), (4-53)
and (4-54). To speed up the simulation the sign function is replaced by a saturation
function, similar to the use of the saturation function in the sliding mode controller.
The friction parameters for this simulation are chosen to be Dc,1 = diag (0.1, 0.1, 0.1),
Dc,2 = diag (0.1, 0.1, 0.1), Dv,1 = diag (0.2, 0.2, 0.2) and Dv,2 = diag (1, 1, 2).

For the design of the geometric sliding mode controller it was argued that by setting
η higher than the maximum bound disturbance d∗2 the disturbance could be rejected.
Since increasing η will have a relative small influence on the convergence of error func-
tions, it will be considered a fair comparison to use the same controller parameters for
the computed torque controller and sliding mode controller as in Section 5-5-1, but
with η = 50. The initial conditions will again be the same as in Section 5-5-1.

The result of the unknown friction on the performance of the S2 attitude controllers
is shown in Figure 5-10 is for the computed torque controller and in Figure 5-11 for
the sliding mode controller. As could be expected, it is observed that the computed
torque controller is not able to stabilise the attitude of the system. This was already
predicted in Section 5-3-2 when evaluating the influences of uncertainties. However, it
is observed that the attitude of the attitude becomes steady-state. The performance
could be improved by introducing an integrator to the error dynamics to compensate for
the steady state error of the attitude. Alternatively, a mismatch in friction parameter
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could be diminished by applying adaptive control.
For the sliding mode controller on the other hand, it can be observed that the

controller is able to let the error functions converge to zero in finite time. Moreover,
the performance of the controller subjected to unmodelled friction compared to the
nominal case in Figure 5-5 is almost identical. Note that convergence of the sliding
surfaces is much faster in this case of unmodelled friction, as η is chosen much higher.
Due to the high gain of the switching control, the system is able to converge in finite
time to the sliding surface and the effect of the unmodelled friction is diminished.

5-5-4 Position control

In this subsection the position control is briefly shown. It is chosen to only show
simulation results where unknown friction is present, in order to simulate the most
realistic case. Since the friction is unknown, only simulation results for the sliding mode
controller will be presented, since this controller is able to compensate for unknown
dynamics. It should be noted a very similar result will be obtained if a computed
torque controller with known friction is used and hence this scenario is omitted.

The position controller assumes ω0,0
b ≈ 0, ω̇0,0

b ≈ 0 and friction is neglected, i.e. the
position controller assumes slow evolving dynamics. As a result, the control paramet-
ers Cp and Cd are chosen relatively low. However, friction introduces an additional
unknown dissipation in the system, such that it is advised to choose a higher Cp than
in the nominal case without friction.

Station keeping Let us first considering station keeping, i.e. the robot should maintain
at a fixed position. In this simulation the robot is started with a certain initial position
and the robot should be able to control the system back to its starting position and
remain there.

The position controller parameters are chosen to be Cp = 4 and Cd = 2. The
attitude controller parameters will again be given by α = 3, k = 30, η = 50 and
∆ = 0.05. Again the same initial conditions as before are used. Figure 5-12 and 5-13
show the performance of the position controller in combination with the sliding mode
attitude controller for SO(3) and S2 respectively.

Figures 5-12a and 5-13a show the desired attitude vector bd as returned by the
position controller. It can be observed that the actual attitude vector b3 lags behind
the desired attitude bd. To increase time of convergence of the attitude, it would make
sense to increase the gains of the attitude controller. However, this would have a
negative effect on the performance, as increasing α results in ω̇0,0

b � 0, ω0,0
b � 0 and

hence the assumptions under which the position controller returns a desired attitude
are violated.

In Figures 5-12b and 5-13b it can be seen that indeed the position of the robot
returns to zero after the initial disturbance.

Figure 5-14 shows a clear difference between station keeping using either an SO(3)
or S2 attitude controller. Due to the desired heading attitude for tracking on SO(3),
also a control action around the z axis of the body frame is required. As a result, the
xy trajectory of the robot becomes curved. For the tracking on S2 on the other hand,
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Figure 5-10: Attitude tracking with unknown friction of the geometric computed torque controller
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the heading direction is free. Hence the system is only controlled around the axis of
minimal rotation and as a result the xy trajectory is smaller and forms an (almost)
straight line. Note that the small curve results from the initial angular velocity of the
body.

Point-to-point control

In this subsection the point to point control of the robot is briefly shown. Two examples
will be given.

First of all a relative small distance is considered p0
k,d =

[
xd yd

]T
=
[
1 1

]T
. The

result is shown in Figure 5-15. From Figure 5-15b it can be observed that ball first
moves backwards before it moves into the desired direction. This behaviour is due to
the zero dynamics of the system. Furthermore, it can be observed that the system
indeed converges to the desired position.

Now let us consider a larger distance, namely the setpoint xd = 15 m, yd = 15 m.
The result is shown in Figure 5-16. Again it is observed that the controller is able
to control the robot to the desired position. However, it can be observed that the
actual attitude slightly overshoots the desired attitude vector bd. This could result in
problems, as the desired attitude is saturated to have a certain maximum allowed tilt
angle. It especially becomes problematic if the attitude b3,z drops below zero, as the
both the position and attitude controller are not defined for b3,z < 0. The overshoot
in attitude is a result from the boundary layer of the saturation function. Due to the
unmodelled friction and boundary layer, the system is not able to converge to S = 0
in finite time and will be within the interval 0 ≤ S < ∆. Indeed, the overshoot can be
reduced by reducing the boundary layer.

5-5-5 Disturbance rejection

In this subsection the disturbance rejection of the overall control algorithm is shown.
This includes the attitude controller and position controller. The disturbances applied
to the system will be a ‘push’, i.e. a torque will be applied for a short period of time,
and a persistent torque pushing against the body of the robot. Furthermore, the friction
acting on the system will be regarded as unknown and will not be present in f2. For the
simulation the sliding mode controller on S2 will be used. Note that similar results will
be obtained when using the computed torque attitude controller with known friction
or for tracking on SO(3).

For the simulation, the same controller parameters for the sliding mode controller
on S2 with unknown friction will be used. The setpoint for the position controller is set
at xd = 4, yd = 0. The push will be simulated by applying a torque of τd =

[
−20 0 0

]
Nm to the body of the robot at t = 1 for 0.2 seconds. The resulting simulation result
is shown in Figure 5-17. As a result of the push, the robot deviates from a straight line
to the objective. However, the system is still able to converge to the desired position.

In Figure 5-18 a persistent torque is applied to the system. While the attitude
controller is able to reject disturbances up to a certain magnitude, the position controller
is not able to reject persistent disturbances. As a result, the position shows a steady-
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Figure 5-12: Station keeping using the sliding mode controller on SO(3) with unknown friction
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Figure 5-13: Station keeping using the sliding mode controller on S2 with unknown friction
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Figure 5-15: Point-to-point control using the sliding mode controller on S2 with the desired
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Figure 5-16: Point-to-point control using the sliding mode controller on S2 with the desired
position xd = 15 m, yd = 15 m

state error in Figure 5-18b. When the disturbance were to be removed, the system
would be able to converge to the desired position. The steady-state error in position
could be removed by introducing an integrator in the error dynamics of the position
controller. However, one might should consider if it is desired for their robot to be
able to ’enforce’ position tracking when a constant torque is applied to the robot. For
example, if the robot is used as a demonstrator at an event, it is not desired if the robot
tries to enforce a certain position, even if there is a person in its path.

5-5-6 Trajectory tracking

In this subsection the trajectory tracking of a circle and triangle is shown. The trian-
gular trajectory is chosen because of its steep change in direction at the corners, which
shows the omni-directionality of the robot. Since both attitude controllers show very
similar performance when no uncertainties are present, it is chosen to only show the
trajectory tracking using the geometric sliding mode attitude controller.

The maximum desired angular velocity of the robot is set to be 54.5510 rad/s2,
which corresponds to a maximum tilt angle of π

4 radians with respect to the z axis.

Circular trajectory First of all the tracking of a circle is shown. The desired trajectory
in the xy plane is given by

p0
k,traj =

[
a sin (ct)
a cos (ct)

]
v0,0

k,traj =
[
a c cos (ct)
−a c sin (ct)

]
v̇0,0

k,traj =
[
−a c2 sin (ct)
−a c2 cos (ct)

]
(5-78)

where a denotes the radius of the circle and c the angular frequency. For this simulation
the parameters of the trajectory are chosen to be a = 2, c = 1

52π, hence one period is
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Figure 5-17: Point-to-point movement with a block disturbance of −20 Nm applied to the body
at t = 1, ∆t = 0.2
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Figure 5-18: Point-to-point movement with a persistent disturbance of −20 Nm applied to the
body at t = 1
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Figure 5-19: Sinusoidal trajectory between two vertices of the desired trajectory

5 seconds. Furthermore, the parameters of the position controller are set to be Cp = 4
and Cd = 2. The geometric sliding mode controller parameters are chosen to be α = 3,
k = 30, η = 50, ∆ = 0.05.

In Figure 5-20 the simulation results are shown. As can be expected, the actual
attitude lags behind the true attitude. Furthermore, given these control parameters
it can be observed that the actual xy trajectory has a smaller radius than the desired
radius. This is caused due the fact that the desired trajectory requires faster dynamics
than that results from the controller. The tracking error could be reduced by increasing
the position controller gain. However, faster position controller gains increases the
acceleration of the system for which can results in worse performance, due to the
assumption of slow system dynamics. Alternatively the tracking can be improved by
introducing an integral term in the position controller control law. Finally, another
method to improve the tracking is iterative learning control. Here the control law is
updated each cycle using the tracking error of that cycle in order to achieve a better
tracking performance in the next cycle.

Triangular trajectory Let us consider a triangular trajectory. There are two possibilities
to track a triangle, i.e. subsequent point-to-point control or defining a time dependent
predefined trajectory. Since the performance of the point-to-point controller already
has been shown, it is chosen to show the latter.

It is chosen to control the robot between to points with a sinusoidal trajectory, given
by the function:

pd(t) = 1
2

(
− (pj − pi) cos

(
π

tδ
(t− tδ)

)
+ (pj − pi)

)
+ pi

Here pi and pj denotes the first and second vertex respectively and tδ the time between
the two vertices. This sinusoid is illustrated in Figure 5-19. The desired linear velocity
and acceleration is found by taking the first and second derivative of pd.

In Figure 5-21 the simulations are shown for triangular trajectory tracking for a
trajectory with the vertices at

p1 =
[
3 1.5

]T
, p2 =

[
0 3

]T
, p3 =

[
0 0

]T
and tδ = 3 seconds. The controller parameters are again Cp = 4 and Cd = 2, α = 3,
k = 30, η = 50, ∆ = 0.05.
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As could be expected, it can be observed that actual trajectory lags behind the
desired trajectory. As a result the robot changes direction slightly before the actual
vertex is reached. Again, the performance of this cyclic trajectory could be improved
using iterative learning methods that use the errors per cycle to improve the tracking
performance in the next.

In this section the main results from the geometric controller will be summarised. In
Chapter 4 the dynamics of the system was modelled. The robot consists of two bodies.
Hence the workspace of the system is given by SE(3)× SE(3). It was shown that the
reduced configuration space is given by SO(3)×SO(3)×R2 and the configuration space
of the dynamics SO(3) × SO(3), i.e. the system dynamics can be fully described by
the rotations of the body and ball of the robot. However, when controlling the robot,
the goal space of the robot is not equal to the workspace and configuration space. Two
types of attitude control where shown, one for SO(3) and one for S2. Furthermore,
it was desired to control the position of the robot. The goal space is hence given by
SO(3) × R2 or S2 × R2. In the latter the heading direction of the robot is free. This
makes sense for the ballbot, since it is an omnidirectional robot.

Tracking on SO(3) and S2 First of all, two type of attitude tracking were defined;
one on the special orthogonal group SO(3) and one on the 2-sphere S2. The former
tracks the attitude with a specific heading direction, while the latter only tracks the
attitude a free heading direction of the body. For both types of tracking special error
functions where defined and conditions on the initial conditions where defined to assure
stability. For the tracking on SO(3) the bounds on the initial conditions also implied
conditions to the initial maximum allowed yaw rotation and as a result not all viable
initial conditions (i.e. all attitudes for which b3,z(0) ≥ 0) were covered in the region of
attraction. For the tracking on S2 on the other hand the bounds on the initial attitude
where already satisfied, as they where all outside the viable region b3,z(0) ≥ 0 . Finally,
the benefit of S2 over SO(3) is that it provides the minimal rotation to recover from
an initial disturbance to the upright position.

Computed torque and sliding mode control Two types of nonlinear attitude control
were designed to track the attitude on either SO(3) or S2. Both controllers are able
to stabilize the attitude when there is perfect knowledge of the system. However,
the required bounds on the initial conditions for the computed torque controller are
more strict than the bounds for the sliding mode controller, as the computed torque
controllers also require a bound for the angular velocity. However, both controllers still
have to satisfy that all system trajectories remain satisfy b3,z(t) ≥ 0 for all t, which
indirectly also poses a bound on the initial condition of the angular velocities for the
sliding mode controller.

When the system is subjected to parametric uncertainty and/or unmodelled dy-
namics, such as unmodelled friction, it was shown that the sliding mode controller was
more robust than the computed torque controller. Furthermore, it was shown that the
sliding attitude controller on S2 was more robust than the attitude controller on SO(3).
Both controller were capable of assuring stability, provided that η > D. It was argued
that the stability of the computed torque controller could be improved by applying
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Figure 5-20: Trajectory tracking of a circle
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Figure 5-21: Trajectory tracking of a triangle
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adaptive control to estimate the uncertain parameters.
The downside of the sliding mode controller is that the discontinuous switching

control can cause chattering. Furthermore, high frequency switching can cause fatigue
of the system, resonate with unmodelled dynamics and high power consumption. In
order to reduce the chattering, a saturation function was introduced. In this saturation
function, a small boundary around the sliding surface is created in which the switching
law is replaced by an asymptotic control signal. It was shown that if this boundary
layer is too large, a small and slow converging error to the sliding surface will persist.

In Table 5-2 the computed torque and sliding mode controller are compared.

Table 5-2: Controller comparison

Computed torque Sliding mode
SO(3) S2 SO(3) S2

Bound
initial
conditions

φ(Re) < 2,
eTωeω < kp (2− φ(Re))

φ(b3, bd) < 2,
eTωeω < kp (2− φ(b3, bd)) φ(Re) < 2 φ(b3, bd) < 2

Heading
direction Yes No Yes No

Robustness
uncertain
parameters

No No Yes 1 Yes 1

Position controller The position control for the robot was done through a simplified
adaptation of the shape-space planner of [11] to a geometric framework. This controller
finds a desired attitude, given a desired acceleration in R2. The advantage of this
method is its simplicity and it is possible to compute on-line, in contrast to trajectory
optimization algorithms such as direct collocation methods.

It was shown that the overall control structure was able to stabilize the system at a
certain position. Since the position controller returns an approximated desired attitude,
no optimality is achieved. Furthermore, it was assumed that the desired angle can be
perfectly tracked, which is in reality is often not true.

It was found that the overall combination of the position and attitude controller was
able to reject ‘pushes’ to the system. However, it was found that persistent disturbances
could not be rejected, i.e. the system would converge to a steady state error with
respect to the position. However, it was argued that for the use case of the robot this
is desirable.

The combination of attitude controller parameters and position controller paramet-
ers should be chosen such that ω̇0,0

b and ω0,0
b remain relative small, as the position

controller assumes ω̇0,0
b = ω0,0

b = 0. Choosing one or both controllers to aggressive
results in unstable behaviour. No formal prove of the overall stability is given.

While domain of the attitude controller consists of the upper halve of a sphere, it is
still not desired to take advantage of this domain for the position tracking controller.

1Provided that η > D
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(a) Joe [26] (b) Segway RMP [27]

Figure 5-22: Examples of two-wheeled inverted pendulum robots

As mentioned before, the position controller assumes slow evolving dynamics. Using
steep angles for the position tracking controller can result in large overshoots in the
position and hence worse tracking of the desired trajectory. Furthermore, if the attitude
is overshot, the system might violate the required bound b3,z ≥ 0 which might result in
a singularity in the control law.

It was found that for some scenario’s the position controller was subjected to steady-
state errors. These steady-state error could be compensated by introducing an integ-
rator in the error dynamics of the position controller. The position controller could
also be improved by taking the dynamics into account, i.e. ω̇0,0

b 6= 0, ω0,0
b 6= 0. Finally,

it was argued that cyclic trajectory tracking could be improved by applying iterative
learning control.

5-5-7 Extension to other systems

In this chapter a geometric controller was proposed for a ball-balancing robot. The goal
space of such a system is given by a translation on R2 and a rotation on either SO(3)
or S2. Due to the under-actuated nature of the system,i.e. either the translational
space R2 or the rotational space SO(3) can be considered fully actuated, but not the
overall system. In this section similar systems as the ballbot are explored and a brief
discussion is given on how the proposed geometric controller could be extended to these
systems.

First of all, let’s consider fully actuated system on S2 or SO(3). For these systems
the attitude controllers can be directly extended. Examples of such systems the inverted
2D/3D pendulum, and a satellite.

Examples of under-actuated systems with a goal space on Rn × SO(3) or Rn × S2

are quadrotors, two-wheeled inverted pendulum systems, the pole-on-cart system and
the crane system.

A geometric approach for quadrotors has been proposed in [25]. However, here it
is chosen to let the configuration coincide coincide with the goal space, by imposing a
desired heading direction to the system. However, a quadrotor is an omni-directional
system and it might be possible that no specific orientation is desired. In that case
the tracking error on S2 could for the control of the attitude, as demonstrated for the
ball-balancing robot.
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Let us consider the two-wheeled inverted pendulum, such as for example Joe or the
Segway [26, 27], see Figure 5-22. The workspace of such a system is SE(3)× SE(3)×
SE(3), i.e a rotation and translation for the body and both wheels. The reduced
configuration space could be represented by S2 for the body and S×S for both wheels,
thus the reduced configuration space is given by S2×S×S×R2. The goal space of the
system is given by S2 × R2. By considering the dynamics on S2 as the fully actuated
space, it is possible to use similar techniques as proposed in this work.

The 3D crane or 3D pendulum on cart are very similar to the ballbot. The workspace
is given by SE(3)×SE(3) and the configuration space by R2 for the cart and S2 for the
payload/pendulum. The goal space is given by S2 × R2. By considering the dynamics
on S2 to be fully actuated, a similar control technique as proposed in this thesis can
be used.
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Figure 6-1: Controller structure

In this chapter a geometric observers will be proposed. Several geometric observers
for the special orthogonal group SO(3) that use the error functions eR and eω have
been proposed in literature. Examples are [28], in which an observer is proposed for
the orthogonal group that can be compared to a complementary filter and [29] in
which the observer is designed based on the error functions and a Lyapunov function.
However, these approaches are limited to the kinematics of the system on SO(3) . In
this chapter a similar approach is taken as in [29], i.e. using the error functions and a
Lyapunov function. However, in contrary to the kinematic observers, also the dynamics
will be considered using an approach similar to global observers [30]. The aim of this
approach is to use the same error functions as defined for the geometric controller to
design a ‘simple’ global geometric observer.

This chapter will begin by describing the available measurement data of the ball-
balancing robot. Secondly, a global geometric observer for a second order system on
SO(3) will be designed. This observer is followed by a geometric observer for the ball-
balancing robot, followed by simulation results. The chapter will be concluded by a
discussion of the proposed observer.
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6-1 Available measurement data

This section is devoted to describing the available measurement data from the ballbot
available at Alten Mechatronics, and therefore is platform specific. In the end the
relations between the measurements and states will be described in the form

y = h(x) (6-1)

6-1-1 Body

In order to measure the states of the body, a STM32F3 Discovery board as sensor board
is used. This board is equipped with an accelerometer, gyroscope and magnetometer.

Gyroscope The gyroscope measures angular velocity ωg,0
g , where frame Ψg denotes the

specific gyroscope frame. The gyroscope frame relates to the body frame by:

Rb
g =

 0 1 0
−1 0 0
0 0 1

 (6-2)

Using this rotation matrix and using the fact that the gyroscope is rigidly connected
to the body, i.e. ωg,0

g = ωg,0
b :

ω0,0
b = R0

bR
b
gω

g,0
g

However, in the implementation of the current robot, the transformation of 6-2 is
already resolved in the sensor board. Therefore, this transformation will not be con-
sidered in the design of the observer, i.e. the measured state is considered to be ωb,0

b :

ω0,0
b = R0

bω
b,0
b

or in the form y = h(x):
ωb,0

b = Rb
0ω

0,0
b (6-3)

Accelerometer Similar to the gyroscope, the accelerometer has also its own frame Ψa.
The accelerometer relates to the body frame by:

Rb
a =

−1 0 0
0 −1 0
0 0 1

 (6-4)

However, in the current implementation this is also resolved within the sensor board.
The accelerometer measures the specific forces va ∈ R3 . It is assumed that these

specific forces can be approximated by only the normal force. Therefore, the normalised
accelerometer data would be:

va
‖va‖

= Rb
0

[
0 0 1

]T
(6-5)

where denotes the accelerometer measurements.
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Magnetometer The magnetometer measures the direction of the magnetic field of the
earth vm ∈ R3 expressed in body frame. Let us denote the direction of the magnetic
field of the earth as m. The normalized magnetometer is given by:

vm
‖vm‖

= Rb
0m (6-6)

6-1-2 Sphere

The states of the sphere are measured through the motor encoders, although the pos-
ition of the sphere is unobservable [3]. The three motors are equipped with encoders,
which measure the travelled angles φi of the omni-wheels i ∈ {1, 2, 3}.

Now let us derive a relation between the measured variables and the state variables.
Consider the relation between input torques and the applied torque on the sphere,
expressed in inertial frame, from Chapter 4 in equation (4-49):

(
τ 0,s

)T
= rs
rw
R0

b

−
1
2

√
2 1

4

√
2 1

4

√
2

0 −1
4

√
6 1

4

√
6

1
2

√
2 1

2

√
2 1

2

√
2


τ1
τ2
τ3

 (6-7)

The total supplied torque to the system is independent of coordinate frame and
parametrisation. Therefore the following relation for τi, i ∈ {1, 2, 3} and τ 0,s holds:

P = τ φ̇ = τ 0,sω0,0
s (6-8)

Now, substituting equation (6-7) yields:

τ φ̇ = τ
rs
rw

−
1
2

√
2 0 1

2

√
2

1
4

√
2 −1

4

√
6 1

2

√
2

1
4

√
2 1

4

√
6 1

2

√
2

 (R0
b

)T
ω0,0

s

Thus

φ̇ = rs
rw

−
1
2

√
2 0 1

2

√
2

1
4

√
2 −1

4

√
6 1

2

√
2

1
4

√
2 1

4

√
6 1

2

√
2

 (R0
b

)T
ω0,0

s (6-9)

which relates the angular velocity of the omni-wheels and the states of the system.
The relation between the travelled angle can be obtained by (numerically) integrating
equation (6-9):

φ =
∫
φ̇(ω0,0

s , R0
b) (6-10)

6-1-3 Summary

In this section the available measurements were related to the state variables. The
measurement states y are:

y =
[
ωb,0

b
acc

‖acc‖
mag

‖mag‖
φ
]T

(6-11)

The corresponding relations are shown below.
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Gyroscope:
ωb,0

b = Rb
0ω

0,0
b

Accelerometer:
va
‖va‖

= Rb
0

[
0 0 1

]T
Magnetometer:

vm
‖vm‖

= Rb
0m

Encoder: Solve (numerically) the integral:

φ =
∫
φ̇(ω0,0

s , R0
b)

with

φ̇ = rs
rw

−
1
2

√
2 0 1

2

√
2

1
4

√
2 −1

4

√
6 1

2

√
2

1
4

√
2 1

4

√
6 1

2

√
2

 (R0
b

)T
ω0,0

s

6-1-4 Reconstructing a rotation matrix

In the proposed observers, the measured rotation matrix Ry is used. This matrix
found using the accelerometer and the magnetometer. These sensors measure two non-
collinear vectors and hence the crossproduct is a non-zero vector orthogonal to these two
vectors. Using these vectors, it is possible to construct a frame Ψm and a corresponding
rotation matrix Rm

0
The first axis of frame Ψm is chosen parallel to the vector outputted by accelero-

meter:
a1(t) = va(t)

‖va(t)‖
(6-12)

The second axis is given by the vector orthonormal to the plane span by the accelero-
meter and magnetometer vectors:

a2(t) = va(t)× vm(t)
‖va(t)× vm(t)‖ (6-13)

Finally, the orthonormal basis in R3 is completed by the vector orthonormal to a1 and
a2:

a3(t) = a1(t)× a2(t)
‖a1(t)× a2(t)‖ (6-14)

Now the rotation matrix between the inertial frame and frame Ψm is given by

Rm
0 (t) =

[
a1(t) a2(t) a3(t)

]
(6-15)

To obtain the relation between this measured rotation matrix and the body rotation
matrix R0

b the system has to be calibrated once at R0
b(0) = I to find the relative rotation
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Rm
b :

Rm
b = Rm

0 (0)R0
b(0)

Rm
b = Rm

0 (0)

Finally, the measured body rotation matrix is given by

Ry(t) = R0
b(t) = (Rm

b )T Rm
0 (y) (6-16)

The angular velocity of the body is measured in body frame. However, in this
chapter the angular velocity is regularly expressed in inertia frame. Assuming that
frame of the accelerometer and magnetometer are the same as the frame of the gyro-
scope, the measured angular velocity can be expressed in the inertia frame with

ω0,0
y = Ryω

y,0
y (6-17)

6-2 Global geometric observer on SO(3)

In this section an global observer on SO(3) is developed, i.e. systems of the form ω̇ = f(R,ω, u)
Ṙ = ω̃R

(6-18)

with R ∈ SO(3), ω̃ ∈ so(3) and u denotes the input. Note that the angular velocity is
denoted in inertia frame.

In Section (3-3) error functions on SO(3) were derived. For the observer these error
functions will be used to drive the estimated states to the true states. Summarising
the results and substituting the desired states with the measured states:

The error functions for SO(3) are defined as:
eR = 1

2
(
RT

y R̂− R̂TRy
)∨

eb
ω = ω̂b,0

b − R̂TRyω
y,0
y

e0
ω = ω̂0,0

b − ω0,0
y

where eb
ω and e0

ω are in the estimated body frame or inertia frame
respectively.

Note that error function of the angular velocity is expressed on the estimated body
frame, which is does not coincide with the actual body frame if R̂ 6= Ry.

In the remainder of this section the angular velocity and acceleration will be ex-
pressed in inertia frame, unless it is stated otherwise. A benefit of choosing the inertia
frame is that the derivative of the angular velocity error is given by an Euclidean error,
i.e. e = x− xy, while taking the derivative of the angular velocity error in body frame
results in additional terms due to the chain rule.
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6-2-1 Candidate Lyapunov function

The design of the observers are based on the same candidate Lyapunov function as
found in [29] and extents on the proposed filter by including the dynamics and proving
global stability of the error functions. The following Lyapunov function is proposed:

V = αφ(Re) + 1
2
(
e0
ω

)T
e0
ω (6-19)

where α > 0 a scalar and φ(Re) is the error function defined by

φ(Re) = 1
2tr (I −Re)

It was seen before that φ(Re) ≥ 0 and hence V > 0 for (Re, e
0
ω) 6= (I, 0).

Now the derivative of V is given by:

V̇ = −α1
2tr

(
Reẽ

b
ω

)
+
(
e0
ω

)T
ė0
ω

= α
(
eb
ω

)T
eR +

(
e0
ω

)T
ė0
ω

Here the property tr(Ax̃) = −xT
(
A− AT

)∨
is used. Now expressing the angular

velocity error in inertia frame using eb
ω = RT e0

ω:

V̇ = α
(
RT e0

ω

)T
eR +

(
e0
ω

)T
ė0
ω

= α(ReR)T e0
ω +

(
e0
ω

)T
ė0
ω (6-20)

Note that the Lyapunov function is completely expressed in inertia frame. To simplify
notation, the superscript denoting the frame will be dropped in the remainder. The
convergence of the error functions is given in the following lemma
Lemma 6. The error functions will converge to their desired value, i.e. (eω, eR, Re)→
(0, 0, I), if V̇ < 0 for all (eω, eR, Re) 6= (0, 0, I) and if the initial conditions satisfy
assuming that the initial conditions satisfy:

φ(Re(0)) < 2 (6-21)
eTω(0)eω(0) < 2 α (2− φ(Re(0))) (6-22)

Proof. Using V̇ < 0 and the bounds imposed on the initial positions in (6-21) and
(6-22), we have:

αφ(Re(t)) ≤ V (t) ≤ V (0) < αφ(Re(0)) + α (2− φ(Re(0)))
αφ(Re(t)) ≤ V (t) ≤ V (0) < 2α

φ(Re(t)) ≤
1
α
V (t) ≤ 1

α
V (0) < 2

Hence φ(Re(t)) remains bounded below 2. As a result the only possible solution to
eR = 0 is Re = I, and hence the asymptotic convergence of (eω, eR, Re) = (0, 0, I) is
proven.
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Now let us denote

x1 =
[
eω

αReR

]
, x2 =

[
ėω
eω

]
(6-23)

The derivative of the Lyapunov function can now be rewritten as

V̇ = xT1 x2 (6-24)

6-2-2 Proposed observer

The objective is now to find an observer that satisfies V̇ < 0. In order to satisfy this
criteria, the following observer is proposed:

˙̂ω = f(R̂, ω̂, u)− L1eω
˙̂
R =

(
ω̂ − αL2R̂eR

)∼
R̂

(6-25)

Here L1 > 0 and L2 > 0 are diagonal matrices. Note that the angular velocity in the
kinematics is given by

ω̂′ = ω̂ − αL2R̂eR (6-26)
Given this observer, the error dynamics of x2 can be rewritten as:

x2 =
[
ėω
eω

]
= −Lx1 + F (6-27)

where L > 0 is a diagonal matrix L = diag(L1, L2) and F a residual term given by

F =
[
f(R̂, ω̂, u)− f(R,ω, u)

ω̂ − ω

]
(6-28)

In order to prove stability it is required to make the following assumption that is
very reminiscent to the global Lipschitz condition. A system is globally Lipschitz if

‖f(x, u)− f(z, u)‖ ≤ K‖x− z‖ ∀x, z, u (6-29)

Now for the system, assume that

‖F‖ ≤ K‖x1‖ ∀ω̂, R̂, ω,R, u (6-30)

with x1 and F given in (6-23) and (6-28) respectively. Now the derivative of the
candidate Lyapunov function of (6-24) becomes:

V̇ = −xT1Lx1 + xT1 F

≤ −xT1Lx1 +K‖x1‖2

Given that the assumptions in (6-30), (6-21) and (6-22) hold and also assuming x1Lx1 >
K‖x1‖2 global asymptotic convergence of the error functions is achieved. Note however
that these assumptions can be difficult to prove.
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6-2-3 Simulation Results

To conclude this section the effectiveness of the observer is shown in simulation for a
spherical pendulum.

In this example the global observer on SO(3) will be demonstrated for a 3D pen-
dulum. The equations of motion of such a pendulum denoted in body frame is given
by [31]  ω̇b,0

b = J−1
b

((
Jbω

b,0
b

)∼
ωb,0

b −mbg p̃
0
b (R0

b)T eT3 + τb,b
)

Ṙ0
b = R0

bω̃
b,0
b

(6-31)

with eT3 =
[
0 0 1

]
. The equations can be easily rewritten to inertia frame, using

ω̇0,0
b = R0

bω̇
b,0
b and ωb,0

b = Rb
0ω

0,0
b :{

ω̇0,0
b = R0

b J
−1
b

((
Jb R

b
0 ω

0,0
b

)∼
Rb

0 ω
0,0
b −mbg p̃

0
b (R0

b)T eT3 + τ 0,b
)

Ṙ0
b = ω̃0,0

b R0
b

(6-32)

The equations expressed in inertia frame result in equations in the form of (6-18).
Now the observer of (6-25) is applied to the system, using L1 = 10I,α = 10 and L2 = I.

The simulation is done for the pendulum with no control input, i.e. τ 0,b = 0.
The system is initialised with an initial rotation of

R0
b(0) = Rz′′(θ3)Ry′(θ2)Rx(θ1)

with

Rx(θ1) =

1 0 0
0 cos θ1 − sin θ1
0 sin θ1 cos θ1

 Ry′(θ2) =

 cos θ2 0 sin θ2
0 1 0

− sin θ2 0 cos θ2

 Rz′′(θ3) =

cos θ3 − sin θ3 0
sin θ3 cos θ3 0

0 0 1


with θ1 = − 40

180π rad, θ2 = 60
180π rad, θ3 = −110

180π rad. The initial angular velocities
are chosen to be: ω(0) =

[
0.2 0.1 0.05

]T
rad/s. Note that this parametrisation of

the rotation matrix is only done for the sole purpose of given a viable initial rotation
matrix and the observer remains coordinate-free. The observer is initialised at R̂ = I
and ω̂ = 0. The error functions eR and eω and the candidate Lyapunov function V are
shown in Figure 6-2. It can be seen that the error functions indeed converge to zero.
Furthermore, it can be observed that the Lyapunov function decreases monotonically
to zero. As a result the estimates converge to their true states.

6-3 Geometric ballbot observer

In the previous section a global observer on SO(3) was developed and its effectiveness
was shown for a spherical pendulum. In this section the global observer on SO(3) is
extended, such that all observable states of a ballbot can be estimated globally.

The observable states of the ballbot are the angular velocities ω0,0
b , ω0,0

s , the rotation
matrix of the body R0

b and the encoder angle and velocity ϕ and ϕ̇. The equation of
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Figure 6-2: Convergence of the estimation error of an observer on SO(3) for a spherical pendulum

motion of the ballbot can be written in the form
ω̇0,0

b = f1(R0
b, ω

0,0
b , ω0,0

s , τ)
ω̇0,0

s = f2(R0
b, ω

0,0
b , ω0,0

s , τ)
Ṙ0

b = ω̃0,0
b R0

b
ϕ̇ = C Rb

0 ω
0,0
s

(6-33)

Here C denotes a constant full rank matrix. Furthermore, notice that velocities and
accelerations are written in the inertia frame Ψ0. In the remainder of this chapter the
arguments of the functions f1 and f2 are dropped to ease notation.

In this section it is assumed that the measured states are the angular velocity of
the body ωy = ω0,0

b , the attitude of the body in the form of a rotation matrix Ryb = R0
b

and the encoder angles ϕy = ϕ.

Candidate Lyapunov function In the previous section a Lyapunov function for SO(3)
was proposed. This same Lyapunov function will augmented for the ballbot observer.
The proposed Lyapunov function has the form

V = V1 + V2 (6-34)

where V1 and V2, corresponding to the states of the body and sphere respectively, are
given by:

V1 = αφ(Re) + 1
2 (eωb)T eωb (6-35)

V2 = 1
2e

T
ϕeϕ + 1

2 (eωs)
T eωs (6-36)

Here Re denotes the error rotation matrix of the body frame Ψb, eωb the angular velocity
error of the body frame Ψb expressed in inertia frame and eωs the angular velocity error
of the sphere frame Ψs expressed in inertia frame. Finally, eϕ denotes the error between
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the measured encoder angles and estimated angles:

eωb = ω̂0,0
b − ω

0,0
b

Re = Rb
0R̂

0
b

eωs = ω̂0,0
s − ω0,0

s

eϕ = ϕ̂− ϕ

The derivative of the candidate Lyapunov function is given by

V̇ = α(ReR)T eωb + (eωb)T ėωb + eTϕ ėϕ + (eωs)
T ėωs (6-37)

Now let us relate the errors of the encoders angles to the angular velocity errors.
Inverting the relation ϕ̇ = C Rb

0 ω
0,0
s , yields

ω0,0
s = R0

b C
−1 ϕ̇ (6-38)

Recall that C is full rank and thus invertible. The angular velocity error in inertia
frame can now be expressed as

eωs = ω̂0,0
s − ω0,0

s

= R̂0
b C

−1 ˙̂ϕ−R0
b C

−1 ϕ̇

Notice that two different rotation matrices are used, as both angular velocities are on
different tangent spaces. However, this also results in a complex error function and
would heavily increase the complexity of the design of the observer. Hence, to simplify
it is assumed that the attitude observer rapidly converges:

eωs ≈ R̂0
b C

−1 ˙̂ϕ− R̂0
b C

−1 ϕ̇

≈ R̂0
b C

−1 ėϕ (6-39)

Substituting (6-39) into the derivative of the Lyapunov function of (6-37):

V̇2 = α(ReR)T eωb + (eωb)T ėωb + eTϕ ėϕ +
(
R̂0

b C
−1ėϕ

)T
ėωs (6-40)

Now let us denote

x1 =
[
eωb

αReR

]
, x2 =

[
ėωb

eωb

]
x3 =

[
R̂0

b C
−1ėϕ

eϕ

]
, x4 =

[
ėωs

ėϕ

]
(6-41)

The derivative of the Lyapunov function can now be rewritten as

V̇ = xT1 x2 + xT3 x4 (6-42)

The convergence of the error dynamics is given in the following lemma.
Lemma 7. The error functions will converge to their desired value, i.e. (eωb , eR, Re, eωs , eϕ)→
(0, 0, I, 0, 0), if V̇ < 0 for all (eω, eR, Re) 6= (0, 0, I) and if the initial conditions satisfy
assuming that the initial conditions satisfy:

φ(Re(0)) < 2 (6-43)
eTωb

(0)eωb(0) + eTϕ(0)eϕ(0) + eTωs(0)eωs(0) < 2 α (2− φ(Re(0))) (6-44)
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Proof. Using V̇ < 0 and the bounds imposed on the initial positions in (6-43) and
(6-44), we have:

αφ(Re(t)) ≤ V (t) ≤ V (0) < αφ(Re(0)) + α (2− φ(Re(0)))
αφ(Re(t)) ≤ V (t) ≤ V (0) < 2α

φ(Re(t)) ≤
1
α
V (t) ≤ 1

α
V (0) < 2

Hence φ(Re(t)) remains bounded below 2. As a result the only possible solution to
eR = 0 is Re = I, and hence the asymptotic convergence of

(eωb , eR, Re, eωs , eϕ)→ (0, 0, I, 0, 0)

is proven.

Proposed observer Again an observer is designed such that V̇ < 0 for (eωb , eR, eωs , eϕ) 6=
(0, 0, 0, 0). To achieve this, the error dynamics of x2 and x3 are designed to be:

x2 =
[
ėωb

eωb

]
= −Lbx1 + Fb x4 =

[
ėωs

ėϕ

]
= −Lsx3 + Fs (6-45)

where Lb > 0 and Ls > 0 are diagonal matrices Lb = diag(L1, L2), Ls = diag(L3, L4)
and Fb and Fs residual terms given by

Fb =
[
f̂1 − f1
ω̂b − ωb

]
Fs =

 f̂2 − f2

C
(
R̂0

b

)T
ω̂s − C (R0

b)T ωs

 (6-46)

However, the observer cannot match these error dynamics, as ėϕ is unknown, since ϕ̇
is not measured. Therefore a virtual encoder velocity is introduced:

ϕ̇y,virtual = C
(
R̂0

b

)T
ω̂s − L3eϕ (6-47)

Hence the encoder velocity error becomes approximately

ėϕ ≈ L3eϕ (6-48)

In order to prove stability again an assumption is made very reminiscent to the
global Lipschitz condition. Assume that

‖Fb‖ ≤ Kb‖x1‖, ‖Fs‖ ≤ Ks‖x3‖ (6-49)

with x1, x3, Fb and Fs given in (6-41) and (6-46) respectively. Now the derivative of
the candidate Lyapunov function of (6-42) becomes:

V̇ = −xT1Lbx1 + xT1 Fb − xT3Lsx3 + xT3 Fs

≤ −xT1Lbx1 +Kb‖x1‖2 − xT3Lsx3 +Ks‖x2‖2
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Given that the assumptions in (6-49), (6-43), (6-44) hold and also assuming xT1Lbx1 >
Kb‖x1‖2 and xT3Lsx3 > Ks‖x3‖2 global asymptotic convergence of the error functions
is achieved.

The resulting observer is given by:

˙̂ωb = f1(R̂0
b, ω̂b, ω̂s, τ)− L1e

b
ω − eR

˙̂ωs = f2(R̂0
b, ω̂b, ω̂s, τ)− L3R̂

0
b C

−1L4eϕ
˙̂
Rb = (ω̂b − αL2ReR)∼ R̂0

b

ϕ̇ = C
(
R̂0

b

)T
ω̂s − L4eϕ

(6-50)

Again the proposed observer is relies on assumptions that might be difficult to verify.

Summary

Given the equations of motion of the robot:
ω̇0,0

b = f1(R0
b, ω

0,0
b , ω0,0

s , τ)
ω̇0,0

s = f2(R0
b, ω

0,0
b , ω0,0

s , τ)
Ṙ0

b = ω̃0,0
b R0

b
ϕ̇ = C Rb

0 ω
0,0
s

the following observer will result in asymptotic convergence of the state
estimations to the true states

˙̂ωb = f1(R̂0
b, ω̂b, ω̂s, τ)− L1e

b
ω − eR

˙̂ωs = f2(R̂0
b, ω̂b, ω̂s, τ)− L3R̂

0
b C

−1L4eϕ
˙̂
Rb = (ω̂b − αL2ReR)∼ R̂0

b

ϕ̇ = C
(
R̂0

b

)T
ω̂s − L4eϕ

provided the following conditions on the initial condition

φ(Re(0)) < 2
eTωb

(0)eωb(0) + eTϕ(0)eϕ(0) + eTωs(0)eωs(0) < 2 α (2− φ(Re(0)))

the global Lipschitz conditions hold for all t ≥ 0:

‖Fb‖ ≤ Kb‖x1‖
‖Fs‖ ≤ Ks‖x3‖

and assuming that the following assumption holds for all t ≥ 0

xT1Lbx1 > Kb‖x1‖2

xT3Lsx3 > Ks‖x3‖2
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6-3-1 Simulation results

In this section the effectiveness of the proposed observer is shown in simulation. The
initial rotation matrix is again initialised at a rotation with θ1 = − 40

180π, θ2 = 60
180π,

θ3 = −110
180π, where the same parametrisation as in Section 6-2-3 is used. . The initial

angular velocities of the body are chosen to be: ω0,0
b (0) =

[
0.2 0.1 0.05

]T
rad/s and

the angular velocities of the sphere are chosen to be ω0,0
s (0) =

[
−0.2 0.1 −0.02

]T
.

The estimated states are initialised at zero. The observer parameters are chosen to be
L1 = 10, α = 20, L2 = I, L3 = 10I, L4 = 20I. The error functions eR and eω over
time are shown in Figure 6-2. It can be seen that the error functions and the candidate
Lyapunov function indeed converge to zero and as a result the estimates converge to
their true states.
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Figure 6-3: Error functions of the geometric observer for the ballbot

6-4 Discussion

The proposed observer has some advantages and disadvantages. First of all, the design
of the observer is relative simple and uses the error functions for SO(3) and tries
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to capture the underlying manifolds as much as possible, without parametrising the
differential manifolds or using local charts.

However, the downside is that the assumptions and conditions that guarantee sta-
bility are be difficult to prove. Furthermore, the observer does not account for meas-
urement noise such as for example an Extended Kalman filter or a Unscented Kalman
filter. However, the performance of an Extended Kalman filter requires the computa-
tion of Jacobians and its performance decreases for high non-linearities. On the other
hand, the Unscented Kalman filter is able to cope with high non-linearities, but requires
a good initialisation of the initial states and no global convergence is not guaranteed.
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Chapter 7

Implementation

In this chapter an attempt is made to control the real system. First of all the para-
meters of the system are identified. Secondly a linear approach is proposed for the
implementation in the robot. However, the implementation of this linear approach was
unsuccessful. This chapter will be concluded by a detailed discussion on the imple-
mentation.

7-1 Parameters

The derived model is subjected to certain systems parameters, such as for example the
mass of the body. This section is devoted to identifying and measuring these parameters
for the ballbot at Alten Mechatronics.

All model parameters, their description and value are shown in Table 7-1. The
remainder of this section is devoted to highlight the more involved measurements or
calculations of these parameters.

Table 7-1: Model parameters

Parameter Description Value Unit

g Gravitational acceleration 9.81 m/s2

ms Mass of the sphere 3.07 kg
mb Mass of the body 12.97 kg
js Moment of inertia of the sphere in Ψs 0.0255 kg · m2

jb,x Moment of inertia of the robot in Ψb, around the x axis 1.400 kg · m2

jb,y Moment of inertia of the robot in Ψb, around the y axis 1.406 kg · m2

jb,z Moment of inertia of the robot in Ψb, around the z axis 0.1831 kg · m2

pr
b Translation from Ψb to Ψr

[
0 0 0.4

]T
m

rs Radius of the sphere 0.115 m
rw Radius of the omni-wheels 0.050 m
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7-1-1 Inertia of the sphere

The ball in the ballbot of Alten is a medicine ball of approximately 3 kg. Furthermore,
it is known that the ball is hollow with a thickness of between 6 and 8 mm. For a
spherical shell, with inner radius ri and outer radius ro, the moment of inertia is given
by:

I = 2m
5

(
r5
o − r5

i

r3
o − r3

i

)
(7-1)

7-1-2 Inertia of the body

For a swinging downward pendulum, it is relative easy to derive the moment of inertia.
The equations of motion for a downward pendulum is given by:

jiφ̈i = −mgli sin(φi) (7-2)

Here i ∈ {x, y, z} denotes the axis of rotation and li the distance between the center
of mass and the axis of rotation. Assuming small angles, we can approach the sine as
sin(φi) ≈ φi, resulting in following second-order linear differential equation:

φ̈i +Kφi = 0 (7-3)

with
K = mgli

ji
(7-4)

Where m, g, and l are assumed to be known. The solution of this differential equation
is

φ(t) = ei
√
Kt (7-5)

Note that in this equation i denotes the complex number, and not the axis of rotation.
Now using Euler’s formula it is possible to rewrite the complex exponential as a sinusoid:

φi = cos
(√

Kt
)

+ i sin
(√

Kt
)

(7-6)

From this notation, it can be observed that the angular velocity is ωi =
√
K rad/s.

Finally, it is possible to find a relation between the period T and the moment of inertia:

T = 2π
√

ji
mgli

(7-7)

So far we have derived a simple relation between the period and moment of inertia
of a swinging pendulum for small angles. By suspending the top of the robot on a bar
and letting the robot swing in a fixed direction, as shown in Figure 7-1, it is possible
to measure the period of the angle. Henceforth it is possible to derive the moment of
inertia using equation (7-7).

Note that the measured inertia is around the axis of rotation and not around the
center of mass of the body. However, it is possible to relate the found inertia with the
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Figure 7-1: Inertia measurement test. The top of the robot is suspended to a bar and oscillates
around the stable equilibrium point.

moment of inertia around the body frame, using the relations between inertia tensor
and different frames. However, equivalent the parallel axis theorem can be used:

ji = jb,i +mbl
2
i (7-8)

Alternatively to determining the period by hand, the fit() function from Matlab
is used to fit a sine of the form ai sin (bix+ ci), where bi is equal to

√
K. Then using

ji = mgli
b2
i

the inertia is determined. An example of a measurement and fit is shown in Figure 7-2.
Note that while there is a slight mismatch in amplitude, the frequency of both signals
is equal, which is the variable that is used to determine the inertia. The resulting body
inertias are shown in Table 7-2.

Table 7-2: Body inertia measurements [kg· m2]

Parameter Measurements Average

jb,x 1.390 1.408 1.402 1.400
jb,y 1.413 1.405 1.402 1.406
jb,z 0.1823 0.1830 0.1840 0.1831
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Figure 7-2: Example of the measured pitch angle (blue) and corresponding fitted sinus (red).

7-2 Linear approach

In the preceding work on the ball-balancing robot at Alten Mechatronics [7] an attempt
was made to control the robot using a linear controller. However, due to multiple
reasons this controller failed to properly stabilise the system.

First of all, the body of the robot was not constrained to the ball. As a result the
body could fall of the sphere. Therefore a ball-gripper has been added to the robot
that constraints the ball to the omni-wheels.

Secondly, a combination of measurement noise and process noise resulted in in-
stability of the system. In order to counter this a Kalman filter will be applied to the
system.

Before the implementation of the geometric algorithms in Chapter 5 and 6, it is
chosen to first implement the improved linear control algorithm proposed in the pre-
ceding work [7]. The motivation is to start a more ‘simple’ control algorithm design
before implementing the more complex geometric control methods. Furthermore, in
literature this linear approach has already been proven successful for similar robots.

7-2-1 Linearisation

Before the equations of motion are linearised, state variables will be chosen. In the
modelling chapter it was chosen to model the system using rotation matrices and trans-
lations. For the LQR controller it is chosen to parametrise these rotation matrices with
Euler angles. More specifically, the Tait-Bryan angles θ =

[
θ1 θ2 θ3

]T
are used, which

represent the sequential rotations x− y′ − z′′. The rotation matrix R0
b is given by:

R0
b = Rz′′(θ3)Ry′(θ2)Rx(θ1) (7-9)

with

Rx(θ1) =

1 0 0
0 cos θ1 − sin θ1
0 sin θ1 cos θ1

 Ry′(θ2) =

 cos θ2 0 sin θ2
0 1 0

− sin θ2 0 cos θ2

 Rz′′(θ3) =

cos θ3 − sin θ3 0
sin θ3 cos θ3 0

0 0 1



Cees Verdier Master of Science Thesis



7-2 Linear approach 101

The derivatives of the Euler angles can be related to the angular velocity ω0,0
b :

ω̃0,0
b = Ṙ0

bR
b
0

ω0,0
b =

θ̇1 cos θ2 cos θ3 − θ̇2 sin θ3
θ̇2 cos θ3 + θ̇1 cos θ2 sin θ3

θ̇3 − θ̇1 sin θ2


For the linear controller, the equations of motion are linearised around θ = 0, θ̇ = 0.
Linearising ω0,0

b around the same operating point yields

θ̇ ≈ ω0,0
b

Finally, it is desired to control the position of the robot, and not necessarily the
angular velocity and rotation of the sphere. Hence, v0,0

k ∈ R2 and p0
k ∈ R2 are used

to parametrise the equations of motion used for the synthesis of the controller. The
relation between the linear velocities and acceleration are obtained directly from the
rolling constraint, using

ω0,0
s,x = −

v0,0
k,y

rs
(7-10)

ω0,0
s,y =

v0,0
k,x

rs
(7-11)

Furthermore, for simplicity ω0,0
s,z is assumed to be zero.

Given the above transformations, the states used for the linearised model are given
by

x =


v0,0

k
ω0,0

b
p0

k
θ

 , ẋ =


v̇0,0

k
ω̇0,0

b
v0,0

k
ω0,0

b

 (7-12)

and the input is given by u = τ .

The linear model is linearised around the upright equilibrium, i.e.

xe = 010×1, ue = 03×1 (7-13)

Given the nonlinear equations from the previous section and the new states x, the
dynamics can again be expressed as

ẋ = f(x, u)

The linear system matrices are found using a first order Taylor expansion and are given
by:

A = (∂f(x, u))
∂x

∣∣∣∣∣
xe,ue

B = ∂ (f(x, u))
∂u

∣∣∣∣∣
xe,ue
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7-2-2 LQR controller

In this section a linear controllers are designed, namely a LQR controller. The use of
an LQR controller has been done before for ballbots in e.g. [5, 7]. The LQR controller
is synthesised using the linearised equations of motion. For simplicity, the Q and R
matrices are chosen equal to the matrices found in the preceding work [7]. Using
Matlab, the optimal gain matrix K for the linearised system can be found. The final
control law is then given by

u = −Kx (7-14)

7-2-3 Observer design

In this section a observer is constructed to estimate the system states, given the meas-
urements y. The Euler angles θ are directly computed from the accelerometer and
magnetometer or the constructed rotation matrix Ry as described in subsection 6-1-4:

θ1 = arctan
(
Ry(3, 2)
Ry(3, 3)

)
, θ2 = arcsin (−Ry(3, 1)) , θ3 = arcsin

(
Ry(2, 1)
cos θ2

)

Therefore, the measurements y is given by:

y =
[
ωb,0

b θ φ
]T

=
[
Rb

0ω
0,0
b θ φ

]T
From the previous section, the states for the linear model of the controller were

defined as

xc =


v0,0

k
ω0,0

b
p0

k
θ

 , ẋc =


v̇0,0

k
ω̇0,0

b
v0,0

k
ω0,0

b


However, it is not possible to use these states directly in the observer design. First
of all, the measured encoder angles can only be related to the state variables through
its derivative. Therefore the states are augmented with the encoder angles. Secondly,
the angular velocities of the omni-wheels φ̇ are a function of the angular velocity of
the sphere ω0,0

s , which cannot be computed from the chosen states. Therefore also
the angular velocity ω0,0

s,z is included in the observer states. Here the following state
transformation holds: [

v0,0
k
ω0,0

s,z

]
=

 0 rs 0
−rs 0 0

0 0 1

ω0,0
s

ω0,0
s =

 0 − 1
rs

0
1
rs

0 0
0 0 1

 [v0,0
k
ω0,0

s,z

]
(7-15)
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Finally, the absolute position is not observable [3] and is therefore excluded from the
observable states.

The velocity in x and y direction v0,0
k ∈ R2 and ω0,0

s,z are related to the velocity of
the omni-wheels using equation (6-9) and (7-15):

φ̇ = rs
rw

−
1
2

√
2 0 1

2

√
2

1
4

√
2 −1

4

√
6 1

2

√
2

1
4

√
2 1

4

√
6 1

2

√
2

 (R0
b

)T  0 − 1
rs

0
1
rs

0 0
0 0 1

 [v0,0
k
ω0,0

s,z

]
(7-16)

The resulting observer states are:

xo =


v0,0

k
ω0,0

s,z
ω0,0

b
θ
φ

 , ẋo =


v̇0,0

k
ω̇0,0

s,z
ω̇0,0

b
ω0,0

b
φ̇

 (7-17)

The equations of motion ẋo = f(xo, u) are linearised around the upright equilibrium,
i.e.

xe = 012×1, ue = 03×1 (7-18)

such that the following form is obtained:

ẋo = Aoxo +Bou (7-19)
y = Coxo +Dou (7-20)

The final observer takes the form

˙̂xo = Aox̂o +Bou+ L (y − Cox̂o) (7-21)

Where L represents the observer gain, which can be designed by e.g. pole placement
or through the design of a Kalman filter.

The estimates of the controller states x̂c can be related to the estimated observer
states x̂o, where the position can be obtained through the integration of the estimated
velocity:

x̂c =


I 0 0 0 0
0 0 I 0 0
0 0 0 0 0
0 0 0 I 0

 x̂o +
∫ 

0 0 0 0 0
0 0 0 0 0
I 0 0 0 0
0 0 0 0 0

 x̂o dt (7-22)

However, since the absolute position is not observable, it is very likely that the estimated
position will drift from the true position. In Figure 7-3 an example of this drift is shown
when the system is initialised for some arbitrary non-zero angles and the observer states
initialised at zero. This is an issue that cannot be solved with the current sensors, which
was also found in [3]. However, exact position control is often not required.
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Figure 7-3: Example of the position drift, due to the observability of the position.

7-2-4 Discretisation

The controller and observer described in previous sections are expressed in continuous
time. However, the measurements received on the master board are sampled with a
frequency of 200 Hz, hence measurements are received in discrete time. In this section
the discretisation of the controller and observer is briefly discussed. For the LQR
controller, the system matrices are converted from discrete time to continuous time
using the c2d() command in Matlab. This command discretises the system using
the Zero-order hold (ZOH) method at a frequency of 200 Hz. It is chosen to use the
ZOH method, since the controller input to the motors will also be zero-order hold.
The corresponding controller gain K is found using the Matlab function dlqr(). The
discrete observer gain will be found by designing a discrete time Kalman filter, as will be
discussed in the next subsection. Finally, the relation between the estimated controller
states and estimated observer states becomes

x̂c(k) =


I 0 0 0 0
0 0 I 0 0
h I 0 0 0 0
0 0 0 I 0

 x̂o(k) +


0 0 0 0 0
0 0 0 0 0
I 0 0 0 0
0 0 0 0 0

 x̂c(k − 1) (7-23)

where h denotes the sampling time.

7-2-5 Kalman filter

In reality the system and measurements are subjected to noise, resulting in an perturbed
estimate and subsequent a noisy input, hence a Kalman filter will be used to estimate
the states with a minimum variance. In this subsection a Kalman filter is designed for
a linear time-invariant system. Since the system is time-invariant, there is a stationary
solution to the Kalman-filter gain.

The linear equations of motion the system subjected to zero-mean white noise w
and v is given by

xo(k + 1) = Axo(k) +Bu(k) + w(k) (7-24)
y(k) = Cxo(k) + v(k) (7-25)
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Furthermore, the covariance matrix of w and v is given by:

E

[
w(k)
v(k)

] [
w(j)v(j)

]
=
[
Q S
ST R

]
∆(k − j)

Initially, it will be assumed that the process noise and measurement noise are uncor-
related, i.e. S = 0.

Here R is assumed to be positive definite. Finally, the covariance between of the
estimation error is denoted by P (k|k − 1):

P (k|k − 1) = E[(x(k)− x̂(k|k − 1))(x(kI − x̂(k|k − 1)T ] (7-26)

This covariance matrix which will converge to a constant stationary value P since the
system is time-invariant and satisfies the discrete algebraic Ricatti equation:

P = APAT +Q− APCT
(
CPCT +R

)−1 (
APCT

)T
(7-27)

The solution to this discrete algebraic Ricatti equation is found using the Matlab
command dare(). The Kalman gain L is then found by

L = APCT
(
CPCT +R

)−1
(7-28)

The discrete time Kalman filter is then given by

x̂o(k + 1) = Aox̂o(k) +Bou(k) + L (y(k)− Cox̂o(k)) (7-29)

Note that these state matrices are different from the continuous time state matrices in
equation (7-21) and are obtained using the c2d() command as described before.

The covariance matrix R is identified by measuring the sensor values while the robot
is idle and determining the covariance. The resulting covariance matrix R is

R = diag
([

0.07203 0.07204 0.121 1.015 · 10−4 5.894 · 10−5 5.784 · 10−5 0 0 0
])

(7-30)
Furthermore, for the initial implementation, the covariance matrix of the process noise
Q is set to be (close to) zero.

7-3 Discussion

Unfortunately, the proposed linear control algorithm has not been implemented suc-
cessfully on the robot yet. This section will discuss the main challenges, setbacks and
resolved issues in the robot.

The main components of the robot consists of a master board, sensor board, Rasp-
berry Pi and motor drivers. The master board and sensor board are both STM32F3
Discovery boards. Both boards are equipped with a gyroscope, accelerometer and mag-
netometer. The sensor board is dedicated to read out the sensor values and sends it
through a SPI connection to the master board. Besides the measurements of the sensor
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board, the master board also receives the encoder angles from the motor drivers. The
master board is dedicated to compute the control algorithm and sends the desired
motor input to the motor drivers. Furthermore a logging data is sent over an UART
connection to the Raspberry Pi.

The master board, sensor board and Raspberry Pi are programmed in C. The de-
signed observer and controller in Matlab are converted to C code using the Matlab
code generator. The resulting functions are then called in the master board to compute
the desired output, given the sensor values.

On the master board and sensor board FreeRTOS is used to operate the system in
real time. The main loop on the master board has a frequency of 200 Hz.

Debugging Debugging the software on the current platform is challenging, because
on-board debugging and the logged files are unreliable methods for this specific system.

Let us first discuss the on-board debugging. The system depends on time-critical
scheduling and communication between the main boards. The master board waits for
measurement data to be received before it computes the control algorithm and sends
new data to the motor. By on-board debugging of the master board, it is possible to
pause the code at certain breakpoints. However, by pausing the code on the master
board, the synchronisation between the master board and other boards is broken and no
useful data will be received any more. Furthermore, by pausing the real time operating
system the scheduler is interupted, resulting in unreliable results. Thus, while on-board
debugging of the master board is possible, it will not provide reliable data.

Now let us discuss the use of logged data to debug the software. The data is logged
at the Raspberry Pi and is done by sending relevant data from the master board to
the Raspberry Pi through an UART connection. However, there are three downsides
to this method. First of all, the amount of data that can be send to the Raspberry
Pi is limited by the amount of bytes the UART can send per second. The linear
system consist already of 23 unique states which are all stored as floats. Especially
when rotation matrices are used, each consisting of 9 floats, the send rate of the UART
can become serious limiting factor. Secondly, the more data is send over the UART,
the more likely it will be that data can become corrupted or will be missing. As a
result it will be difficult to track whether unexpected data is a result of the corrupted
UART connection or if something went wrong in the sensor or master board. The third
problem is that if the master board should fail to send data to the Raspberry Pi, no
data can be consulted for debugging.

A more robust method of debugging the robot is a logic analyser of using the on-
board LEDs to signal the current state of the robot.

For example, the communication between the sensor board and master board some-
times failed. This bug occurred especially often if the robot was subjected to jerky
movements. Since the master board waits for all sensor data to be received upon con-
tinuing the main loop, the robot did not update the motor driver and did not sent data
to the Raspberry Pi for logging. Moreover, on-board debugging is not a viable option,
as it inherently breaks the synchronisation. The source of the bug was found using the
on-board LEDs to signal the exact location of the bug.
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Resolved issues In this paragraph some of the resolved issues are listed.

• The maximum stack size of the controller was capped to a certain max-
imum. When implementing the new control algorithm, the amount of variables
and therefore also the amount of used floats in the master board main loop in-
creased. This resulted in a hard fault on the master board. This issue was be
resolved by increasing the maximum stack size.

• The communication between the sensor board and master board failed
to update. As a result not all events were passed in order for the main loop
to compute the desired motor torque and the motor drivers were not updated
again. As a result the motors would maintain a constant torque. This problem
was resolved by using the sensors on the master board and by passing the sensor
board. This results in a more robust hardware architecture.

Open issues Up till now only an attempt is made to implement the linear control.
However, some issues remain that prevent the successful implementation within the
time scope of this thesis.

• Singularities in the computation of the Euler angles from the accelero-
meter and magnetometer. Currently a singularity occurs in the computation
of the Euler angles if vm,x = vm,y = 0, despite the fact that all used functions
are well defined. Note that this bug is circumvented when using the geometric
controller, which could use the accelerometer and magnetometer vectors directly
to measure the attitude.

• Sensor calibration. The measurement data of the gyroscope is subjected to a
bias. Currently this bias is removed using the first measurement to compensate
this bias. However, it would be preferred to calibrate this bias when the system
is initialised. Finally, also the initialisation and calibration of the accelerometer
and magnetometer should be improved.

• Tuning of the LQR controller and Kalman filter. So far the robot did not
manage to operate robustly. However, if the above issues are resolved, the LQR
controller and Kalman filter need to be tuned.
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Chapter 8

Conclusions and recommendations
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Figure 8-1: Controller structure

This work can roughly be split into a theoretical and practical part. The theoretical
part revolved around a geometric, i.e. coordinate-free approach to the control of a
ball-balancing robot. To the best knowledge of the author, this approach is novel for
ball-balancing robots. Figure 8-1 gives an overview of the total controller structure,
consisting of a coordinate-free model, position controller, geometric attitude controller
and geometric observer. Furthermore, the control objectives were to control the attitude
the control the position of the robot. Furthermore, it was desired to reject disturbances
and to be robust with respect to model uncertainties.

Workspace Reduced Configuration space Goal space

SE(3) × SE(3) SO(3)×SO(3)×R2

SO(3) × R2

S2 × R2

12 DOF 8 DOF 5 or 4 DOF

Figure 8-2: Different spaces of the ball-balancing robot
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In Chapter 4 a geometric model was derived using screw theory. The workspace
of the robot is given by SE(3) × SE(3). The resulting model is expressed on the
configuration space SO(3) × SO(3) × R2, while the dynamics can be fully described
on the reduced configuration space SO(3)× SO(3). The goal space resulting from the
control objectives differs from the configuration space and is either on SO(3) × R2 or
S2 × R2, depending whether it is desired to track a certain heading direction. The
change in spaces is shown in Figure 8-2.

The system is under-actuated, i.e. the degrees of freedom of the system is larger than
the amount of actuators. For the considered system with the 3 omni-wheel actuation
there are 3 actuators and 6 degrees of freedom. Hence the overall system is under-
actuated. However, either the attitude SO(3) of the body or the attitude of the sphere
SO(3) can be considered fully actuated.

To control the attitude of the body, two methodologies were proposed, a computed
torque controller and a sliding mode controller. For both controller two types of attitude
tracking were distinguished, i.e. tracking on S2 or SO(3). The control laws were
designed using the special nonlinear error functions for the attitude on either of the
two manifolds.

The asymptotic stability of the proposed controllers was proven using Lyapunov
theory, assuming bounds on the initial conditions and the domain of operation. The
domain of operation of all controllers was defined to be the upper halve of a sphere,
i.e. b3,z ≥ 0. For the geometric controller a bound on the initial attitude and angular
velocity was imposed, while for the sliding mode controller only a bound on the initial
attitude was imposed. Finally, the set of viable initial attitudes was found to be larger
for tracking on S2 than for SO(3).

The effectiveness of the proposed controllers was shown in simulation. The differ-
ences between tracking on S2 and SO(3) was shown, being that the controller for S2

recovers the system with a rotation around one axis, while the trajectory for controller
on SO(3) also consists with an additional rotation to correct for the desired heading
direction. This results in a straight position trajectory for tracking on S2 and a curved
position trajectory for tracking on SO(3).

The performance of the computed torque controller and sliding mode controller in
the nominal case are very similar. However, the is most apparent when the system is
subjected to model uncertainties and/or unmodelled friction. It was shown that the
computed torque controller was not robust to both types of uncertainties. Sliding mode
controller on the other hand was able to robustly control the system, provided a high
switching gain η. However, the downside of the sliding mode controller is the possibility
of chattering, i.e. a high frequency switching around the sliding surface. This could be
resolved by replacing the sign function by a saturation function.

Position control of the robot was established using an outer-loop that provided a
desired attitude, given a desired position or trajectory. The position controller assumed
the body of the robot to be static, i.e. ω̇0,0

b ≈ ω0,0
b ≈ 0. In order to satisfy this condition,

the controller parameters of the position and attitude controller are chosen relatively
low. It was shown that the control algorithm was able to a) stabilise the robot at a
certain fixed point, b) control the from point to point and c) was able to recover from
pushes to the system.
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Exact trajectory tracking could not be achieved. The reasons are due to the under-
actuated nature of the system and the assumptions on the dynamics in the position
controller.

An almost global geometric observer was proposed that used the same error func-
tions on the differential manifolds as the geometric controllers. The benefit of this
observer was argued to be its simplicity and the fact that no parametrisation of the
system dynamics was required. It was shown that the observer was able to converge
to the measured states. However, the imposed assumptions on the system might be
difficult to prove.

The goal of the practical part was to implement the proposed methods on the
physical robot at Alten Mechatronics. Before the implementation of the geometric
approach, it was chosen to start with the implementation of a discrete time linear
approach consisting of an LQR controller and a Kalman filter. However, due software
and hardware issues the implementation of the linear algorithm is not yet successfully
realised and is left as future work.

8-1 Recommendations for future research

In this section recommendation for future research is done.
First of all, for the theoretical part, the following recommendations are made.

• It was shown that the computed torque controller was not robust to parametric
uncertainties. This could be improved by introducing an adaptive control law
which estimates the uncertain parameters.

• The proposed implementation of the position controller assumed slow system dy-
namics. It would be interesting to include the full dynamics in the trajectory
planner to significantly improve the performance.

• The control structure of ball-balancing robots are often two-loop structures. A
possible research area would be to design one geometric controller to control both
position and attitude.

• The overall stability of the position and attitude controller was not proven. The
investigation of the overall stability could result in bounds on the controller para-
meters, which would decrease the need of manual tuning of the controller para-
meters.

• The assumptions on the geometric observer design can be hard to prove. It would
be interesting to investigate relaxations on the used assumptions.

• The proposed geometric observer did not account for measurement noise. For
future research it could be interesting to improve the observer such that the ob-
server gains are variable and result in a minimum variance unbiased estimate of
the states.
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Regarding the implementation, the following recommendations are made:

• The omni-wheels of robot consists of two rows. As the wheel rolls over the ball,
the contact point of the omni-wheel switches between the two rows. Due to im-
perfections in the omni-wheels, this results in a vibration of the system. This
vibration could be countered through the use of a filter, such as for example a
Kalman filter. However, the frequency of the vibration is depended on the angu-
lar velocity of the wheels, which is constantly changing. Furthermore, there are
three omni-wheels, all rotating at a different velocity and hence inducing different
vibrations. This results in a challenging filtering problem. The performance of
the Kalman filter could be improved by replacing the omni-wheels with single row
omni-wheels, which are for example used in Rezero [5] and BallIp [2].

• The current structure of the embedded systems is not robust. As discussed before,
the connection between the boards can fail and/or corrupt data. This could be
improved by replacing the current embedded hardware by one master board and
sensor module with logging directly on the master board. Such a master board
could be a Raspberry Pi. By eliminating the communication line between master
board and logging board, the change of missing or corrupted data is reduced.
Furthermore, by replacing the current master board by a Raspberry Pi would
increase the processing power substantially.

Due to time constraints it was not possible to verify the geometric controller and
observer on an experimental platform. This is left as future work.
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Glossary

List of Acronyms

CMU Carnegie Mellon University

TGU Tohoku Gakuin University

ETH Eidgenössische Technische Hochshule Zürich

NCHU National Chung Hsing University

ZOH Zero-order hold

List of Symbols

·̄ Flatten operator: Rn×m → Rnm×1

·̂ Estimated variable
(·)∨ Inverse tilde operator
·̃ Tilde operator
AdHb

a
Adjoint matrix for coordinate transformations a twist in frame Ψa to frame
Ψb

b3 Last column of the body rotation matrix R0
b

C(q, q̇) Coriolis matrix
Dc Coulomb friction constant
Dv Viscous friction constant
Da,b Total friction acting on body a, expressed in frame b
eR Attitude error on the special orthogonal group SO(3)
eb3 Attitude error function on the 2-sphere group S2

eϕ Error of the travelled encoder angle
eω Angular velocity error
ea
ω Angular velocity error expressed in frame Ψa

Fext External forces and torques acting on the system
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fb,a the forces acting on frame Ψa expressed in frame Ψb

G(q) Gravity matrix
g Gravitational acceleration [m/s2]
Hb

a Homogeneous matrix from frame Ψa to Ψb

Ib,a Inertia tensor of Ψa expressed in frame Ψb

J Geometric Jacobian
Ji Moment of inertia matrix of body i
js,i Moment of inertia around the i axis [kg · m2]
L Lagrangian
M(q) Inertia matrix i
mb Mass of the body [kg]
τb,a The torques acting on frame Ψa expressed in frame Ψb

ms Mass of the ball [kg]
Ψa Frame a
P i A three dimensional point expressed in frame Ψi augmented with 1. P i ∈

R4

Φ(Rb
a) Map relating the flattened derivative of the rotation matrix to the angular

velocity
ϕ Encoder angle
pb

a Translation from frame Ψa to Ψb

Re Error rotation matrix
Rb

a Rotation matrix from frame Ψa to Ψb

r Vector between the center of the sphere and the contact point with the
floor

rs Radius of the ball [m]
rw Radius of the omniwheels [m]
SE(3) Euclidean group
SO(3) Special orthogonal group
S2 2-sphere manifold
θ Euler angle
T c,b

a Twist from Ψa with respect to Ψb expressed in Ψc

τ Motor torque
V Lyapunov function
vc,b

a Linear velocity from Ψa with respect to Ψb expressed in Ψc

va Accelerometer measurement ∈ R3

vm Magnetometer measurement ∈ R3

W b,a Wrench acting on frame Ψa expressed in frame Ψb

ωc,b
a Angular velocity from Ψa with respect to Ψb expressed in Ψc
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