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Abstract: This paper is devoted to tangent martingales in Banach spaces.
We provide the definition of tangency through local characteristics, basic
Lp- and φ-estimates, a precise construction of a decoupled tangent martin-
gale, new estimates for vector-valued stochastic integrals, and several other
claims concerning tangent martingales and local characteristics in infinite
dimensions. This work extends various real-valued and vector-valued re-
sults in this direction e.g. due to Grigelionis, Hitczenko, Jacod, Kallenberg,
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assumption on the corresponding Banach space.

MSC2020 subject classifications: Primary 60G44, 60B11; secondary
60G51, 60G57, 60H05, 46G12, 28A50.
Keywords and phrases: Tangent martingales, decoupling, local charac-
teristics, UMD Banach spaces, canonical decomposition, stochastic integra-
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11 Exponential formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . 653
12 Characteristic subordination and characteristic domination of martin-

gales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 658
12.1 Characteristic subordination . . . . . . . . . . . . . . . . . . . . . 658
12.2 Characteristic domination . . . . . . . . . . . . . . . . . . . . . . 661

A Tangency under linear operators . . . . . . . . . . . . . . . . . . . . . 664
B Martingale approximations . . . . . . . . . . . . . . . . . . . . . . . . 667

B.1 Purely discontinuous martingales with accessible jumps . . . . . 667
B.2 Purely discontinuous quasi-left continuous martingales . . . . . . 668

Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 668
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 669

1. Introduction

This paper is devoted to tangent martingales. Let us start with the discrete
setting. Which martingale difference sequences do we call tangent? For a Banach
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space X two X-valued martingale difference sequences (dn)n≥1 and (en)n≥1 are
tangent if for every n ≥ 1 a.s.1

P(dn|Fn−1) = P(en|Fn−1), (1.1)

where P(dn|Fn−1)(A) :=E(1A(dn)|Fn−1) and P(en|Fn−1)(A) :=E(1A(en)|Fn−1)
for any Borel set A ⊂ X. This notion was first introduced by Zinn in [122] where
he proved that if X = R, then for any p ≥ 2 the Lp moments of

∑
n dn and∑

n en are comparable given (dn) and (en) are conditionally symmetric2 (the
general case 1 ≤ p < ∞ was obtained by Hitczenko in [45]). The estimates of
Zinn and Hitczenko have been extended by McConnell in [73] and Hitczenko
in [44] to infinite dimensions. It turned out that such estimates characterize a
certain condition concerning the geometry of a Banach space, namely, the UMD
property (see Subsection 2.3 for the definition).

Theorem 1.1 (Hitczenko, McConnell). Let X be a Banach space, 1 ≤ p < ∞.
Then X is UMD if and only if for any X-valued tangent martingale difference
sequences (dn)n≥1 and (en)n≥1 one has that

E sup
0≤N<∞

∥∥∥ N∑
n=1

dn

∥∥∥p �p,X E sup
0≤N<∞

∥∥∥ N∑
n=1

en

∥∥∥p. (1.2)

(Note that the paper [73] did not cover the case p = 1, and [44] was never
published. Nevertheless, the reader can find this case in [25, pp. 424–425] and
in Theorem 5.9).

A classical example of tangent martingale different sequences is provided by
independent mean zero random variables. Let (ξn)n≥1 be real-valued mean zero
independent random variables, let (vn)n≥1 be X-valued bounded predictable
(i.e. vn depends only on ξ1, . . . , ξn−1). Then (vnξn)n≥1 is a martingale difference
sequence. Moreover, then (vnξ

′
n)n≥1 is a tangent martingale difference sequence

for (ξ′n)n≥1 being an independent copy of (ξn)n≥1 (see Example 2.28), so in the
UMD case (1.2) yields

E sup
0≤N<∞

∥∥∥ N∑
n=1

vnξn

∥∥∥p

�p,X E sup
0≤N<∞

∥∥∥ N∑
n=1

vnξ
′
n

∥∥∥p. (1.3)

It turned out that (1.3) characterizes the UMD property if one sets (ξn)n≥1 to be
Rademachers3 (see Bourgain [11] and Garling [36, 37]), Gaussians (see Garling
[36] and McConnell [73]), or Poissons (see Proposition 3.23). In the Gaussian
and Poisson cases the equivalence of (1.3) and the UMD property basically says
that the following estimates hold for X-valued stochastic integrals

E sup
t≥0

∥∥∥∫ t

0

ΦdW
∥∥∥p

�p,X E sup
t≥0

∥∥∥∫ t

0

ΦdW̃
∥∥∥p, (1.4)

1See Subsection 2.2 for the definition of a conditional probability.
2I.e. the distributions (1.1) are symmetric a.s., equivalently (dn), (−dn), (en), and (−en)

are tangent altogether.
3See Definition 2.1.
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E sup
t≥0

∥∥∥∫ t

0

F dÑ
∥∥∥p

�p,X E sup
t≥0

∥∥∥∫ t

0

F dÑind

∥∥∥p (1.5)

(here Φ and F are X-valued elementary predictable, W is a Brownian motion,

Ñ is a compensated standard Poisson process, W̃ and Ñind are independent
copies of W and Ñ respectively), which allows one to change the driving Brow-
nian or Poisson noise in a stochastic integral by an independent copy without
losing the information about strong Lp-norms of the stochastic integral, are
equivalent to your Banach space X having the UMD property. Estimates of the
form (1.4) turned out to be exceptionally important in vector-valued stochastic
integration theory as the right-hand side of (1.4) is nothing but a γ-norm (see
Subsection 2.11) of Φ which is a natural extension of the Hilbert-Schmidt norm
to general Banach spaces (see McConnell [73] and van Neerven, Veraar, and
Weis [81], see also [83, 106, 108] for a general continuous martingale case and
Dirksen [30] for the Poisson case). Estimates (1.4) and (1.5) justify that tangent
martingales are extremely important for vector-valued stochastic integration.

The procedure of changing the noise by an independent copy (in our case
this was (ξn) �→ (ξ′n)) together with extending the filtration in the corresponding
way (i.e. F ′

n := σ(Fn, ξ
′
1, . . . , ξ

′
n)) creates a special tangent martingale difference

sequence, namely a decoupled one which can be defined in the following way:
(en) is a decoupled tangent martingale difference sequence to (dn) if (en) are
conditionally independent given G := σ

(
(dn)

)
, i.e. for any BorelB1, . . . , BN ⊂ X

a.s.

P(e1 ∈ B1, . . . , eN ∈ BN |G) = P(e1 ∈ B1|G) · . . . · P(eN ∈ BN |G),

and P(en|Fn−1) = P(en|G) for any n ≥ 1. Note that such a martingale difference
sequence might not exist on the probability space with the original filtration,
so one may need to extend the probability space and filtration in such a way
that (dn) preserves its martingale property. Existence and uniqueness of such a
decoupled (en) was proved by Kwapień and Woyczyński in [64] (see also de la
Peña [28], de la Peña and Giné [29], especially [29, Section 6.1] for a detailed
proof, Kallenberg [58], and S.G. Cox and Geiss [24]). The goal of the present
paper is to extend Theorem 1.1 to the continuous-time setting and to discover
in this case the explicit form of a decoupled tangent local martingale.

Let us start with explaining what continuous-time tangent local martingales
are. To this end we will need Lévy martingales. What do we know about them?
Well, one of the most fundamental features of Lévy processes is the Lévy-
Khinchin formula which is the case of a Lévy martingale L with L0 = 0 has the
following form (see e.g. [52, 102])

EeiθLt = exp
{
t
(
−1

2
σ2θ2 +

∫
R

eiθx − 1− iθxdν(dx)
)}

, t ≥ 0, θ ∈ R, (1.6)

for some fixed σ ≥ 0 and for some fixed measure ν on R. It turns out that the
pair (σ, ν) characterizes the distribution of a Lévy martingale, and it has the fol-
lowing analogue for a general real-valued martingale M : ([M c], νM ), where M c
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is the continuous part of M (see Subsection 2.7) with [M c] being the quadratic
variation of M c (see Subsection 2.6), and νM is a compensator of a random
measure μM defined on R+ × R by

μM ([0, t]×B) :=
∑

0≤s≤t

1B\{0}(ΔMt), t ≥ 0, B ∈ B(R) (1.7)

(see Subsection 2.8). In the case M = L we have that [M c]t = σ2t and
νM = λ ⊗ ν, where λ is the Lebesgue measure on R+. This pair ([M c], νM )
is called to be the local characteristics (a.k.a. Grigelionis characteristics or
Jacod-Grigelionis characteristics) of M , and two continuous-time local martin-
gales are called tangent if their local characteristics coincide. Continuous-times
tangent martingales and local characteristics were intensively studied by Ja-
cod [48, 49, 50], Jacod and Shiryaev [52], Jacod and Sadi [51], Kwapień and
Woyczyński [62, 63, 64, 65], and Kallenberg [58] (see also [73, 81, 85, 86]). In
particular, Kallenberg proved in [58] that for any real-valued continuous-time
tangent martingales M and N one has that

E sup
t≥0

|Mt|p �p E sup
t≥0

|Nt|p, 1 ≤ p < ∞, (1.8)

with more general inequalities (including concave functions of moderate growth)
under additional assumptions on M and N (e.g. conditional symmetry). Fur-
thermore, in [50, 51, 58, 64] it was shown that any real-valued martingale M
has a decoupled tangent local martingale N , i.e. a tangent local martingale N
defined on an enlarged probability space with an enlarged filtration such that
N(ω) is a martingale with independent increments and with local characteristics
([M c](ω), νM (ω)) for a.e. ω ∈ Ω from the original probability space. Moreover,
in the quasi-left continuous setting it was shown in [50, 51, 64] that such a
martingale can be obtained via the following procedure: if we discretize M on
[0, T ], i.e. consider a discrete martingale (fn

k )
n
k=1 = (MTk/n)

n
k=1, and consider

a decoupled tangent martingale f̃n := (f̃n
k )

n
k=1, then f̃n converges in distribu-

tion to N as random variables with values in the Skorokhod space D([0, T ],R)
(see Definition 2.2) as n → ∞. This in particular justifies the definition of a
continuous-time decoupled tangent martingale.

In the present paper we are going to explore various facts concerning vector-
valued continuous-time tangent martingales. We will mainly focus on the fol-
lowing three questions:

• How do local characteristics look like in Banach spaces?
• What is a decoupled tangent martingale in this case?
• Can we extend decoupling inequalities (1.8) to infinite dimensions?

We will also try to answer all the supplementary and related problems appearing
while working on these three questions. Let us outline the structure of the paper
section-by-section.

In Section 2 we present some preliminaries to the paper, i.e. certain assertions
(e.g. concerning martingales, random measures, stochastic integration, et cetera)
which we will heavily need throughout the paper.
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Our main Section 3 is devoted to the definition of vector-valued continuous-
time tangent martingales, basic Lp-estimates for these martingales, and the
construction of a decoupled tangent martingale. How do we define tangent mar-
tingales in the vector-valued case? As we saw in Theorem 1.1, a Banach space
X having the UMD property plays an important rôle for existence of Lp-bounds
for discrete tangent martingales. This also turned out to be equivalent to exis-
tence of local characteristics of a general X-valued martingale M . Namely, due
to [116, 118] X has the UMD property if and only if a general X-valued martin-
gale M has the Meyer-Yoeurp decomposition, i.e. it can be uniquely decomposed
into a sum of a continuous local martingale M c and a purely discontinuous local
martingale Md (see Remark 2.19). In this case we define the local characteristics
of M to be the pair ([[M c]], νM ), where [[M c]] is a covariation bilinear form, i.e.
a symmetric bilinear form-valued process satisfying

[[M c]]t(x
∗, x∗) = [〈M,x∗〉]t, t ≥ 0,

for any x∗ ∈ X∗ a.s. (such a process exists because of Remark 2.13), and νM is a
compensator of a random measure μM defined on R+ ×X analogously to (1.7)
(see Subsection 2.6 and 2.8). Similarly to the real-valued case, two X-valued
martingales are tangent if they have the same local characteristics.

Next, we present Lp-estimates for UMD-valued tangent martingales. In The-
orem 3.7 we extend the result (1.8) of Kallenberg to any UMD Banach space X,
i.e. we prove that for any UMD Banach space X and for any X-valued tangent
martingales M and N one has that

E sup
t≥0

‖Mt‖p �p,X E sup
t≥0

‖Nt‖p, 1 ≤ p < ∞. (1.9)

Let us say a couple of words about how do we gain (1.9). To this end we need
the canonical decomposition. Thanks to Meyer [76] and Yoeurp [120] any real-
valued martingale M can be uniquely decomposed into a sum of a continuous
local martingale M c (the Wiener-like part), a purely discontinuous quasi-left
continuous local martingale Mq (the Poisson-like part), and a purely discon-
tinuous local martingale Ma with accessible jumps (the discrete-like part). It
turned out that this decomposition can be expanded to the vector-valued case if
and only if X has the UMD property (see [116, 118]). Moreover, as it is shown in
Subsection 3.2 if M = M c+Mq+Ma and N = N c+Nq+Na are the canonical
decompositions of tangent martingales M and N , then M i and N i are tangent
for any i ∈ {c, q, a}, and thus by strong Lp-estimates for the canonical decom-
position presented in [119] (see Theorem 2.18) we need to show (1.9) separately
for each of these three cases. Then the continuous case immediately follows from
weak differential subordination inequalities obtained in [91, 116, 119] and the
discrete-like case can be shown via a standard discretization trick (see Subsec-
tion B.1) and Theorem 1.1.

The most complicated and the most interesting mathematically is the Poisson-
like case. First we show that (1.5) holds true not just for a compensated Pois-
son process, but for any stochastic integral with respect to a Poisson random
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measure (see Proposition 3.23). Next we prove that any UMD-valued quasi-left
continuous purely discontinuous martingale can be presented as a stochastic
integral with respect to a quasi-left continuous compensated random measure
(see Theorem 3.30). Finally, by exploiting a certain approximation argument,
we may assume that this random measure is defined over a finite jump space,
and hence this is a time-changed Poisson random measure thanks to a funda-
mental result by Meyer [77] and Papangelou [92] (see e.g. also [1, 12, 56]) which
says that any quasi-left continuous integer random measure after a certain time
change becomes a Poisson random measure. As this time change depends only
on the compensator measure (which is one of local characteristics and which
is the same for Mq and Nq), (1.5) immediately yields (1.9) for the quasi-left
continuous purely discontinuous case.

Another highlight point of Section 3 is existence, uniqueness, and construc-
tion of a decoupled tangent martingale. First, in Theorem 3.8 we extend the
result of Jacod [50], Kwapień and Woyczyński [64], and Kallenberg [58] on ex-
istence of a decoupled tangent martingale to general UMD-valued martingales
(recall that they have shown this existence only in the real-valued case). Next
in Subsection 3.8 we show that a decoupled tangent martingale is unique in
distribution (which extends the discrete case, see [29, 64]). Finally, in Subsec-
tion 3.9 we prove that if N is a decoupled tangent martingale of M , then N has
independent increments given the local characteristics ([[M c]], νM ) of M which
e.g. generalizes [58, Theorem 3.1].

It is of interest to take a closer look at the structure of tangent martingales.
Let us consider a particular case of (1.4) and (1.5). Intuitively it seems that

stochastic integrals
∫
ΦdW̃ and

∫
F dÑind occurring in (1.4) and (1.5) should

be decoupled tangent martingales to
∫
ΦdW and

∫
F dÑ respectively. And this

is true as
∫
Φ(ω) dW̃ is a.s. a martingale with independent increments and with

the local characteristics (Φ(ω)Φ∗(ω), 0) (here we can consider Φ ∈ L(L2(R+), X)
instead of Φ : R+ → X a.s. as Φ is elementary predictable, see Subsection 2.10

and Section 6), and
∫
F (ω) dÑind has a.s. independent increments and the local

characteristics (0, νF (ω)) with the measure νF (ω) defined on R+ ×X by

νF (ω)([0, t]×B) =

∫ t

0

1B

(
F (s, ω)

)
ds, t ≥ 0, B ∈ B(X).

For a general martingale we have an expanded version the this construction. Re-
call that for a given UMD Banach space X any X-valued martingale M has the
canonical decomposition M = M c +Mq +Ma. Let us present a corresponding
decoupled tangent martingale N c, Nq, and Na for each of the cases separately
(in the end we can simply sum up N := N c +Nq +Na these cases, see Subsec-
tion 3.7). It turns out that by Subsection 3.3 we have that M c ◦ τ c =

∫
ΦdWH

for some time-change τ c, some Hilbert space H, some H-cylindrical Brownian
motion WH (see Subsection 2.10), and some Φ : Ω → γ(L2(R+;H), X) (see
Subsection 2.11; we are allowed to integrate such functions due to [81]). Then it

is sufficient to set N c :=
∫
ΦdW̃H ◦Ac (where Ac is the inverse time change to

τ , i.e. τ ◦At = A ◦ τt = t a.s. for any t ≥ 0) to be the corresponding decoupled
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tangent martingale N c to M c for some independent H-cylindrical Brownian
motion W̃H . Therefore N c(ω) is a time-changed Wiener integral with a de-
terministic integrator, which agrees with (1.4). The construction of a decoupled
tangent martingaleNa toMa simply copies the one done in the discrete case due
to the approximation argument presented in Proposition B.1 (see [28, 29, 64, 65]
and Subsection 3.6).

The most intriguing thing happens in the quasi-left continuous case. Recall
that Mq can be presented as an integral with respect to a compensated random
measure, namely

Mq
t =

∫
[0,t]×X

xdμ̄Mq

(·, x), t ≥ 0, (1.10)

where μMq

is defined by (1.7), νM
q

is the corresponding compensator, μ̄Mq

=
μMq − νM

q

(see Theorem 3.30). It turns out that in this case

Nq
t :=

∫
[0,t]×X

xdμ̄Mq

Cox(·, x), t ≥ 0, (1.11)

is a decoupled tangent martingale to Mq, where μMq

Cox(·, x) is a Cox process di-
rected by νM

q

, μ̄Mq

Cox = μMq

Cox−νM
q

. Cox processes were introduced by D.R. Cox
in [22], and in the present case this is a random measure on an enlarged proba-
bility space such that μMq

Cox(ω) is a Poisson random measure on R+×X with the
intensity (or compensator, see Subsection 2.9) νM

q

(ω) for a.e. ω ∈ Ω from the
original probability space. Thus Nq(ω) is a Poisson integral with deterministic
integrator, which corresponds to (1.5). The idea of employing Cox processes for
creating decoupled tangent processes here is not new (see e.g. [58]), but what is
the most difficult in the vector-valued case is to show that both integrals (1.10)
and (1.11) make sense and tangent (see Subsection 3.5).

It is worth noticing that in Subsection 3.4 we are discussing Lp-estimates for
general vector-valued integrals with respect to general random measures. Recall
that this type of estimates goes back to Novikov [84], where he upper bounded
an Lp-moment of a real-valued stochastic integral

∫
F dμ̄ by integrals in terms

of F and the compensator ν of μ (here μ̄ = μ − ν; see Lemma 3.4). Later on
sharp estimates of this form have been proven by Marinelli and Röckner [71]
in the Hilbert space case and by Dirksen and the author [32] in the Lq case
(1 < q < ∞). In Theorem 3.22 we show that for any UMD-valued elementary
predictable F and for any quasi-left continuous random measure μ one has that

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p

�p,X E
∥∥∥∫

R+×J

F dμ̄Cox

∥∥∥p

, 1 ≤ p < ∞, (1.12)

where ν is a compensator of μ, μ̄ := μ − ν, μCox is a Cox process directed by
ν, and μ̄Cox := μCox − ν. Note that though it seems that the right-hand side
of (1.12) depends on F and μCox, the distribution of the Cox process entirely
depends on ν (in particular, μCox(ω) is a Poisson random measure with the in-
tensity ν(ω)), and so on the right-hand side of (1.12) we in fact have E‖F‖pp,X,ν ,
where ‖F (ω)‖p,X,ν(ω) is the Lp-norm of a stochastic integral of a deterministic
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function F (ω) with respect to the corresponding compensated Poisson random
measure (see Subsection 2.9 and [2, 3]). Thus even though (1.12) does not pro-
vide an explicit formula for a stochastic integral in terms of F and ν, as it was
done in [32, 71, 84], nevertheless it semigeneralizes the papers [32, 71, 84] as
it tells us that in order to get Lp bounds for UMD-valued stochastic integrals
with respect to a general random measure we need only to prove the corre-
sponding estimates for the Poisson case with deterministic integrands (see e.g.
Remark 3.26).

In Section 4 we show that if X satisfies the so-called decoupling property (e.g.
if X = L1), then inequalities of the form

E sup
0≤t≤T

‖Mt‖p �p,X E‖NT ‖p, T > 0, p ∈ [1,∞), (1.13)

are possible for anX-valued martingaleM satisfying broad assumptions (see e.g.
Remark 6.5), where N is a corresponding decoupled tangent local martingale.
Recall that the decoupling property was introduced by S.G. Cox and Veraar in
[25, 26] as a natural property while working with discrete decoupled tangent
martingales and stochastic integrals.

In [58] Kallenberg also has shown φ-inequalities for tangent continuous mar-
tingales (where φ is a convex function of moderate growth; recall that one can
even omit the convexity assumption for conditionally symmetric martingales).
In Section 5 we extend these inequalities to full generality (i.e. general martin-
gales in UMD Banach spaces). Though [58] also treats the semimartingale case,
it is not known to the author how to prove such inequalities for vector-valued
semimartingales.

In Section 6 we present estimates for vector-valued stochastic integrals with
respect to a general martingale which extend both (1.4) and (1.5). Namely, we

show that for a general H-valued martingale M̃ (where H is a Hilbert space)
and an L(H,X)-valued elementary predictable process Φ one has that for any
1 ≤ p < ∞

E sup
t≥0

∥∥∥∫ t

0

ΦdM̃
∥∥∥p �p,X E‖Φq1/2

M̃c
‖pγ(L2(R+,[Mc];H),X)

+ E
∥∥∥∫

R+×H

Φ(s)h dμ̄M̃q

Cox(s, h)
∥∥∥p

(1.14)

+ E
∥∥∥ ∑
0≤t<∞

ΦΔÑa
t

∥∥∥p,
where M̃ = M̃ c + M̃q + M̃a is the canonical decomposition, q

M̃c is a quadratic

variation derivative of M̃ c (see Subsection 2.6), and Ña is a decoupled tangent

martingale to M̃a. Note that the right-hand side of (1.14) in fact can be seen as
an Lp moment of a predictable process. Such estimates are in the spirit of works
of Novikov [84] and Dirksen and the author in [32], and they are very different
from the classical vector-valued Burkholder-Davis-Gundy inequalities presented
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e.g. in [21, 72, 109, 119]. Note that the upper bound of (1.14) characterizes the
decoupling property (see Section 4 and Remark 6.5).

As it was discussed above, the notion of tangency heavily exploits the Meyer-
Yoeurp decomposition, which existence for a general X-valued martingale is
equivalent to X obtaining the UMD property. But what if we have weak tan-
gency, i.e. what if for a given Banach space X and a pair of X-valued martin-
gales M and N we have that 〈M,x∗〉 and 〈N, x∗〉 are tangent for any x∗ ∈ X∗?
How does this correspond to the tangency property and will we then have Lp-
estimates for a family of Banach spaces different from the UMD one? In Section 7
we show that in the UMD case weak tangency and tangency coincide. More-
over, in the non-UMD setting no estimate of the form (1.9) for weakly tangent
martingales is possible.

In Section 8 we discuss for which Banach spaces it is possible to extend the
definition of decoupled tangent local martingales (and prove their existence) via
using weak local characteristics. It turns out that this is possible for Banach
spaces with the so-called recoupling property which is dual to the decoupling
property (1.13) and which occurs to be equivalent to the well-discovered UMD+

property. Moreover, the converse holds true, i.e. a Banach space X having the
recoupling property is necessary for any X-valued local martingale to have a de-
coupled tangent local martingale (see Theorem 8.6 and Remark 8.7). It remains
open whether recoupling and UMD are identical (see e.g. [46, Section O]).

In Section 9 we consider vector-valued martingales with independent incre-
ments. First recall that one of the inventors of local characteristics was Grige-
lionis (that is why local characteristics are sometimes called Grigelionis char-
acteristics). In particular, in [42] he proved that a real-valued martingale has
independent increments if and only if it has deterministic local characteristics
(this result was extended by Jacod and Shiryaev in [52] to multi dimensions). In
Section 9 we extend this celebrated result to infinite dimensions. In preliminary
Subsection 9.1 we show that for any Banach space X, an X-valued local martin-
gale M has independent increments if and only if it has deterministic weak local
characteristics, i.e. the family ([〈M,x∗〉c, ν〈M,x∗〉])x∗∈X∗ is deterministic (such
an object always exists since 〈M,x∗〉 has local characteristics as a real-valued
local martingale). Next in Subsection 9.2 we prove that if this is the case, then
M actually has local characteristics (which are of course deterministic), and
moreover, M has the canonical decomposition M = M c + Mq + Ma so that
M c, Mq, and Ma are mutually independent, and there exists a deterministic
time-change τ c such that M c ◦τ c =

∫
ΦdWH is a stochastic integral of some de-

terministic Φ ∈ γ(L2(R+;H), X) with respect to some H-cylindrical Brownian

motion WH , Mq =
∫
xdÑ(·, x) for some fixed Poisson random measure N on

R+×X, and Ma is a sum of its independent jumps which occur at deterministic
family of times (tn)n≥1. Note that throughout Section 9 X is a general Banach
space and there is no need in the UMD property.

Recall that Jacod [50] and Kwapień and Woyczyński [64] proved that for a
real-valued quasi-left continuous martingale M a decoupled tangent martingale
N on [0, T ] is nothing but a limit in distribution of discrete decoupled tangent
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martingales f̃n as n → ∞, where for each n ≥ 1 a martingale f̃n := (f̃n
k )

n
k=1 is a

decoupled tangent martingale to a discrete martingale (fn
k )

n
k=1 = (MTk/n)

n
k=1,

and the limit is considered as a limit in distribution of random variables with
values in the Skorokhod space D([0, T ],R) (see Definition 2.2). In Section 10 we
extend this result to general UMD-valued martingales (thus somehow mixing
together the discrete works of McConnell [73], Hitczenko [44], and de la Peña [28]
and quasi-left continuous works of Jacod [49, 50] and Kwapień and Woyczyński
[64]). In our setting such a limit theorem is possible since we know what the
limiting object is (i.e. how does a decoupled tangent martingale look like) due to
Section 3, because of certain approximation techniques, and thanks to properties
of stochastic integrals and the canonical decomposition.

Section 11 is devoted to a characterization of the local characteristics of
a general UMD-valued martingale via an exponential formula which can be
considered as an extension of the Lévy-Khinchin formula. There we show that
for any UMD-valued martingale M with the local characteristics ([[M c]], νM )
and for any x∗ ∈ X∗

t �→ ei〈Mt,x
∗〉/Gt(x

∗), t ≥ 0, (1.15)

is a local martingale on [0, τG(x∗)), where

At(x
∗) := −1

2
[[M c]]t(x

∗, x∗)+

∫
[0,t]×X

(ei〈x,x
∗〉 − 1− i〈x, x∗〉) dνM (s, x), t ≥ 0,

Gt(x
∗) := eAt(x

∗)Π0≤s≤t(1 + ΔAs(x
∗))e−ΔAs(x

∗), t ≥ 0,

and τG(x∗) := inf{t ≥ 0 : Gt(x
∗) = 0} = inf{t ≥ 0 : ΔAt(x

∗) = −1}. Moreover,
([[M c]], νM ) are unique bilinear form-valued predictable process and predictable
random measure such that (1.15) is a local martingale on [0, τG(x∗)). This is a
natural generalization of the Lévy-Khinchin formula (1.6) as if we set M to be
quasi-left continuous with independent increments, then τG(x∗) = ∞ and G(x∗)
is deterministic, and consequently (1.15) being a local martingale implies (1.6).
The proof of the fact that (1.15) is a local martingale on [0, τG(x∗)) presented in
Section 11 follows directly from the multidimensional case shown by Jacod and
Shiryaev in [52].

In Section 12 we discover Lp-inequalities for characteristically subordinated
and characteristically dominated martingales. These notions are predictable ver-
sions of weak differential subordination of martingales (see [91, 115, 116, 118])
and martingale domination (see [19, 89, 119]) and have the following form: for
a Banach space X an X-valued martingale N is characteristically subordinate
to an X-valued martingale M if for any x∗ ∈ X∗ we have that a.s.

(i) |〈N0, x
∗〉| ≤ |〈M0, x

∗〉|,
(ii) [〈N c, x∗〉]t − [〈N c, x∗〉]s ≤ [〈M c, x∗〉]t − [〈M c, x∗〉]s for any 0 ≤ s ≤ t, and
(iii) ν〈N,x∗〉 ≤ ν〈M,x∗〉,

and N is characteristically dominated by M if a.s.

(i) |〈N0, x
∗〉| ≤ |〈M0, x

∗〉| for any x∗ ∈ X∗,
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(ii) [[N c]]∞ ≤ [[M c]]∞, and
(iii) νN (R+ × ·) ≤ νM (R+ × ·)

(here M c and N c are the continuous parts of M and N , see Subsection 2.7).
In Subsection 12.1 we compare weak differential subordination and character-
istic subordination (these properties turn out to be incomparable) and show
inequalities (1.9) for characteristically subordinated martingales. In Subsec-
tion 12.2 we show inequalities (1.9) for quasi-left continuous characteristically
dominated martingales (both estimates are proven in the UMD setting). Lp-
estimates for general characteristically dominated martingales remain open (see
Remark 12.10) as the author does not know how to gain such estimates in the
discrete case, though this case is very much in the spirit of the original work of
Zinn [122].

In the end of the present paper we have appendix Sections A and B where we
collect some technical facts concerning tangency and martingale approximations.

All over this section we used to talk about some mysterious UMD spaces.
Recall that UMD spaces were introduced by Burkholder in 1980’s while working
with martingale transforms (see e.g. [15, 16, 17, 20]), and nowadays these spaces
are used abundantly in vector-valued stochastic and harmonic analysis (see e.g.
[11, 39, 46, 81, 101, 115, 119]). Let us shortly outline here where exactly the
UMD property is needed/used in the present paper.

• Theorem 1.1 due to Hitczenko and McConnell,
• Burkholder’s works [15, 17] on martingale transforms,
• existence of the Meyer-Yoeurp and the canonical decomposition and the

corresponding Lp- and φ-estimates (see [116, 118, 119]),
• vector-valued stochastic integration with respect to a cylindrical Brownian

noise thanks to van Neerven, Veraar, and Weis [81],
• Burkholder-Davis-Gundy inequalities (see [109, 119]),
• existence of a covariation bilinear form [[M ]] (see [119]).

On the other hand, we obtain several new characterizations of the UMD prop-
erty, such as

• estimate (1.9) for continuous-time tangent martingales,
• existence of a decoupled tangent martingale (see Theorem 3.8 and Sec-

tion 8),
• estimate (1.5),
• the fact that for a purely discontinuous quasi-left continuous martingale

Mq the integral
∫
xdμ̄Mq

(·, x) exists and coincides with Mq (see Theo-
rem 3.30),

• estimate (1.12),
• Lp-estimates for characteristically subordinated and characteristically

dominated martingales (see Section 12).

This demonstrates once again that the UMD property is not just a technical
assumption, but a key player in any game involving martingales in Banach
spaces.
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2. Preliminaries

Throughout the present article any Banach space is considered to be over the
scalar field R. (This is done as we are going to work with continuous-time
martingales, which properties are well discovered only in the case of the real
scalar field, see e.g. [52, 56, 95].)

Let X be a Banach space, B ⊂ X be Borel. Then we denote the σ-algebra of
all Borel subsets of B by B(B).

For a, b ∈ R we write a �A b if there exists a constant c depending only on
A such that a ≤ cb. �A is defined analogously. We write a �A b if both a �A b
and a �A b hold simultaneously.

We will need the following definitions.

Definition 2.1. A random variable ξ : Ω → R is called Rademacher if P(ξ =
1) = P(ξ = −1) = 1/2.

Definition 2.2. Let X be a Banach space, A ∈ R be an interval (finite or
infinite). The linear space D(A,X) of all X-valued càdlàg (i.e. right continuous
with left limits) functions on A is called the Skorokhod space.

Recall that D(A,X) endowed with the sup-norm is a Banach space (see e.g.
[105, 115]).

For a Banach space X and for a measurable space (S,Σ) a function f : S →
X is called strongly measurable if there exists a sequence (fn)n≥1 of simple
functions such that fn → f pointwise on S (see [46, Section 1.1]). In the sequel
we will call a function f strongly predictable if it is strongly measurable with
respect to the predictable σ-algebra (which is either P , see Subsection 2.5, or

P̃ , see Subsection 2.8, depending on the underlying S).

For a Banach space X and a function A : R+ → X we set A∗ ∈ R+ to be
A∗ := supt≥0 ‖At‖.

Throughout the paper, unless stated otherwise, the probability space and
filtration are assumed to be generated by all the processes involved.

2.1. Enlargement of a filtered probability space

We will need the following definition of an enlargement of a filtered probability
space (see e.g. [64, pp. 172–174]).

Definition 2.3. Let (Ω,F ,P) be a probability space with a filtration F = (Ft)t≥0.
Then a probability space (Ω,F ,P) with a filtration F = (F t)t≥0 is called to be

an enlargement of (Ω,F ,P) and F if there exists a measurable space (Ω̂, F̂) such

that Ω = Ω× Ω̂ and F = F ⊗ F̂ , if there exists a family of probability measures
(P̂ω)ω∈Ω such that ω �→ P̂ω(B) is F-measurable for any B ∈ F̂ and

P(A×B) =

∫
A

P̂ω(B) dP(ω), A ∈ F , B ∈ F̂ ,
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and if for any ω ∈ Ω there exists a filtration F̂ω = (F̂ω
t )t≥0 such that for any

B ∈ F̂ the process
(t, ω) �→ 1F̂ω

t
(B), t ≥ 0, ω ∈ Ω,

is F-adapted, and such that F t = Ft ⊗ F̂ ·
t for any t ≥ 0, i.e.

A×B ∈ F t if A ∈ Ft and B ∈ F̂ω
t for any ω ∈ A.

Example 2.4. A classical example of an enlargement of a filtered probability
space can be a product space, i.e. the case when P̂ω = P̂ and F̂ω

t = F̂t, t ≥ 0,

for any ω ∈ Ω for some fixed measure P̂ and some fixed filtration F̂ = (F̂t)t≥0.

2.2. Conditional expectation on a product space. Conditional
probability and conditional independence

Let (Ω,F ,P) be a probability space, and assume that there exist probability
spaces (Ω′,F ′,P′) and (Ω′′,F ′′,P′′

ω′)ω′∈Ω′ (where P′′
ω′ depends on ω′ ∈ Ω′ in

F ′-measurable way, see Subsection 2.1) such that

(Ω,F ,P) = (Ω′ × Ω′′,F ′ ⊗F ′′,P′ ⊗ P′′), (2.1)

i.e. P′′
ω′(A2) is F ′-measurable for any A2 ∈ F ′′ and

P(A1 ×A2) =

∫
A1

P′′
ω′(A2) dP

′(ω′), A1 ∈ F ′, A2 ∈ F ′′.

A particular example would be if P′′
ω′ = P′′ is a probability measure which does

not depend on ω′ ∈ Ω′. Let X be a Banach space, and let f ∈ L1(Ω;X) (see [46,
Section 1.2] for the definition of Lp(Ω;X)). Then E(f |F ′) is well defined (see
[46, Section 2.6]; by E(·|F ′) here we mean E(·|F ′ ⊗ {Ω′′,∅})), and moreover,
by Fubini’s theorem f(ω′, ·) exists and strongly measurable for a.e. ω′ ∈ Ω′ (the
proof is analogous to the one provided by [9, Section 3.4]). It is easy to see that
for a.e. ω′ ∈ Ω′

E(f |F ′)(ω′, ·) =
∫
Ω′′

f(ω′, ω′′) dP′′
ω′(ω′′) =: EΩ′′f(ω′, ·), (2.2)

where the notation EΩ′′ means averaging for every fixed ω′ ∈ Ω′ over Ω′′. Indeed,
for any A ∈ F ′ by Fubini’s theorem we have that∫

A×Ω′′
f dP =

∫
A

EΩ′′f(ω′, ·) dP′(ω′),

so (2.2) follows by the definition of a conditional expectation.

Example 2.5. If there exists an F ′′-measurable ξ : Ω′′ → R such that F ′′ =
σ(ξ) for a.e. ω′ ∈ Ω′, then we will often write Eξ := EΩ′′ = E(·|F ′) (i.e.
averaging over all the values of ξ).
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Let (Ω,F ,P) be a probability space, (S,Σ) be a measurable space, ξ : Ω → S
be a random variable. Let G ⊂ F be a sub-σ-algebra. Then we define the
conditional probability P(ξ|G) : Σ → L1(Ω) to be as follows

P(ξ|G)(A) := E
(
1A(ξ)|G

)
, A ∈ Σ. (2.3)

Now let N ≥ 1, (ξn)
N
n=1 be S-valued random variables. Then ξ1, . . . , ξN are

called conditionally independent given G if for any sets B1, . . . , BN ∈ Σ we have
that

P
(
(ξn)

N
n=1

∣∣G)(B1 × · · · ×BN ) = ΠN
n=1P(ξn|G)(Bn). (2.4)

In the sequel we will need the following proposition.

Proposition 2.6. Let (Ω,F ,P) be defined by (2.1) for some (Ω′,F ′,P′) and
for some family (Ω′′,F ′′,P′′

ω′)ω′∈Ω′ . Let (ξn)
N
n=1 be as above. Assume that for

almost any fixed ω′ ∈ Ω′,
(
ξn(ω

′, ·)
)N
n=1

are independent. Then (ξn)
N
n=1 are

conditionally independent given F ′.

Proof. By the definition of conditional independence we need to show that for
any sets B1, . . . , Bn ∈ Σ

P
(
(ξn)

N
n=1

∣∣F ′)(B1 × · · · ×BN ) = ΠN
n=1P(ξn|F ′)(Bn).

To this end note that by (2.2) for P′-a.e. ω′ ∈ Ω′

P
(
(ξn)

N
n=1

∣∣F ′)(B1 × · · · ×BN )(ω′, ·) = E
(
1B1×···×BN

(ξ1, . . . , ξN )
∣∣F ′)(ω′, ·)

=

∫
Ω′′

ΠN
n=11Bn

(
ξn(ω

′, ω′′)
)
dP′′

ω′(ω′′)

= ΠN
n=1

∫
Ω′′

1Bn

(
ξn(ω

′, ω′′)
)
dP′′

ω′(ω′′)

= ΠN
n=1P(ξn|F ′)(ω′, ·)(Bn),

which terminates the proof.

We will also need the following consequence of the proposition.

Corollary 2.7. Let (S,Σ) and (T, T ) be measurable spaces, let (Ω,F ,P) be
defined by (2.1), and let ξ : Ω′ → S and η : Ω → T be measurable. Assume that
η is measurable with respect to σ(ξ) ⊗ F ′′. Let F1, . . . , FN : S × T → R. Then(
Fn(ξ, η)

)N
n=1

are conditionally independent given σ(ξ) if there exists A ∈ Σ

with P(ξ ∈ A) = 1 such that
(
Fn(a, η(a, ·))

)N
n=1

are independent for any a ∈ A.

Proof. The corollary follows from Proposition 2.6 if one sets Ω′ := A, P′ := L(ξ),
and

P′′
ω′ := L

(
η(ω′)

)
, ω′ ∈ Ω′,

where the latter exists by [33, Theorem 10.2.2 and pp. 344, 386] (here L means
the distribution).

We refer the reader to [46] for further details on vector-valued integration
and vector-valued conditional expectation.
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2.3. The UMD property

A Banach space X is called a UMD4 space if for some (equivalently, for all)
p ∈ (1,∞) there exists a constant β > 0 such that for every N ≥ 1, every
martingale difference sequence (dn)

N
n=1 in Lp(Ω;X), and every {−1, 1}-valued

sequence (εn)
N
n=1 we have(

E
∥∥∥ N∑
n=1

εndn

∥∥∥p) 1
p ≤ β

(
E
∥∥∥ N∑
n=1

dn

∥∥∥p) 1
p

.

The least admissible constant β is denoted by βp,X and is called the UMDp

constant of X (or just the UMD constant of X if the value of p is understood).
It is well known (see [46, Chapter 4]) that βp,X ≥ p∗− 1 and that βp,H = p∗− 1
for a Hilbert space H and any 1 < p < ∞ (here p∗ := max{p, p/(p− 1)}).

We will also frequently use the following equivalent definition of the UMD
property. X is UMD if and only if for any 1 ≤ p < ∞ and for any (dn)

N
n=1 and

(εn)
N
n=1 as above we have that

E sup
1≤m≤N

∥∥∥ m∑
n=1

εndn

∥∥∥p �p,X E sup
1≤m≤N

∥∥∥ m∑
n=1

dn

∥∥∥p

.

Note that a similar definition of the UMD property can be provided for a general
convex function of moderate growth (see e.g. [15, p. 1000]). We refer the reader
to [15, 20, 29, 39, 40, 46, 47, 68, 94, 101, 119] for details on UMD Banach spaces.

2.4. Stopping times

A stopping time τ is called predictable if there exists a sequence of stopping
times (τn)n≥1 such that τn < τ a.s. on {τ > 0} and τn ↗ τ a.s. as n → ∞.
A stopping time τ is called totally inaccessible if P(τ = σ �= ∞) = 0 for any
predictable stopping time σ.

With a predictable stopping time τ we associate a σ-field Fτ− which has the
following form

Fτ− := σ{F0 ∪ (Ft ∩ {t < τ}), t > 0} = σ{Fτn , n ≥ 1}, (2.5)

where (τn)n≥1 is a sequence of stopping time announcing τ (see [56, p. 491] for
details).

Later on we will work with different types of martingales based on the prop-
erties of their jumps, and in particular we will frequently use the following
definition (see e.g. Subsection 2.7). Recall that for a càdlàg process A and for a
stopping time τ we set ΔAτ := Aτ − limε↘0 A0∨(τ−ε) on {τ < ∞}.
Definition 2.8. Let X be a Banach space, A : R+ × Ω → X be a càdlàg
process. Then A is called quasi-left continuous if ΔAτ = 0 a.s. on {t < ∞} for
any predictable stopping time τ . A is called to have accessible jumps if ΔAτ = 0
a.s. on {t < ∞} for any totally inaccessible stopping time τ .

4UMD stands for unconditional martingale differences.
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We refer the reader to [32, 52, 56, 116, 118] for further details.

2.5. Martingales: real- and Banach space-valued

Let (Ω,F ,P) be a probability space with a filtration F = (Ft)t≥0 which satisfies
the usual conditions (see [52, 56, 95]). Then particularly F is right-continuous.
A predictable σ-algebra P is a σ-algebra on R+×Ω generated by all predictable
rectangles of the form (s, t]×B, where 0 ≤ s < t and B ∈ Fs.

Let X be a Banach space. An adapted process M : R+ × Ω → X is called a
martingale if Mt ∈ L1(Ω;X) and E(Mt|Fs) = Ms for all 0 ≤ s ≤ t. M is called
a local martingale if there exists a nondecreasing sequence (τn)n≥1 of stopping
times such that τn ↗ ∞ a.s. as n → ∞ and Mτn is a martingale for any n ≥ 1
(recall that for a stopping time τ we set Mτ

t := Mτ∧t, t ≥ 0, which is a local
martingale given M is a local martingale, see [52, 56, 95]). It is well known that
in the real-valued case any local martingale is càdlàg (i.e. has a version which
is right-continuous and that has limits from the left-hand side). The same holds
for a general X-valued local martingale M as well (see e.g. [105, 115]), so for
any stopping time τ one can define ΔMτ := Mτ − limε↘0 M0∨(τ−ε) on {τ < ∞}.

Let 1 ≤ p ≤ ∞. A martingale M : R+ × Ω → X is called an Lp-bounded
martingale if Mt ∈ Lp(Ω;X) for each t ≥ 0 and there exists a limit M∞ :=
limt→∞ Mt ∈ Lp(Ω;X) in Lp(Ω;X)-sense.

Since ‖ · ‖ : X → R+ is a convex function, and M is a martingale, ‖M‖ is a
submartingale by Jensen’s inequality, and hence by Doob’s inequality (see e.g.
[60, Theorem 1.3.8(i)]) we have that for all 1 ≤ p < ∞

E‖Mt‖p ≤ E sup
0≤s≤t

‖Ms‖p ≤ p

p− 1
E‖Mt‖p, t ≥ 0. (2.6)

In fact, the following theorem holds for martingales having strong Lp-moments
(see e.g. [110, 111] for the real-valued case, the infinite dimensional case can be
proven analogously, see e.g. [32, 105, 115, 116, 117, 119]). Recall that Skorokhod
spaces were defined in Definition 2.2.

Theorem 2.9. Let X be a Banach space, 1 ≤ p < ∞. Then the family of all
martingales M : R+ × Ω → X satisfying E supt≥0 ‖Mt‖p < ∞ forms a closed
subspace of Lp(Ω;D(R+, X)).

Remark 2.10. Recall that any local martingale M : R+ × Ω → X is locally
in L1(Ω;D(R+, X)). Indeed, set (τn)n≥1 be a localizing sequence and for each
n ≥ 1 set σn := inf{t ≥ 0 : ‖Mt‖ ≥ n}. Then σn → ∞ as n → ∞ a.s. since
M has càdlàg paths, and thus τn ∧ σn ∧ n → ∞ as n → ∞ a.s. as well. On the
other hand we have that for each n ≥ 1

E sup
t≥0

‖Mτn∧σn∧n
t ‖ = E sup

0≤t≤τn∧σn∧n
‖Mt‖ ≤ En ∧ ‖Mτn∧σn∧n‖

≤ n ∧ E‖Mτn∧σn∧n‖ =≤ n ∧ E‖Mτn∧σn
n ‖ < ∞,

where we used the fact that Mτn∧σn is a martingale as Mτn is a martingale (see
e.g. [56]).
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Later we will need the following lemma proven e.g. in [32, Subsection 5.3]
(see also [56, 119]).

Lemma 2.11. Let X be a Banach space, M : R+ × Ω → X be a martingale
such that lim supt→∞ E‖Mt‖ < ∞. Let τ be a finite predictable stopping time.
Then ΔMτ is integrable and

E(ΔMτ |Fτ−) = 0,

where Fτ− is defined by (2.5). Equivalently, t �→ ΔMτ1[τ,∞)(t), t ≥ 0, is a
martingale.

We refer the reader to [46, 56, 74, 75, 90, 94, 95, 105, 117] for further infor-
mation on martingales.

2.6. Quadratic variation

Let H be a Hilbert space, M : R+ ×Ω → H be a local martingale. We define a
quadratic variation of M in the following way:

[M ]t := P− lim
mesh→0

N∑
n=1

‖M(tn)−M(tn−1)‖2, (2.7)

where the limit in probability is taken over partitions 0 = t0 < . . . < tN =
t. Note that [M ] exists and is nondecreasing a.s. The reader can find more
information on quadratic variations in [74, 75, 108] for the vector-valued setting,
and in [56, 75, 95] for the real-valued setting.

As it was shown in [78, Proposition 1] (see also [100, Theorem 2.13] and [108,
Example 3.19] for the continuous case), for any H-valued martingale M there
exists an adapted process qM : R+ × Ω → L(H) which we will call a quadratic
variation derivative, such that the trace of qM does not exceed 1 on R+ × Ω,
qM is self-adjoint nonnegative on R+ × Ω, and for any h, g ∈ H a.s.

[〈M,h〉, 〈M, g〉]t =
∫ t

0

〈q1/2M (s)h, q
1/2
M (s)g〉 d[M ]s, t ≥ 0.

For any martingales M,N : R+×Ω → H we can define a covariation [M,N ] :
R+ ×Ω → R as [M,N ] := 1

4 ([M +N ]− [M −N ]). Since M and N have càdlàg
versions, [M ] and [M,N ] have càdlàg versions as well (see [52, Theorem I.4.47]
and [56, 74]).

Definition 2.12. Let X be a Banach space, M : R+ × Ω → X be a local
martingale. Fix t ≥ 0. Then M is said to have a covariation bilinear from
[[M ]]t at t ≥ 0 if there exists a continuous bilinear form-valued random variable
[[M ]]t : X

∗×X∗×Ω → R such that for any fixed x∗, y∗ ∈ X∗ a.s. [[M ]]t(x
∗, y∗) =

[〈M,x∗〉, 〈M, y∗〉]t.
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Remark 2.13. It is known due to [119] that if X has the UMD property,
then any X-valued local martingale M has a covariation bilinear form [[M ]].
Moreover, [[M ]] has a càdlàg adapted version, and if M is continuous, then [[M ]]
has a continuous version as well, and for a general local martingale M one has
that γ([[M ]]t) < ∞ a.s., where for a bilinear form V : X∗ ×X∗ → X we set the
Gaussian characteristic γ(V ) to be

• the L2-norm of a Gaussian random variable ξ having V as its bilinear
covariance form, i.e. E〈ξ, x∗〉〈ξ, y∗〉 = V (x∗, y∗) for any x∗, y∗ ∈ X∗, if
such ξ exists,

• ∞, if such ξ does not exist.

We refer the reader to [119] for further details.

2.7. The canonical decomposition

In this subsection we discuss the so-called canonical decomposition of martin-
gales. First let us start with the following technical definitions. Recall that a
càdlàg function A : R+ → X is called pure jump if At = A0 +

∑
0<s≤t ΔAs for

any t ≥ 0, where the latter sum converges absolutely.

Definition 2.14. Let X be a Banach space. A local martingale M : R+×Ω → X
is called purely discontinuous if [〈M,x∗〉] is pure jump a.s. for any x∗ ∈ X∗.

Definition 2.15. Let X be a Banach space, M : R+ × Ω → X be a local
martingale. Then M is called to have the canonical decomposition if there exist
local martingales M c,Mq,Ma : R+ × Ω → X such that M c is continuous, Mq

is purely discontinuous quasi-left continuous, Ma is purely discontinuous with
accessible jumps, M c

0 = Mq
0 = 0 a.s., and M = M c +Mq +Ma.

Remark 2.16. Note that if M = M c+Mq+Ma is the canonical decomposition,
then 〈M,x∗〉 = 〈M c, x∗〉 + 〈Mq, x∗〉 + 〈Ma, x∗〉 is the canonical decomposition
for any x∗ ∈ X∗ (see e.g. [32, 116, 118]).

Remark 2.17. Note that by [52, 56, 116, 118] if the canonical decomposition
of a local martingale M exists, then Mq and Ma collect different jumps of M ,
i.e. a.s.

{t ≥ 0 : ΔMq
t �= 0} ∪ {t ≥ 0 : ΔMa

t �= 0} = {t ≥ 0 : ΔMt �= 0},
{t ≥ 0 : ΔMq

t �= 0} ∩ {t ≥ 0 : ΔMa
t �= 0} = ∅.

(2.8)

Then the following theorem holds, which was first proved in [76, 120] in the
real-valued case, and in [116, 118, 119] in the vector-valued case (see also [56,
Chapter 25]).

Theorem 2.18 (The canonical decomposition). Let X be a Banach space. Then
X is UMD if and only if any local martingale M : R+×Ω → X has the canonical
decomposition M = M c + Mq + Ma. Moreover, if this is the case, then the
canonical decomposition is unique, and for any 1 ≤ p < ∞

E sup
t≥0

‖M c
t ‖p + E sup

t≥0
‖Mq

t ‖p + E sup
t≥0

‖Ma
t ‖p �p,X E sup

t≥0
‖Mt‖p. (2.9)
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If we will have a closer look on each of the parts of the canonical decom-
position, then we will figure out that M c is in fact a time changed stochastic
integral with respect to a cylindrical Brownian motion (see Subsection 3.3), Mq

is a time changed stochastic integral with respect to a Poisson random measure
(see Subsection 2.9), while Ma can be represented as a discrete martingale if
it has finitely many jumps (see Subsection 3.6 and B.1; see also [32, 56, 116]).
Thus we often call M c the Wiener-like part, Mq the Poisson-like part, while
Ma is often called a discrete-like part of M : in many cases the corresponding
techniques help in finding required inequalities for M c, Mq, and Ma.

Note that the canonical decomposition plays an important rôle in stochastic
integration theory (see e.g. [31, 32, 119]).

Remark 2.19. Often we will use the so-called Meyer-Yoeurp decomposition
which splits a local martingale M into a continuous part M c and a purely dis-
continuous part Md. This decomposition is unique if it exists, and in the case
of existence of the canonical decomposition M = M c +Mq +Ma one obviously
has Md = Mq + Ma. Analogously to Theorem 2.18 one can show that for a
given Banach space X every X-valued local martingale has the Meyer-Yoeurp
decomposition if and only if X has the UMD property (see [116, 117, 118]).

Later we will need the following lemma shown in [32, Subsection 5.1] (see
[56] for the real-valued version). Recall that two stopping times τ and σ have
disjoint graphs if P(τ = σ < ∞) = 0.

Lemma 2.20. Let X be a Banach space, M : R+ × Ω → X be a purely dis-
continuous local martingale with accessible jumps. Then there exist a sequence
(τn)n≥1 of finite predictable stopping times with disjoint graphs such that a.s.

{t ≥ 0 : ΔMt �= 0} ⊂ {τ1, . . . , τn, . . .}.

2.8. Random measures

Let (J,J ) be a measurable space so that J is countably generated. A family

μ = {μ(ω; dt, dx), ω ∈ Ω}

of nonnegative measures on (R+ × J,B(R+) ⊗ J ) is called a random measure.
A random measure μ is called integer-valued if it takes values in N∪{∞}, i.e. for
each A ∈ B(R+)⊗J one has that μ(A) ∈ N∪{∞} a.s., and if μ({t}×J) ∈ {0, 1}
a.s. for all t ≥ 0 (so μ is a sum of atoms with a.s. disjoint supports, see [52,
Proposition II.1.14]). We say that μ is non-atomic in time if μ({t}×J) = 0 a.s.
for all t ≥ 0.

Let O be the optional σ-algebra on R+×Ω, i.e. the σ-algebra generated by all

càdlàg adapted processes. Let Õ := O⊗J , P̃ := P ⊗J (see Subsection 2.5 for
the definition of P). A random measure μ is called optional (resp. predictable) if

for any Õ-measurable (resp. P̃-measurable) nonnegative F : R+ ×Ω× J → R+
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the stochastic integral

(t, ω) �→
∫
R+×J

1[0,t](s)F (s, ω, x)μ(ω; ds, dx), t ≥ 0, ω ∈ Ω,

as a function from R+ × Ω to R+ is optional (resp. predictable).
Let X be a Banach space. Then we can extend stochastic integration with

respect to random measures to X-valued processes in the following way. Let F :
R+×Ω×J → X be elementary predictable, i.e. there exists partition B1, . . . , BN

of J , 0 = t0 < t1 . . . < tL, and simple X-valued random variables (ξn,
)
N,L
n=1,m=1

such that ξn,
 is Ft�−1
-measurable for any 1 ≤ � ≤ L and 1 ≤ n ≤ N and

F (t, ·, j) =
N∑

n=1

L∑

=1

1(t�−1,t�](t)1Bn(j)ξn,
.

Let μ be a random measure. The integral

t �→
∫
R+×J

F (s, ·, x)1[0,t](s)μ(·; ds, dx)

:=

N∑
n=1

L∑

=1

μ
(
(t
−1 ∧ t, t
 ∧ t]×Bn

)
ξn,
, t ≥ 0,

(2.10)

is well-defined and optional (resp. predictable) if μ is optional (resp. predictable),
and

∫
R+×J

‖F‖ dμ is a.s. bounded.

A random measure μ is called P̃-σ-finite if there exists an increasing sequence
of sets (An)n≥1 ⊂ P̃ such that

∫
R+×J

1An(s, ω, x)μ(ω; ds, dx) is finite a.s. and

∪nAn = R+×Ω×J . According to [52, Theorem II.1.8] every P̃-σ-finite optional

random measure μ has a compensator : a unique P̃-σ-finite predictable random
measure ν such that

E
∫
R+×J

F dμ = E
∫
R+×J

F dν (2.11)

for each P̃-measurable real-valued nonnegative F . For any optional P̃-σ-finite
measure μ we define the associated compensated random measure by μ̄ := μ−ν.

For each P̃-strongly-measurable F : R+ × Ω× J → X such that

E
∫
R+×J

‖F‖ dμ < ∞

(or, equivalently, E
∫
R+×J

‖F‖ dν < ∞, see the definition of a compensator

above) we can define a process

t �→
∫
[0,t]×J

F dμ̄ :=

∫
[0,t]×J

F dμ−
∫
[0,t]×J

F dν, t ≥ 0, (2.12)

which turns out to be a purely discontinuous martingale (see Proposition 3.27,
[52, Theorem II.1.8], and [32]).

We will need the following classical result of Novikov [84, Theorem 1].
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Lemma 2.21 (A.A. Novikov). Let μ be an integer-valued optional random mea-
sure on R+×J with a compensator ν being non-atomic in time, F : R+×Ω×J →
R be P̃-measurable. Then

E sup
t≥0

∣∣∣∫
[0,t]×J

f dμ̄
∣∣∣p �p E

∫
R+×Ω

|f |p dν if 1 ≤ p ≤ 2,

E sup
t≥0

∣∣∣∫
[0,t]×J

f dμ̄
∣∣∣p �p

(
E
∫
R+×J

|f |2 dν
) p

2

+ E
∫
R+×Ω

|f |p dν if p ≥ 2.

(2.13)

For an X-valued martingale M we associate a jump measure μM which is a
random measure on R+ ×X that counts the jumps of M

μM ([0, t]×B) :=
∑

0≤s≤t

1B\{0}(ΔMt), t ≥ 0, B ∈ B(X). (2.14)

Note that μM is P̃-σ-finite and we will frequently use the following fact which
was proved in [52, Corollary II.1.19] (see also [32, 56, 57]).

Lemma 2.22. Let X be a Banach space, M : R+×Ω → X be a local martingale.
Let μM be the associated jump measure. Then M is quasi-left continuous if and
only if the corresponding compensator νM of μM is non-atomic in time.

We refer the reader to [32, 41, 50, 52, 56, 57, 69, 71, 84, 85, 119] for details on
random measures and stochastic integration with respect to random measures.

2.9. Poisson random measures

An important example of random measures is a Poisson random measure.
Let (S,Σ, ρ) be a measure space, ρ be σ-finite. Then we can define a Pois-

son random measure (a.k.a. Poisson point process) Nρ with intensity (or com-
pensator) ρ, i.e. a function Σ �→ L0(Ω,N0 ∪ {+∞}) satisfying the following
properties

(i) Nρ(A) has the Poisson distribution with a parameter ρ(A) for any A ∈ Σ
such that ρ(A) < ∞,

(ii) Nρ(A1), . . . , Nρ(An) are independent for any disjoint A1, . . . , An ∈ Σ,
(iii) Nρ is a.s. a measure on Σ

(see [102, Chapter 4] and [61] for details). We can also define the compensated

Poisson random measure Ñρ to be Ñρ(A) := Nρ(A) − ρ(A) for any A ∈ Σ
satisfying ρ(A) < ∞.

Remark 2.23. If we set S = R+ × J and ρ = ν = λ⊗ ν0 (so that we have the
setting which we used to work above) with λ being the Lebesgue measure on R+

and ν0 being some fixed σ-finite measure on J , then we come up with Poisson
measures that are often exploited as a noncontinuous noise for SPDE’s (see e.g.
[13, 30, 35, 41, 70, 84, 93, 121] and references therein).
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In the sequel we will need the following definition of an integral with respect
to a Poisson random measure.

Definition 2.24. Let X be a Banach space, (S,Σ, ρ) be a measure space, Nρ

be a Poisson random measure on S with the intensity ρ. Then a strongly Σ-
measurable function F : S → X is called integrable with respect to Ñρ = Nρ−ρ
if there exist an increasing family of sets (An)n≥1 ∈ Σ such that ∪An = S,∫
An

‖F‖ dρ < ∞, and
∫
An

F dÑρ converges in L1(Ω;X) as n → ∞.

Remark 2.25. Let G : S → X be strongly Σ-measurable such that
∫
S
‖G‖ dρ <

∞. Then G ∈ L1(S, ρ;X), and as for any step function H ∈ L1(S, ρ;X) we
have that E

∫
S
‖H‖ dNρ = ‖H‖L1(S,ρ;X) by the definition of Nρ (in particular,

ENρ(A) = ρ(A) for any A ∈ Σ), we can extend the stochastic integral defi-

nition to G by a standard expanding operator procedure. Thus
∫
An

F dÑρ :=∫
An

F dNρ −
∫
An

F dρ in the definition above is well defined.

Remark 2.26. Definition 2.24 is quite different from the one given in Subsec-
tion 3.5 as we do not have a time scale (so there is no martingale structure)
and since we are working with Poisson random measures. Moreover, notice that
if such a family (An)n≥1 exists, then for any other increasing family (A′

n)n≥1

having the same properties as (An)n≥1 we will have that
∫
A′

n
F dÑρ converges

in L1(Ω;X) as n → ∞. Indeed, let

ξ =

∫
S

F dÑρ := L1(Ω;X)− lim
n→∞

∫
An

F dÑρ. (2.15)

Then

(ξn)n≥1 :=
(∫

A′
n

F dÑρ

)
n≥1

,

is a martingale with independent increments as ξn+1 − ξn =
∫
A′

n\A′
n−1

F dÑρ

is independent of σ(Nρ|A′
n
), and hence independent of ξ1, . . . , ξn. Thus we have

that for any x∗ ∈ X∗, E(〈ξ, x∗〉|σ(Nρ|A′
n
)) = 〈ξn, x∗〉 for any n ≥ 1 (which

follows from the fact that∫
A′

n∩Am

〈F, x∗〉 dÑρ →
∫
A′

n

〈F, x∗〉 dÑρ in L1(Ω) as m → ∞,

from [46, Theorem 3.3.2], and from the definition (2.15) of ξ), so 〈ξn, x∗〉 con-
verges to 〈ξ, x∗〉 by [46, Theorem 3.3.2], thus by the Itô-Nisio theorem [47, The-
orem 6.4.1] we have that ξn converges to ξ in L1(Ω;X).

2.10. Stochastic integration

Let H be a Hilbert space, X be a Banach space. For each x ∈ X and h ∈ H
we denote the linear operator g �→ 〈g, h〉x, g ∈ H, by h ⊗ x. The process
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Φ : R+ × Ω → L(H,X) is called elementary predictable with respect to the
filtration F = (Ft)t≥0 if it is of the form

Φ(t, ω) =

K∑
k=1

L∑

=1

1(tk−1,tk]×B�k
(t, ω)

N∑
n=1

hn ⊗ xk
n, t ≥ 0, ω ∈ Ω, (2.16)

where 0 = t0 < . . . < tK < ∞, for each k = 1, . . . ,K the sets B1k, . . . , BLk

are in Ftk−1
, the vectors h1, . . . , hN are in H, and (xk
n)

K,L,M
k,
,n=1 are elements of

X. Let M̃ : R+ × Ω → H be a local martingale. Then we define the stochastic

integral Φ · M̃ : R+ × Ω → X of Φ with respect to M̃ as follows:

(Φ · M̃)t :=
K∑

k=1

L∑

=1

1B�k

N∑
n=1

〈(M̃(tk ∧ t)− M̃(tk−1 ∧ t)), hn〉xk
n, t ≥ 0.

A map WH : R+ ×H → L2(Ω) is called an H-cylindrical Brownian motion
(see [27, Chapter 4.1]) if

• WH(·)h is a Brownian motion for any h ∈ H,
• EWH(t)hWH(s)g = 〈h, g〉min{t, s} for all h, g ∈ H and t, s ≥ 0.

For an H-cylindrical Brownian motion WH we can define a stochastic integral
of Φ of the form (2.16) in the following way

(Φ ·WH)t :=

K∑
k=1

L∑

=1

1Bk

N∑
n=1

(WH(tk ∧ t)hn −WH(tk−1 ∧ t)hn)xk
n, t ≥ 0.

Further, if X = R, then due to [27, Theorem 4.12] (see also [56, 81, 108]) it is
known that a.s.

[Φ ·WH ]t =

∫ t

0

‖Φ‖2 ds, (2.17)

and in particular by the Burkholder-Davis-Gundy inequalities [56, Theorem
17.7] we have that for any 0 < p < ∞

E sup
t≥0

∥∥(Φ ·WH)t
∥∥p

�p E
(∫ t

0

‖Φ‖2 ds
)p/2

. (2.18)

We refer the reader to [27, 32, 52, 56, 74, 75, 76, 81, 108, 119] for further
details on stochastic integration and cylindrical Brownian motions.

2.11. γ-radonifying operators

Let H be a separable Hilbert space and let X be a Banach space. Let T ∈
L(H,X). Then T is called γ-radonifying if

‖T‖γ(H,X) :=
(
E
∥∥∥ ∞∑
n=1

γnThn

∥∥∥2) 1
2

< ∞, (2.19)
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where (hn)n≥1 is an orthonormal basis of H, and (γn)n≥1 is a sequence of
independent standard Gaussian random variables (if the series on the right-
hand side of (2.19) does not converge, then we set ‖T‖γ(H,X) := ∞). Note that
‖T‖γ(H,X) does not depend on the choice of the orthonormal basis (hn)n≥1 (see
[47, Section 9.2] and [80] for details). Often we will call ‖T‖γ(H,X) the γ-norm
of T . Note that if X is a Hilbert space, then ‖T‖γ(H,X) coincides with the
Hilbert-Schmidt norm of T . γ-norms are exceptionally important in analysis as
they are easily computable and enjoy a number of useful properties such as the
ideal property, γ-multiplier theorems, Fubini-type theorems, etc., see [47, 80].

2.12. Tangent martingales: the discrete case

Let X be a Banach space, (dn)n≥1 and (en)n≥1 be X-valued martingale differ-
ence sequences.

Definition 2.27. (dn)n≥1 and (en)n≥1 are called tangent if

P(dn|Fn−1) = P(en|Fn−1), n ≥ 1. (2.20)

(Recall that conditional probabilities have been defined in Subsection 2.2.)

Example 2.28. Let (vn)n≥1 be a predictable uniformly bounded X-valued se-
quence, (ξn)n≥1 and (ξ′n)n≥1 be adapted sequences of mean-zero real-valued in-
dependent random variables such that ξn and ξ′n are equidistributed, integrable,
and independent of Fn−1 for any n ≥ 1. Then martingale difference sequences
(ξnvn)n≥1 and (ξ′nvn)n≥1 are tangent. Indeed, for any n ≥ 1 and A ∈ B(X) we
have that a.s.

P(ξnvn|Fn−1)(A) = E(1A(ξnvn)(A)|Fn−1) = E(1A/vn(ξn)(A)|Fn−1)

(∗)
= E(1A/vn(ξ

′
n)(A)|Fn−1) = E(1A(ξ

′
nvn)(A)|Fn−1) = P(ξ′nvn|Fn−1)(A),

where (∗) follows from the fact that ξn and ξ′n are i.i.d. and independent from
Fn−1, and the fact that vn is Fn−1 measurable, where for A ⊂ X and x ∈ X we
define A/x ⊂ R by

A/x := {t ∈ R : tx ∈ A}.
It was shown by Hitczenko in [44] (see also [24, 28, 29, 32, 46, 64]) that

any X-valued martingale difference sequence (dn)n≥1 has a decoupled tangent
martingale difference sequence on an enlarged probability space with an enlarged
filtration, i.e. there exists an enlarged filtration F w.r.t. which (dn) remains being
a martingale difference sequence, an F-adapted martingale difference sequence
(en)n≥1, and a σ-algebra G ⊂ F∞ such that

P(en|Fn−1) = P(en|G), n ≥ 1,

and (en)n≥1 are conditionally independent given G (see Subsection 2.2). More-
over, (en)n≥1 is unique up to probability. Later in Section 3 we will extend a
construction of such a martingale to the continuous-time case.
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Remark 2.29. Note that due to Proposition 2.6, the construction of a decou-
pled tangent martingale difference sequence [28, 29, 44], and the uniqueness of
its distribution we can give the following equivalent definition: (en)n≥1 is a de-
coupled tangent martingale difference sequence to (dn)n≥1 if and only if for a.e.
ω ∈ Ω the sequence (en(ω))n≥1 is a sequence of mean zero random variables so
that cn(ω) has P(dn|Fn−1)(ω) as its distribution (see [28, 29] or the proof of
Theorem 3.39 for the construction of P(dn|Fn−1)(ω)).

3. Tangent martingales: the continuous-time case

This section is devoted to continuous-time tangent martingales and their prop-
erties. As the notion of tangency in the continuous-times case (see Definition 3.1
below) only cares about the jumps of a process and the quadratic variation of
its continuous part, throughout this section we will assume that any martin-
gale starts in zero. Also, in the sequel we will frequently use the stopping times
argument which is allowed by Theorem A.3. In particular, while talking about
tangent local martingales M and N we can automatically assume that these
martingales have finite strong L1-moment, i.e. E supt≥0 ‖Mt‖ and E supt≥0 ‖Nt‖
can be presumed to be finite unless stated otherwise (see Remark 2.10).

3.1. Local characteristics and tangency

In order to define tangent martingales in the continuous-time case we need local
characteristics.

Let M : R+ × Ω → R be a local martingale, M = M c +Md be the Meyer-
Yoeurp decomposition ofM (see Remark 2.19). Then the pair ([M c], νM ), where
[M c] is the quadratic variation of M c (see Subsection 2.6), and νM is a com-
pensator of the random measure μM defined by (2.14), is called the local char-
acteristics of M .

Let X be a Banach space, M be an X-valued local martingale. Assume that
M admits the Meyer-Yoeurp decomposition M = M c +Md (see Remark 2.19)
and that M c has a covariation bilinear form [[M c]] (see Subsection 2.6). Then
we define the local characteristics of M to be the pair ([[M c]], νM ), where νM is
a compensator of the random measure μM defined by (2.14).

Definition 3.1. Two X-valued local martingales M and N are called tangent
if both local martingales have local characteristics which coincide.

Remark 3.2. Note that this definition of tangency agrees with the one for
discrete martingales given in Subsection 2.12. Indeed, let (dn)n≥1 and (en)n≥1

be tangent martingale difference sequences. Then they are tangent in the con-
tinuous-time case if for any n ≥ 1 compensators of random measures μdn and
μen defined on X by

μdn(A) = 1A(dn), μen(A) = 1A(en), A ∈ B(X),
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coincide. But these compensators exactly coincide with P(dn|Fn−1) and with
P(en|Fn−1) respectively as by the definition (2.3) of P(dn|Fn−1) and P(en|Fn−1)
and by (2.20) for any Borel set A ⊂ X one has that

E(μdn(A)|Fn−1) = E(1A(dn)|Fn−1) = P(dn|Fn−1)(A)

= P(en|Fn−1)(A) = E(1A(en)|Fn−1) = E(μen(A)|Fn−1).
(3.1)

The converse direction can be shown similarly.

Now we are ready to define a decoupled tangent local martingale. Recall that
conditional independence was defined in (2.4) and an enlargement of a filtered
probability space was defined in Definition 2.3.

Definition 3.3. Let (Ω,F ,P) be a probability space endowed with a filtration
F = (Ft)t≥0. Let M : R+ × Ω → X be a local martingale. A process N :
R+ × Ω → X over an enlarged probability space (Ω,F ,P) with an enlarged
filtration F = (F t)t≥0 is called a decoupled tangent local martingale of M if
M is a local F-martingale with the same local characteristics ([[M c]], νM ), N
is a local martingale, M and N are tangent, and N(ω) is a local martingale
with independent increments and local characteristics ([[M c]](ω), νM (ω)) for a.e.
ω ∈ Ω.

Note that we can always set F := F∞, and that N may be assumed to have
independent increments given F due to Proposition 2.6. We refer the reader
to [64, p. 174] and [24, 28, 29, 51, 58, 63, 65] for further details on decoupled
tangent local martingales.

Remark 3.4. Note that the martingale properties of M in Definition 3.3 could
change while enlarging the filtration, so it is extremely important to presume
that M is a local F-martingale having the same local characteristics as it used
to obtain. Indeed, first M can lose its martingality, e.g. if F t contains F∞
for any t ≥ 0 (then Mt is F0-measurable). But even if M remains a local
martingale, it could change its local characteristics. Though [[M c]] would stay
the same for any filtration (due to the fact that [[M c]] is a continuous part of
[[M ]], see Subsection 2.7, [56, Theorem 26.14], and [116], and the fact that [[M ]]
does not depend on the enlargement by its definition (2.7)), νM can change. E.g.
let X = R and let M = N1 −N2, where N1 and N2 are independent standard
Poisson processes. Let F = (Ft)t≥0 be generated by M and let F t be generated
by Ft and σ

(
(τn)n≥1

)
, where (τn)n≥1 are all jump times of M . Then M is both

an F- and F-martingale, but for any A ⊂ R and I ⊂ R+ in the first case we have
that νM (I × A) = λR+(I)(1A(−1) + 1A(1)), but in the second case we obtain
νM (I ×A) = 1

2

∑
n≥1 1I(τn)(1A(−1) + 1A(1)).

Remark 3.5. Note that every local martingale with independent increments is
a martingale by [29, Theorem 2.5.1]. Indeed, let M : R+ × Ω → X be a local
martingale with independent increments. Then there exists a sequence (τn)n≥1

of stopping times such that τn ↗ ∞ a.s. as n → ∞ and Mτn is a martin-
gale. Moreover, by strengthening stopping times (τn)n≥1 we can assume that
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E supt≥0 ‖Mτn
t ‖ < ∞. Then by [29, Theorem 2.5.1] we have that for any n ≥ 1

E sup
t≥0

‖Mτn
t ‖ � E sup

t≥0
‖M̃τn

t ‖ < ∞,

where M̃ is an independent copy of M . As τn and M̃ are independent, we have
that

E sup
0≤s≤t

‖M̃s‖ = E sup
0≤s≤t

‖Ms‖ < ∞, (3.2)

for any t ≥ 0 safistying P(τn > t) > 0. Since τn → ∞ a.s. as n → ∞, (3.2)
holds for any t ≥ 0, and thus M is a martingale by a standard argument.
Consequently, N(ω) in the definition above is can be assume to be a martingale
instead of a local martingale.

Remark 3.6. Let us show that this definition of a decoupled tangent martin-
gale agrees with the one given Subsection 2.12, i.e. if we have two martingales
M,N : R+ × Ω → X which are purely discontinuous and have jumps only at
natural points, then Ns a decoupled tangent martingale to M if and only if
the same holds for the corresponding differences. Let (dn)n≥1 be an X-valued
martingale difference sequence, (cn)n≥1 be a decoupled tangent martingale dif-
ference sequence. Let M and N be martingales with respect to the filtration
F = (Ft)t≥0 := (F[t])t≥0 (here (Fn)n≥1 is the filtration where (dn)n≥1 lives and
[a] is the integer part of a ≥ 0) of the form

Mt =
∑
n≤t

dn, Nt =
∑
n≤t

cn, t ≥ 0.

Then M and N are tangent by (3.1), and N(ω) is a martingale with independent
increments and local characteristics (0, νM (ω)) as the same holds for (cn)n≥1

thanks to Remark 2.29, so N is a decoupled tangent martingale to M . The
converse can be shown analogously.

Now we are going to state two main results of the paper.

Theorem 3.7. Let X be a Banach space. Then X is UMD if and only if any X-
valued local martingale has local characteristic. Moreover, if this is the case, then
for any tangent X-valued local martingales M and N and for any 1 ≤ p < ∞
we have that

E sup
t≥0

‖Mt‖p �p,X E sup
t≥0

‖Nt‖p. (3.3)

Theorem 3.8. Let X be a UMD Banach space. Then for any X-valued local
martingale there exists a decoupled tangent local martingale.

In order to prove these theorems we will need to treat each of the cases of
the canonical decompositions separately in Subsection 3.3, 3.5, 3.6, and then
combine them using Subsection 3.2 in Subsection 3.7.
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3.2. Local characteristics and canonical decomposition

Let us first show that different parts of the canonical decomposition are responsi-
ble for different parts of the corresponding local characteristics, and in particular
that if two martingales are tangent, then the same holds for the corresponding
parts of the canonical decomposition.

Theorem 3.9. Let X be a Banach space, M,N : R+ × Ω → X be local mar-
tingales that have the canonical decompositions M = M c + Mq + Ma and
N = N c + Nq + Na. Assume also that both M and N have local character-
istics ([[M c]], νM ) and ([[N c]], νN ) respectively, and that M and N are tangent.
Then the corresponding terms of the canonical decomposition have local charac-
teristics and are tangent as well.

We will prove the theorem by using the following elementary propositions.

Proposition 3.10. Let X be a Banach space, M : R+ × Ω → X be a continu-
ous local martingale which has a covariation bilinear form [[M ]]. Then the local
characteristics of M are ([[M ]], 0).

Proof. As M does not have jumps, M = M + 0 is the Meyer-Yoeurp decompo-
sition; moreover, μM = 0 a.s., and hence νM = 0 a.s.

Proposition 3.11. Let X be a Banach space, M : R+×Ω → X be a purely dis-
continuous quasi-left continuous local martingale. Then the local characteristics
of M are (0, νM ), where νM is non-atomic in time.

Proof. First notice that M is purely discontinuous, hence M c = 0, and thus
[[M c]] = 0. The fact that νM is non-atomic in time follows from Lemma 2.22.

Proposition 3.12. Let X be a Banach space, M : R+×Ω → X be a purely dis-
continuous local martingale with accessible jumps. Then the local characteristics
of M are (0, νM ), where for νM there exist predictable stopping times (τn)n≥1

such that for any A ∈ P̃ we have that a.s.∫
R+×X

1A(t, ·, x) dνM (t, x) =

∫
R+×X

1A(t, ·, x)1{τ1,...,τn,...}(t) dν
M (t, x). (3.4)

In other words, {τ1, . . . , τn, . . .} ×X is a set of full νM -measure a.s.

For the proof we will need the following lemma, which follows from [32,
Subsection 5.3].

Lemma 3.13. Let (J,J ) be a measurable space, μ be an integer-valued random
measure on R+×Ω, and let τ be a predictable stopping times such that μ1τ = μ.
Then for the corresponding compensator ν we have we have that ν1τ = ν, i.e.
{τ} ×X is a set of full νM -measure a.s.

Proof of Proposition 3.12. First notice that [[M c]] = 0 analogously to Proposi-
tion 3.11. As M is purely discontinuous with accessible jumps, by Lemma 2.20



574 I. S. Yaroslavtsev

there exists a sequence (τn)n≥1 of finite predictable stopping times with disjoint
graphs such that a.s.

{t ≥ 0 : ΔMt �= 0} ⊂ {τ1, . . . , τn, . . .}.

Then the desired follows from the fact that μM =
∑

n≥1 μ
M1τn a.s., Lemma 3.13,

and the fact that νM =
∑

n≥1 ν
M1τn , which follows e.g. from [52, Chapter II.1].

Indeed, μM is P̃-σ-finite, and if we fix A ∈ P̃ such that E
∫
R+×X

1A dμM < ∞,

then by the monotone convergence theorem and by the definition of a compen-
sator measure (see Subsection 2.8 and [52, Chapter II.1])

E
∫
R+×X

1A dνM = E
∫
R+×X

1A dμM =
∑
n≥1

E
∫
R+×X

1A1τn dμM

= E
∫
R+×X

1A1{τ1,...,τn...} dμ
M = E

∫
R+×X

1A1{τ1,...,τn...} dν
M ,

so (3.4) follows immideately.

Proposition 3.14. Let X be a Banach space, M : R+ × Ω → X be a local
martingale. Assume that M admits the canonical decomposition M = M c +
Mq +Ma. Then we have that νM = νM

q

+ νM
a

.

Proof. Note that by Definition 2.15 of the canonical decomposition and by Re-
mark 2.17, Mq and Ma collect different jumps of M , i.e. (2.8) holds true, and
hence μMq

+μMa

= μM , so νM
q

+νM
a

= νM by the definition of a compensator
(see Subsection 2.8).

We will also need the following lemma, which follows from [57, Theorem
9.22]. Recall that a random measure μ with a compensator ν is called quasi-left
continuous if any stochastic integral with respect to μ̄ = μ−ν defined by (2.12)
is quasi-left continuous. A random measure μ with a compensator ν is called
accessible if any stochastic integral with respect to μ̄ has accessible jumps.

Lemma 3.15. Let (J,J ) be a measurable space, μ be an integer-valued P̃ -σ-
finite random measure on R+×Ω. Then there exist unique random measures μq

and μa such that μ = μq + μa and such that μq is quasi-left continuous and μa

is accessible.

Remark 3.16. Note that analogously to Lemma 2.22 one can show that μ is
quasi-left continuous if and only if ν is non-atomic in time. Similarly, by the fact
that any accessible measure is supported by countably many predictable stopping
times (see [57, Theorem 9.22]) and by applying techniques from the proof of
Proposition 3.12 it follows that μ is accessible if and only if its compensator ν
has a.s. a support of countably many points on R+.

Proof of Theorem 3.9. The theorem follows from Proposition 3.10, 3.11, 3.12,
and 3.14, Lemma 3.15, and Remark 3.16.
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3.3. Continuous martingales

First let us consider continuous martingales. The theory of continuous martin-
gales is already classical and in particular due to [36, 81, 119] the following
proposition holds true.

Proposition 3.17. Let X be a Banach space, 0 < p < ∞. Then X is UMD if
and only if for any pair M,N : R+ × Ω → X of continuous martingales with
[[N ]]∞ ≤ [[M ]]∞ a.s. one has that

E sup
1≤t<∞

‖Nt‖p �p,X E sup
1≤t<∞

‖Mt‖p. (3.5)

What we are interested in is constructing for an X-valued continuous mar-
tingale M a decoupled tangent martingale N (see Definition 3.3), which we will
need later in Subsection 3.7.

Theorem 3.18. Let X be a UMD Banach space, M : R+×Ω → X be a contin-
uous local martingale. Then there exists an enlarged probability space (Ω,F ,P)
endowed with an enlarged filtration F = (F t)t≥0, and an F-adapted continuous
local martingale N : R+ × Ω → X such that M is a local F-martingale with
the same local characteristics, M and N are tangent, and N(ω) is a martingale
with independent increments and with local characteristics ([[M ]](ω), 0) for a.e.
ω ∈ Ω.

For the proof we will need the following statement concerning Brownian rep-
resentations.

Lemma 3.19 (Brownian representation). Let (Mn)n≥1 be a family of contin-
uous martingales and (an)n≥1 be a real-valued sequence such that a.s. for any
n ≥ 1 and any 0 ≤ s ≤ t

[Mn]t − [Mn]s ≤ an(t− s).

Then there exists a Hilbert space H, an enlarged probability space (Ω,F ,P) en-
dowed by an enlarged filtration F = (F t)t≥0, an F-adapted cylindrical Brownian
motion WH , and a family of predictable H-valued processes (fn)n≥1 depending
only on the family of processes ([Mn,Mm])n,m≥1 such that

Mn = fn ·WH , n ≥ 1.

Proof. Let H be a separable Hilbert space, (hn)n≥1 be an orthonormal basis
of H. Let us define an H-valued process M :=

∑
n≥1

1√
ann

Mnhn. First let

us show that this process is well defined. To this end we need to show that∑∞
n=1

∣∣ 1√
ann

Mn
t

∣∣2 converges a.s. for any t ≥ 0. Note that by the monotone

convergence theorem one has that a.s.

E
∞∑

n=1

∣∣∣∣ 1√
ann

Mn
t

∣∣∣∣2 = lim
N→∞

E
N∑

n=1

1

ann2
|Mn

t |2

(∗)
= lim

N→∞
E

N∑
n=1

1

ann2
[Mn]t ≤ E

∞∑
n=1

1

n2
t � t,
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where (∗) holds by [56, Theorem 26.12]. Therefore
∑∞

n=1

∣∣ 1√
ann

Mn
t

∣∣2 converges

in measure, and as this is a sum of nonnegative random variables, it converges
a.s. For the similar reason and by the continuity of the conditional expectation
[46, Section 2.6] one has that M is an H-valued martingale so that by e.g. [108,
(3.8)] for any 0 ≤ s ≤ t a.s.

[M ]t − [M ]s =

∞∑
n=1

[〈M,hn〉]t − [〈M,hn〉]s =
∞∑

n=1

1

ann2

(
[Mn]t − [Mn]s

)
≤

∞∑
n=1

1

n2
(t− s) � t− s.

Consequently, by [108, Example 3.18 and Proposition 4.7] (see also [88, Theorem
2], [54, 114], [27, Theorem 8.2], and [60, Theorem 3.4.2]) there exist an enlarged
probability space (Ω,F ,P) endowed by an enlarged filtration F = (F t)t≥0, an F-
adapted cylindrical Brownian motion WH , and a predictable process Φ : R+ ×
Ω → L(H) such that M = Φ · WH . Notice that by the construction of Φ
presented in [108, Proposition 4.7] it depends only on the family of processes
([〈M,h〉, 〈M, g〉])h,g∈H , and the latter by the fact that covariation is bilinear
depends only on the family of processes

([〈M,hn〉, 〈M,hm〉])n,m≥1 = ([Mn,Mm])n,m≥1.

The desired follows by setting fn :=
√
annΦ

∗hn for any n ≥ 1, so

fn ·WH =
√
annΦ∗hn ·WH =

√
ann〈Φ ·WH , hn〉 =

√
ann〈M,hn〉 = Mn.

Proof of Theorem 3.18. Without loss of generality by the Pettis measurability
theorem [46, Theorem 1.1.20] we may assume that X is separable (and as X is
UMD, it is reflexive, so X∗ is separable as well). By a stopping time argument
we may assume that M is uniformly bounded a.e. on R+ × Ω. Let (x∗

n)n≥1 be
a dense subset of a unit ball in X∗, and let us define a random time-change

τt := inf
{
s ≥ 0 :

∞∑
n=1

1
n2 [〈M,x∗

n〉]s + s ≥ t
}
, t ≥ 0 (3.6)

(the latter time-change is well defined as ([〈M,x∗
n〉])n≥1 are a.s. uniformly

bounded since by [119]

[〈M,x∗〉]s ≤ ‖[[M ]]s‖ ≤ γ([[M ]]s) < ∞, s ≥ 0,

a.s. for any x∗ ∈ X∗, ‖x∗‖ ≤ 1, see Remark 2.13 for the definition of γ(·)). Note
that as stricktly increasing, this time-change is invertible, i.e. for a time changed
filtration G = (Gt)t≥0 := (Fτt)t≥0 there exists a strictly increasing F-predictable
continuous process A : R+×Ω → X such that (A◦τ)t = (τ ◦A)t = t a.s. for any
t ≥ 0. (Note that in fact At =

∑∞
n=1

1
n2 [〈M,x∗

n〉]t + t as it is defined by (3.6),
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see e.g. [116, Theorem 2.16] or [117, Subsection 2.4.4]). Let M̃ := M ◦ τ . Then
by the Kazamaki theorem [56, Theorem 17.24] for any n ≥ 1 a.s.

[〈M̃, x∗
n〉]t − [〈M̃, x∗

n〉]s = [〈M,x∗
n〉]τt − [〈M,x∗

n〉]τs
≤ n2(t− s), 0 ≤ s ≤ t,

thus by Lemma 3.19 we can show that there exist an enlarged probability space
(Ω,F ,P), an enlarged filtration G = (Gt)t≥0, a Hilbert space H, a G-adapted
cylindrical Wiener process WH , and a family of H-valued G-predictable pro-
cesses (fn) such that

〈M̃t, x
∗
n〉 =

∫ t

0

fn dWH , n ≥ 1. (3.7)

Let us first show that for any x∗ ∈ X∗ there exists a G-predictable process
fx∗ : R+ × Ω → H such that 〈M̃t, x

∗〉 = fx∗ ·WH . Let Y = span{x∗
n, n ≥ 1} ⊂

X∗. By the definition of (x∗
n)n≥1, Y is dense in X∗, so there exists a sequence

(ym)m≥1 ∈ Y that converges to x∗. By the definition of Y , by the linearity of
a stochastic integral, and by (3.7) for each m ≥ 1 there exists a G-predictable

process fym : R+ ×Ω → H such that 〈M̃t, ym〉 = fym ·WH . Moreover, fym ·WH

converges to 〈M̃, x∗〉 in strong Lp sense for any 1 ≤ p < ∞ as

E sup
t≥0

∣∣∣∫ t

0

fym dWH − 〈M̃t, x
∗〉
∣∣∣p = E sup

t≥0
|〈M̃, x∗ − ym〉|p

≤ ‖x∗ − ym‖pE sup
t≥0

‖M̃‖p → 0, m → ∞,

where the latter follows from the fact that M̃ is uniformly bounded. Therefore
the existence of the desired fx∗ follows e.g. from (2.18) and the fact that the
space Lp(Ω;L2(R+;H)) restricted to a proper predictable σ-algebra is a Banach
space. Moreover, it follows from (2.17) that for any x∗ ∈ X∗ for a.e. ω ∈ Ω∫ ∞

0

‖fx∗‖2 ds = [M̃, x∗]∞ = [[M̃ ]]∞(x∗, x∗) �M,ω ‖x∗‖2. (3.8)

Let us now show that for a.e. ω ∈ Ω the mapping x∗ �→ fx∗(ω) can be assumed
to be linear. As Y is a linear subspace of X∗ generated by a countable set, it has
a countable Hamel basis (zn)n≥1 ⊂ X∗. Let Z be a Q-span of (zn)n≥1. Then by
the linearity of a stochastic integral and by the fact that Z is countable for any
z1, . . . , zk ∈ Z and for any r1, . . . , rk ∈ Q we can assume that fr1z1+...+rkzk =
r1fz1 + . . .+ rkfzk everywhere on Ω. Moreover, without loss of generality since
Z is countable we know that (3.8) holds a.s. for any z ∈ Z. Thus there exists
Ω0 ⊂ Ω of full measure such that for any ω ∈ Ω0 we have a bounded linear
operator T (ω) : Z → L2(R+;H) with T (ω)z = fz(ω). By extending the operator
T (ω) to the whole X∗ and by the construction of fx∗ for a general x∗ ∈ X∗ we
have that T (ω)x∗ = fx∗(ω) for a.e. ω ∈ Ω, and the desired holds true.
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Now note that by (3.8), T ∗ corresponds to a bilinear form [[M ]]∞ having
a finite Gaussian characteristic (i.e. a.s. [[M ]]∞(x∗, x∗) = 〈Tx∗, Tx∗〉 for any
x∗ ∈ X∗ with γ([[M ]]∞) < ∞, see [119, Subsection 3.2] and Remark 2.13), so by
[119, Subsection 3.2] a.s. there exists Φ = T ∗ ∈ γ(L2(R+;H), X) such that a.s.

〈M̃t, x
∗〉 =

∫ t

0

fx∗ dWH =

∫ t

0

Φ∗x∗ dWH , x∗ ∈ X∗,

and thus by [81, Theorem 3.5] and the fact that Φ∗x∗ = Tx∗ = fx∗ is a pre-

dictable process for any x∗ ∈ X∗ we have that M̃ = Φ ·WH .
Finally, let us construct N . Let W ′

H be an independent cylindrical Brownian

motion, Ñ := Φ · W ′
H , and let N := Ñ ◦ A. Then N is a martingale on an

enlarged probability space (Ω̂, F̂ , P̂) and an enlarged filtration F̂ = (F̂t)t≥0

(which is now generated by the original filtration and time changed cylindrical
Brownian motions WH and W ′

H) by Kazamaki theorem [56, Theorem 17.24]
and the stochastic integration theory [81], so we need to show that M is a
local martingale with the same local characteristics ([[M ]], 0), [[N ]] = [[M ]] a.s.,
and that N(ω) is a martingale with independent increments and with the local
characteristics ([[M ]](ω), 0) for a.e. ω ∈ Ω. M is a martingale because of the
fact that M is independent of W ′

H and the fact that M ◦ τ = Φ · WH is a G-
martingale, so when we time-change it back by using A we get a martingale with
respect to the filtration generated by the original filtration F and a time-changed
cylidrical process W ′

H ◦ A (see Kazamaki theorem [56, Theorem 17.24]), while
M does not change its local characteristics as it remains continuous and due to
the definition of a quadratic variation which does not depend on enlargement of
filtration (see Subsection 2.6). The second holds by (2.17) and due to the fact
that for any x∗ ∈ X∗ a.s.

[[N ]]t(x
∗, x∗)=[[Ñ ]]At(x

∗, x∗)=

∫ At

0

‖Φ∗x∗‖2 ds=[[M̃ ]]At(x
∗, x∗)=[[M ]]t(x

∗, x∗).

Now let us prove that N(ω) is a martingale with independent increments and
with the local characteristics ([[M ]](ω), 0). This directly follows from the con-
struction of a stochastic integral (see Subsection 2.10 and [81]), the fact that
Φ(ω) is deterministic and is in γ(L2(R+;H), X) for a.e. ω ∈ Ω, the fact that the
time change (τt(ω))t≥0 is deterministic for a.e. ω ∈ Ω, and the fact that W ′

H

does not depend on ω ∈ Ω.

Remark 3.20. One can straighten the latter proposition in the following way:
N has independent increments given [[M c]]. Indeed, due to the construction of Φ
(see Lemma 3.19 and its proof) and (τt)t≥0 we have that these random elements
are σ([[M c]])-measurable, so the desired follows from Corollary 2.7 as for a.e.
fixed [[M c]] both Φ and (τt)t≥0 are fixed.

3.4. Stochastic integrals with respect to random measures

Before treating the case of purely discontinuous quasi-left continuous martin-
gales in Subsection 3.5 we will need to prove a similar result for stochastic
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integrals with respect to random measures (see Subsection 2.8). This case will
be done via Cox processes.

3.4.1. Cox process

Let (J,J ) be a measurable space, μ be an optional integer-valued random mea-
sure on R+ × J with a compensator ν which is non-atomic in time (which is
equivalent to the fact that μ is quasi-left continuous, see [57, Theorem 9.22] or
[52, Corollary II.1.19]). Due to Cox [22] (see also [23, 52, 56, 57, 61]) it is known

that there exists an enlarged probability space (Ω,F ,P) = (Ω× Ω̂,F⊗F̂ ,P⊗ P̂)
(where (Ω̂, F̂ , P̂) is an independent probability space where the correspond-
ing Poisson random measure lives, see Example 3.21), an enlarged filtration
F = (F t)t≥0, and a unique up to distribution integer-valued random measure
μCox on R+ × J optional with respect to F having ν as a compensator so that

μCox is conditionally Poisson given F , i.e. for any C ∈ P̃ (see Subsection 2.8 for

the definition of P̃) with E
∫
R+×J

1C dν < ∞

• processes μCox

(
([0, ·]×A1)∩C

)
and μCox

(
([0, ·]×A2)∩C

)
are conditionally

independent given F for any disjoint A1, A2 ∈ J ,
• the random measure μCox(ω) is a Poisson random measure and for almost

any fixed ω ∈ Ω (see Subsection 2.9).

Such a random measure μCox is called a Cox process directed by ν.

Example 3.21. Let J be finite, J = {1, . . . , n}, J be a σ-algebra generated by
all atoms of J . Let μ be a random measure on R+×J with a compensator ν such
that ν([0, t]×J) < ∞ a.s. for any t ≥ 0. Then the construction of the Cox process
μCox directed by ν has the following form. Let N be a standard Poisson random
measure on R+×J , i.e.

∫
1{0} dN, . . . ,

∫
1{n} dN are independent Poissons and

E
∫
[0,t]×J

1{m} dN = t, 1 ≤ m ≤ n.

Then the desired measure has the following form

μCox([0, t]× {m}) := N
(
[0, ν([0, t]× {m})]× {m}

)
, 1 ≤ m ≤ n. (3.9)

In the case of a general P̃ -σ-finite compensator ν the latter can be expressed
as the sum ν =

∑
k≥1 ν

k of compensators (νk)k≥1 with disjoint domains in P̃,

where each of νk satisfies νk(R+ × J) < ∞ a.s., and then the Cox process μCox

will have the form μCox =
∑

k≥1 μ
k
Cox, where each of μk

Cox is constructed analo-

gously (3.9), but with using independent standard Poisson random measures Nk

on R+ × J and compensators νk respectively.

3.4.2. Random measures: tangency and decoupling

It turns out that Cox processes play an important rôle in random measure theory
and in particular if one changes a random measure by the corresponding Cox
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process then the strong Lp-norm does not change much. Recall that a stochastic
integral with respect to a random measure is defined by (2.10).

Theorem 3.22. Let X be a Banach space, 1 ≤ p < ∞. Then X is UMD if and
only if for any measurable space (J,J ) and any integer-valued random measure
μ on R+ × J with a compensator measure ν which is non-atomic in time one
has that for any elementary predictable F : R+ × Ω× J → X

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p

�p,X E
∥∥∥∫

R+×J

F dμ̄Cox

∥∥∥p

, (3.10)

where μCox is the Cox process directed by ν, μ̄ = μ− ν, and μ̄Cox = μCox − ν.

For the proof we will need the following proposition. Recall that a Poisson
measure N is called nontrivial if its compensator in nonzero (equivalently, if it
is nonzero itself).

Proposition 3.23. Let X be a Banach space, 1 ≤ p < ∞, (J,J ) be a mea-
surable space, N be a nontrivial Poisson random measure on R+ × J with a
compensator ν = λ⊗κ with λ being Lebesgue on R+ and κ being a σ-finite mea-

sure on (J,J ), Ñ := N − ν be the corresponding compensated Poisson measure.
Then X has the UMD property if and only if for any elementary predictable
F : R+ × Ω× J → X

E sup
t≥0

∥∥∥∫
[0,t]×J

F dÑ
∥∥∥p

�p,X E
∥∥∥∫

R+×J

F dÑind

∥∥∥p

, (3.11)

where Ñind is an independent copy of Ñ .

Proof. First notice that as ν = λ⊗ κ, Ñ is time-homogeneous, i.e. the distribu-
tions of Ñ and shifted Ñ(·, ·+ t, ·) are the same for any t ≥ 0.

The “only if” part follows from the inequalities (1.2) for discrete tangent
martingales, Remark 2.28, the definition of a stochastic integral with reapect to
a random measure (2.10), and from the fact that by [47, Proposition 6.1.12]

E
∥∥∥∫

R+×J

F dÑind

∥∥∥p = EENind

∥∥∥∫
R+×J

F dÑind

∥∥∥p
�p EENind

sup
t≥0

∥∥∥∫
[0,t]×J

F dÑind

∥∥∥p

= E sup
t≥0

∥∥∥∫
[0,t]×J

F dÑind

∥∥∥p

(here ENind
is defined by Example 2.5). Let us show the “if” part. Let (3.11) be

satisfied for some 1 ≤ p < ∞ and for any elementary predictable F . Then

E sup
t≥0

∥∥∥∫
[0,t]×J

F dÑ
∥∥∥p

�p,X E
∥∥∥∫

R+×J

F dÑind

∥∥∥p

(∗)
� p E

∥∥∥∫
R+×J

F dÑ1
ind −

∫
R+×J

F dÑ2
ind

∥∥∥p

,
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where Ñ1
ind and Ñ2

ind are independent copies of Ñ , and (∗) follows by a triangle
inequality and the Lp-contractility of a conditional expectation [46, Corollary
2.6.30]. Therefore for any predictable process a : R+×Ω → {−1, 1} independent

of Ñ1
ind and Ñ2

ind one has that

E sup
t≥0

∥∥∥∫
[0,t]×J

aF dÑ
∥∥∥p

�p,X E
∥∥∥∫

R+×J

aF dÑ1
ind −

∫
R+×J

aF dÑ2
ind

∥∥∥p
(∗)
= E

∥∥∥∫
R+×J

F dÑ1
ind −

∫
R+×J

F dÑ2
ind

∥∥∥p

(3.12)

�p,X E sup
t≥0

∥∥∥∫
[0,t]×J

F dÑ
∥∥∥p

,

where (∗) follows from the fact that we are integrating both aF and F with
respect to a symmetric independent noise, so a does not play any role. Let
us show that (3.12) implies the UMD property. Without loss of generality by
assuming that J := A for some fixed A ⊂ J with 0 < κ(A) < ∞ and that F
has only steps of the form 1A, we may assume that J consists only of one point
and thus Ñ is a standard compensated Poisson process with the rate parameter
κ(A) (so, by a time-change argument the rate can be assumed 1), and thus (3.12)
implies that for any elementary predictable F : R+ × Ω → X

E sup
t≥0

∥∥∥∫ t

0

aF dÑ
∥∥∥p �p,X E sup

t≥0

∥∥∥∫ t

0

F dÑ
∥∥∥p

. (3.13)

First assume that p > 1. Then due to Doob’s maximal inequality (2.6), (3.13)
is equivalent to

E
∥∥∥∫ ∞

0

aF dÑ
∥∥∥p �p,X E

∥∥∥∫ ∞

0

F dÑ
∥∥∥p. (3.14)

Let (rn)
N
n=1 be a sequence of independent Rademacher random variables (see

Definition 2.1), φ1 ∈ X, φn : {−1, 1}n−1 → X for 2 ≤ n ≤ N . Let (εn)
N
n=1 be

a {−1, 1}-valued sequence. By the definition of the UMD property and by [46,
Theorem 4.2.5] we only need to show that

E
∥∥∥ N∑
n=1

εnrnφn(r1, . . . , rn−1)
∥∥∥p �p,X E

∥∥∥ N∑
n=1

rnφn(r1, . . . , rn−1)
∥∥∥p

. (3.15)

To this end we approximate in Lp-sense distributions of
∑N

n=1rnφn(r1, . . . , rn−1)

and
∑N

n=1 εnrnφn(r1, . . . , rn−1) by
∫∞
0

F dÑ and
∫∞
0

aF dÑ respectively by
finding appropriate F and a.

Fix ε > 0. Let A > 0 be such that for a stopping time

τ := inf{t ≥ 0 : |Ñt| ≥ A}

one has that
‖signÑτ − Ñτ/A‖Lp(Ω) < ε. (3.16)
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Such A exists since |ΔÑτ | ≤ 1 and τ < ∞ a.s. as Ñ is unbounded a.s., so a.s.

Ñτ/A ∈
[
−1− 1

A ,−1
]
∪
[
1, 1 + 1

A

]
, (3.17)

and since by [56, Theorem 25.14]

EÑτ = 0. (3.18)

Let τ0 = 0, τ1 = τ , and for any 2 ≤ n ≤ N define

τn := inf{t ≥ τn−1 :
∣∣Ñt − Ñτn−1

∣∣ ≥ A}.

By strong Markov property of Lévy processes we have that (Ñτn − Ñτn−1)
N
n=1

are independent, and thus by (3.16) and (3.18) there exists a sequence of inde-
pendent Rademacher random variables which we without loss of generality can
denote by (rn)

N
n=1 such that∥∥rn − (Ñτn − Ñτn−1)/A

∥∥
Lp(Ω)

�p ε, 1 ≤ n ≤ N. (3.19)

(One just needs to use the fact that by (3.16) and (3.18), |E sign(Nτn−Nτn−1)|�p

ε, so by (3.17) one can approximate (Ñτn − Ñτn−1)/A by a Rademacher.) Now
let us define appropriate F and a in the following way:

F (t) :=

⎧⎪⎨⎪⎩
φ1/A, if 0 ≤ t ≤ τ1,

φn(r1, . . . , rn−1)/A, if τn−1 < t ≤ τn, 2 ≤ n ≤ N,

0, if t > τN ,

a(t) :=

{
εn, if τn−1 < t ≤ τn, 1 ≤ n ≤ N,

1, if t > τN .

Then one has that F and a are predictable by [52, Theorem I.2.2], and moreover

∥∥∥∫ ∞

0

F dÑ −
N∑

n=1

rnφn(r1, . . . , rn−1)
∥∥∥
Lp(Ω;X)

=
∥∥∥ N∑
n=1

(
rn − (Ñτn − Ñτn−1)/A

)
φn(r1, . . . , rn−1)

∥∥∥
Lp(Ω;X)

≤
N∑

n=1

∥∥∥(rn − (Ñτn − Ñτn−1)/A
)
φn(r1, . . . , rn−1)

∥∥∥
Lp(Ω;X)

≤ L

N∑
n=1

∥∥∥rn − (Ñτn − Ñτn−1)/A
∥∥∥
Lp(Ω;X)

(∗)
� p NLε,

where L > 0 is such that ‖φn‖∞ < L for any 1 ≤ n ≤ N , and (∗) follows
from (3.19). For the same reason we have that∥∥∥∫ ∞

0

aF dÑ −
N∑

n=1

εnrnφn(r1, . . . , rn−1)
∥∥∥
Lp(Ω;X)

�p NLε.

By letting ε → 0 and by (3.14) we obtain (3.15).
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Now let p = 1. Then we need to use good-λ inequalities in order to show
that (3.13) holds for any p > 1 (see Section 5). Let M =

∫
[0,·]×J

F dÑ and

L =
∫
[0,·]×J

aF dÑ for some elementary predictable F : R+ × Ω → R and

a : R+ × Ω → {0, 1}. Let us fix β > 1, δ > 0, and λ > 0, and let us define
stopping times

σ := inf{t ≥ 0 : ‖Lt‖ > λ},
τ := inf{t ≥ 0 : ‖Mt‖ > δλ},
ρ := inf{t ≥ 0 : ‖Ft‖ > δλ}.

Define

M̂t :=

∫
[0,t]×J

F1(τ∧σ∧ρ,τ∧ρ] dÑ , t ≥ 0,

L̂t :=

∫
[0,t]×X

aF1(τ∧σ∧ρ,τ∧ρ] dÑ , t ≥ 0.

Note that M̂ coincides with M −Mτ∧σ∧ρ on [0, τ ∧ ρ], so by the definition of

τ and ρ we have that M̂ ≤ 2δλ (note that F is elementary predictable, so ρ is
predictable, and so ΔMρ = ΔLρ = 0 as M and L are quasi-left continuous),
and thus by (3.13) for p = 1 we have that

E sup
t≥0

‖L̂t‖ �X E sup
t≥0

‖M̂t‖ ≤ 2pδpλp. (3.20)

Therefore, as ‖ΔMt‖ ≤ ‖Ft‖ a.s. for any t ≥ 0,

P(L∗>βλ,ΔM∗ ∨M∗≤δλ) ≤ P(L∗>βλ, τ=ρ=∞)
(∗)
≤ P(L̂∗ > (β − δ − 1)λ)

≤ 1

(β − δ − 1)λ
EL̂∗

(∗∗)
� X

1

(β − δ − 1)λ
EM̂∗,

where (∗) follows from the fact that if τ = ρ = ∞, then L̂ coincides with
L − Lτ∧σ∧ρ on R+, and the fact that P(σ = ρ) = 0 as ρ is predictable and σ
is totally inaccessible (see [56, Chapter 25]), while (∗∗) holds by (3.20). On the

other hand as M̂ ≤ 2δλ a.s.

EM̂∗ = EM̂∗1τ∧σ∧ρ<∞ ≤ 2δλP(σ < ∞) = 2δλP(L∗ > λ).

Consequently,

P(L∗ > βλ,ΔM∗ ∨M∗ ≤ δλ) �X
2δλ

(β − δ − 1)λ
P(L∗ > λ),

and one has that (3.13) holds for any p > 1 by Lemma 5.2 and by the fact that
ΔM∗ ≤ 2M∗ a.s., so the UMD property follows from the case p > 1 considered
above.
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For the proof of Theorem 3.22 we will also need the following technical lemma
on approximation of continuous increasing predictable functions which simpler
form was proven in [32, Subsection 5.5].

Lemma 3.24. Let F : R+×Ω → R+ be a nondecreasing continuous predictable
process such that F (t)− F (s) ≤ C(t− s) a.s. for any 0 ≤ s ≤ t and any C > 0,
and such that F (0) = 0 a.s. Let 0 < p < ∞. Then for any p ∈ (0, 1], for any
T ≥ 0, and for any δ > 0 these exists natural K0 > 0 such that for any K > K0

and for (tk)
K
k=0 = (Tk/K)Kk=0 we have that

E
( K∑
k=1

∣∣F (tk)− E(F (tk)|Ftk−1
)
∣∣)p

< δ. (3.21)

Proof. Let us first show the lemma for p = 1. As it was shown in [32, Subsection
5.5], there exists a predictable process f : R+ × Ω → [0, C] such that a.s.

Ft =

∫ t

0

f(s) ds, t ≥ 0. (3.22)

For each K > 0 define

TKf(t) := E
(
f(t)

∣∣Ftk

)
, tk−1 < t ≤ tk, k = 1, . . . ,K. (3.23)

Then it is sufficient to show that TKf converges to f in L1([0, T ]×Ω, λ|[0,T ]⊗P)
(where λ is the Lebesgue measure on R+) as

E
K∑

k=1

∣∣F (tk)− E(F (tk)|Ftk−1
)
∣∣ = E

K∑
k=1

∣∣∣∫ tk

tk−1

f(t)− E
(
f(t)

∣∣Ftk

)
dt
∣∣∣

≤ E
K∑

k=1

∫ tk

tk−1

∣∣f(t)− E
(
f(t)

∣∣Ftk

)∣∣ dt
= E

∫ T

0

∣∣f(t)− E
(
f(t)

∣∣Ftk

)∣∣ dt
= ‖f − TKf‖L1([0,T ]×Ω,λ|[0,T ]⊗P).

Note that TK is a bounded linear operator on L1([0, T ]×Ω, λ|[0,T ]⊗P) of norm
1 as for any g ∈ L1([0, T ]×Ω, λ|[0,T ]⊗P) by the Fubini theorem and by the fact
that a conditional expectation is a contraction on L1(Ω)

‖TKg‖L1([0,T ]×Ω,λ|[0,T ]⊗P) = E
∫ T

0

∣∣E(g(t)∣∣Ftk

)∣∣ dt = ∫ T

0

E
∣∣E(g(t)∣∣Ftk

)∣∣ dt
≤

∫ T

0

E|g(t)| dt=E
∫ T

0

|g(t)| dt=‖g‖L1([0,T ]×Ω,λ|[0,T ]
.

Therefore by [34, Lemma 9.4.7] it is sufficient to show that Tkfn → fn for a
converging to f sequence (fn)n≥1. To this end we need to set fn(·) := f(·−1/n)
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on [1/n,∞] and f(·) = 0 on [0, 1/n]. Then fn converges to f in L1([0, T ] ×
Ω, λ|[0,T ] ⊗ P) as n → ∞ by [34, Lemma 9.4.7] (translation operators have a
strong limit, namely the identity operator, see e.g. [4, Theorem 1]) and by the
dominated convergence theorem, while TKfn = fn for K ≥ n as in this case
fn(t) is Ft−1/K-measurable. Therefore the desired follows.

Let us show the case p �= 1. In this case it is sufficient to notice that for any
K ≥ 1 a.s.

K∑
k=1

∣∣F (tk)− E(F (tk)|Ftk−1
)
∣∣

=

K∑
k=1

∣∣F (tk)− F (tk−1)− E(F (tk)− F (tk−1)|Ftk−1
)
∣∣

(i)

≤
K∑

k=1

|F (tk)− F (tk−1)|+ |E(F (tk)− F (tk−1)|Ftk−1
)|

(ii)
=

K∑
k=1

F (tk)− F (tk−1) + E(F (tk)− F (tk−1)|Ftk−1
)

(iii)
=

∫ T

0

f(t) dt+

∫ T

0

TKf(t) dt
(iv)

≤ 2CT,

where f is defined by (3.22), TK is defined by (3.23), (i) follows from a triangle
inequality, (ii) follows from the fact that F is nondecreasing (and the same holds
for the conditional expectations), (iii) follows from the definition of f and Tkf ,
and (iv) holds by the fact that f ∈ [0, C] a.e. on R+×Ω, by the definition (3.22)
of TK , and the fact that a conditional expectation is a contraction on L∞ (so
TKf ∈ [0, C] a.e. on R+×Ω). Therefore (3.21) for p �= 1 follows by the dominated
convergence theorem and the case p = 1.

Proof of Theorem 3.22. The “if” part follows from Proposition 3.23. Let us
show the “only if” part. As F is elementary predictable we may assume that J
is finite, J = {1, . . . , n}, J is generated by all atoms, X is finite dimensional,
and F has the following form

F (t, ·, j) =
K∑

k=1

1[tk−1,tk)(t)ξk,j , t ≥ 0, 1 ≤ j ≤ n, (3.24)

where 0 ≤ t0 ≤ . . . ≤ tK , and ξk,j is elementary X-valued Ftk−1
-measurable for

any k = 1, . . . ,K and 1 ≤ j ≤ n.
Let μCox be as constructed in Example 3.21. Then we need to show that

E sup
t≥0

∥∥∥ K∑
k=1

n∑
j=1

μ̄([tk−1 ∧ t, tk ∧ t)× {j})ξk,j
∥∥∥p

�p,X EEN sup
t≥0

∥∥∥ K∑
k=1

n∑
j=1

Ñ
(
[νj([0, tk−1 ∧ t)), νj([0, tk ∧ t)))× {j}

)
ξk,j

∥∥∥p

,

(3.25)
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where νN is a compensator of N , Ñ := N − νN , EN denotes expectation in
ΩN (i.e. the expectation taken for a fixed ω ∈ Ω, see Example 2.5), and νj is a
random measure on R+ of the form

νj(A) := ν(A× {j}), A ∈ B(R+), j = 1, . . . , n. (3.26)

In order to derive (3.25) we will use the fact that any random measure is
Poisson after a certain time-change (see [56, Corollary 25.26]) and the decoupling
inequality (3.11). The proof will be done in four steps.

Step 1: ν([s, t) × {j}) ≤ t − s, ν(R+ × {j}) = ∞, 1 ≤ p ≤ 2. First assume
that a.s.

ν([s, t]× J) ≤ t− s, 0 ≤ s ≤ t, (3.27)

that ν(R+×{j}) = ∞ a.s. for any j = 1, . . . , n, and that 1 ≤ p ≤ 2. By the fact
that any martingale has a càdlàg version (see Subsection 2.5) and by adding
knots to the mesh we may assume that K is so big that (or the mesh is so small
that)

E
K

max
k=1

∥∥∥∫
[0,tk]×J

F dμ̄
∥∥∥p ≤ E sup

t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p ≤ 2E

K
max
k=1

∥∥∥∫
[0,tk]×J

F dμ̄
∥∥∥p

,

so instead of (3.10) it is sufficient to show that for K big enough

E
K

max
k=1

∥∥∥∫
[0,tk]×J

F dμ̄
∥∥∥p �p,X E

∥∥∥∫
R+×J

F dμ̄Cox

∥∥∥p. (3.28)

By [56, Corollary 25.26] the random measure χ defined on R+ × Ω by

χ([0, s)× {j}) := μ([0, τ js )× {j}), s ≥ 0, 1 ≤ j ≤ n,

with
τ js := inf{s ≥ 0 : ν([0, s)× {j}) ≥ t}, s ≥ 0, (3.29)

is a standard Poisson random measure with a compensator

νχ([0, s)× {j}) = s, s ≥ 0, 1 ≤ j ≤ n.

Without loss of generality by an approximation argument we may assume that
K in (3.24) is so large so that there exists T > 0 such that t0, . . . , tK in (3.24)

are 0, T
K , . . . , T (k−1)

K , T . Moreover, by considering a smaller mash for any δ > 0
we can assume that K is so large that by Lemma 3.24, by predictability and
continuity of the process t �→ ν([0, t)), and by (3.27)

E
K

max
k=1

n∑
j=1

|ν([0, tk)× {j})− E(ν([0, tk)× {j})|Ftk−1
)| < δ. (3.30)

Therefore the integral on the left-hand side of (3.25) becomes

t �→
K∑

k=1

n∑
j=1

χ̄
([

νj([0, tk−1 ∧ t)), νj([0, tk ∧ t))
)
× {j}

)
ξk,j ,
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where χ̄ = χ − νχ. As χ is a standard Poisson random measure, by (3.27), by
adding some pieces of standard Poisson random measure within stopping times,
and by using the fact that Poisson process is strong Markov and stationary,
without loss of generality we may assume that there exists a standard Poisson
random measure η on R+ × J with a compensator measure νη = νχ such that

η|[
tk−1,tk−1+νj [tk−1,tk)

) = χ|[
νj([0,tk−1)),νj([0,tk))

), k = 1, . . . ,K,

and η|[tk−1+νj [tk−1,tk),tk) is copied from an independent from χ standard Poisson
random measure. Then the integral above becomes as follows

Mt =

K∑
k=1

n∑
j=1

η̄
([

tk−1, tk−1 + νj [tk−1 ∧ t, tk ∧ t)
)
× {j}

)
ξk,j , t ≥ 0, (3.31)

where ξk,j is Ftk−1
⊗σ(η|[0,tk−1])-measurable and η̄ := η−νη. Let L : R+×Ω → X

be a process defined for every t ≥ 0 by

Lt =
K∑

k=1

n∑
j=1

η̄
([

tk−1∧ t, (tk−1+E(νj [tk−1, tk)|Ftk−1
))∧ t

)
×{j}

)
ξk,j . (3.32)

Note that L is a martingale with respect to an enlarged filtration F′ = (F ′
t)t≥0

of the following form

F ′
t =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
σ(η|[0,t],F0), 0 ≤ t < t1,

σ(η|[0,t],F ′
tk
), 1 ≤ k < K, tk < t < tk+1,

σ(η|[0,tk],Ftk), 1 ≤ k ≤ K, t = tk,

F ′
tK , t > tK .

L is a martingale with respect to F′, but it can be decomposed into two parts
L1 and L2 which are martingales in different filtrations, in the following way.
First we introduce a stopping time

σj
k := τ jνj [0,tk−1)+E(νj [tk−1,tk)|Ftk−1

), (3.33)

where τ js is as defined by (3.29). Then let us define for any t ≥ 0

L1
t :=

K∑
k=1

n∑
j=1

η̄
([

tk−1, tk−1+E(νj [tk−1, tk)|Ftk−1
)∧νj [tk−1∧t, tk∧t)

)
×{j}

)
ξk,j

=

K∑
k=1

n∑
j=1

μ̄
(
[tk−1 ∧ t, σj

k ∧ t)× {j}
)
ξk,j ,

which is a martingale with respect to the original filtration, and
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L2
t :=

K∑
k=1

1t≥tk

n∑
j=1

η̄
([

(tk−1 + νj [tk−1, tk)) ∧ t,

(tk−1 + E(νj [tk−1, tk)|Ftk−1
)) ∧ t

)
× {j}

)
1σj

k≥tk
ξk,j ,

which is a martingale with respect to the enlarged filtration

F′′ = (F ′′
t )t≥0 :=

(
F∞ ⊗ σ(η|Aη∩[0,t]×J )

)
t≥0

,

where Aη := ∪K
k=1 ∪j∈J

[
tk−1, tk−1 + νj [tk−1 ∧ t, tk ∧ t)

)
× {j} is a σ-field

depending on Ω and ⊗ does not mean a direct product, see Subsection 2.2.
Note that L1 and L2 are martingales in different scales, so L = L1 + L2 not
necessarily in general (unless ν((s, t] × {j}) = t − s), but L∞ = L1

∞ + L2
∞ and

supt≥0 ‖Lt‖ ≤ supt≥0 ‖L1
t‖+ supt≥0 ‖L2

t‖ a.s.
Next, by Novikov’s inequalities (2.13), the fact that X can be assumed finite

dimensional, the fact that F is uniformly bounded, the definition (3.33) of σj
k,

and (3.30)

E
K

max
k=1

∥∥∥∫
[0,tk]×J

F dμ̄− L1
tk

∥∥∥p
= E

K
max
k=1

∥∥∥ k∑

=1

n∑
j=1

μ̄([σj

 , t
)× {j})1σj

�≤t�
ξ
,j

∥∥∥p
�p,F E

K∑
k=1

n∑
j=1

ν
(
[σj

k, tk)× {j}
)
1σj

k≤tk

≤ E
K∑

k=1

n∑
j=1

|νj([0, tk))− E(νj([0, tk))|Ftk−1
)| < δ.

(3.34)

On the other hand for a similar reason and the fact that νη(·×{j}) is a standard
Lebesgue measure on R+ for any j = 1, . . . , n

E sup
t≥0

‖L2
t‖p = E sup

t≥0
Eη

∥∥∥ K∑
k=1

1t≥tk

n∑
j=1

η̄([tk−1 + νj [tk−1, tk), tk−1

+ E(νj [tk−1, tk)|Ftk−1
))× {j})1σj

k≥tk
ξk,j

∥∥∥p
(∗)
� p,F E

K∑
k=1

n∑
j=1

νη([tk−1 + νj [tk−1, tk), tk−1

+ E(νj [tk−1, tk)|Ftk−1
)))× {j})1σj

k≥tk

≤ E
K∑

k=1

n∑
j=1

∣∣∣E(νj [tk−1, tk)|Ftk−1
)))− νj [tk−1, tk)

∣∣∣1σj
k≥tk

≤ E
K∑

k=1

n∑
j=1

|νj([0, tk))− E(νj([0, tk))|Ftk−1
)| < δ,

(3.35)
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where Eη is defined by Example 2.5, (∗) follows from the fact that F is uniformly
bounded, (2.13), and the fact that the random measure constructed from(

η|∪j∈J [tk−1+νj [tk−1,tk),tk)×{j}

)K

k=1

is standard Poisson with the compensator measure(
νη|∪j∈J [tk−1+νj [tk−1,tk),tk)×{j}

)K
k=1

. As we can chooseK big enough (and δ small
enough), it is sufficient to show that

E
K

max
k=1

‖L1
tk
‖p �p,X E

∥∥∥ ∫
R+×J

F dμ̄Cox

∥∥∥p.
To this end first notice that analogously to (3.35)

EEN sup
t≥0

∥∥∥ K∑
k=1

1t≥tk

n∑
j=1

Ñ([tk−1 + νj [tk−1 ∧ t, tk ∧ t), tk−1

+ E(νj [tk−1 ∧ t, tk ∧ t)|Ftk−1
))× {j})1σj

k≥tk
ξk,j

∥∥∥p

�p,F δ,

(3.36)

where N is defined as in (3.25). Next note that by Theorem 1.1 (see also the
proof of Proposition 3.23), (3.36), and the fact that E(νj [tk−1 ∧ t, tk ∧ t)|Ftk−1

)
is F ′

tk−1
-measurable for any t ≥ 0

E
K

max
k=1

‖L1
tk
‖p

= E
K

max
k=1

Eη

∥∥∥ k∑

=1

n∑
j=1

η̄([t
−1, t
−1 + E(νj [t
−1, tk)|Ft�−1
))× {j})1A�,j

ξ
,j

+

k∑

=1

n∑
j=1

η̄([t
−1, t
)× {j})1A�,j
ξ
,j

∥∥∥p
�p,X EEN

K
max
k=1

∥∥∥ k∑

=1

n∑
j=1

Ñ([t
−1, t
−1 + E(νj [t
−1, tk)|Ft�−1
))× {j})1A�,j

ξ
,j

+

k∑

=1

n∑
j=1

Ñ([t
−1, t
)× {j})1A�,j
ξ
,j

∥∥∥p
(∗)
� p EEN

∥∥∥ K∑
k=1

n∑
j=1

Ñ([tk−1, tk−1 + E(νj [tk−1, tk)|Ftk−1
))× {j})1Ak,j

ξk,j

+

K∑
k=1

n∑
j=1

Ñ([tk−1, tk)× {j})1Ak,j
ξk,j

∥∥∥p
(∗∗)
� δ EEN

∥∥∥ K∑
k=1

n∑
j=1

Ñ
([

tk−1, tk−1 + νj [tk−1, tk)
)
× {j}

)
ξk,j

∥∥∥p
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= E
∥∥∥∫

R+×J

F dμ̄Cox

∥∥∥p

,

where Ak,j := {E(νj [tk−1, tk)|Ftk−1
) ≤ νj [tk−1, tk)} ⊂ Ω, (∗) holds by

Lemma 9.3, and (∗∗) holds for δ small enough by (3.30) e.g. analogously (3.34).
Therefore (3.28), and hence (3.10), follows. This terminates the proof.

Step 2: ν([s, t) × {j}) ≤ t − s, ν(R+ × {j}) = ∞, general 1 ≤ p < ∞. In
the case of a general 1 ≤ p < ∞ we will have exactly the same proof as in Step
1, but with applying more complicated Novikov inequalities (2.13) for the case
p > 2.

Step 3: ν([s, t) × {j}) < ∞, ν(R+ × {j}) = ∞, general 1 ≤ p < ∞. Assume
now that ν is infinite but finite on finite intervals. Then by a standard time
change argument (see [48, Theorems 10.27 and 10.28] or [32, Subsection 5.5])
we can assume that a.s.

ν([s, t]× J) ≤ t− s, 0 ≤ s ≤ t,

which was considered in Step 2.
Step 4: ν is general, 1 ≤ p < ∞. If we have a general measure ν, then

we make the following two tricks. First, instead of considering μ, we consider
μm := μ|Am , where (Am)m≥1 is an increasing family of elements of P̃ such that
∪mAm = R+ ×Ω× J and Eμ(Am) < ∞ for any m ≥ 1 (such a family exists as

μ is P̃-σ-finite). Note that by Step 3 for any m ≥ 1 we have that

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄m
∥∥∥p �p,X E

∥∥∥∫
R+×J

F dμ̄m
Cox

∥∥∥p

. (3.37)

Indeed, though μm is finite a.s., we can add to μm another independent Poisson
random measure εζ, ε > 0, where ζ is a standard Poisson random measure with
a compensator νζ satisfying νζ((s, t]× {j}) = t− s for all 0 ≤ s ≤ t and j ∈ J .
Then by Step 3 we have that

E sup
t≥0

∥∥∥∫
[0,t]×J

F d(μ̄m + εζ̄)
∥∥∥p

�p,X E
∥∥∥∫

R+×J

F d(μ̄m
Cox + εζ̄Cox)

∥∥∥p

,

and (3.37) follows by letting ε → 0, by a triangle inequality, and by the fact
that

E sup
t≥0

∥∥∥∫
[0,t]×J

F dεζ̄
∥∥∥p �p,X E

∥∥∥∫
R+×J

F dεζ̄Cox

∥∥∥p

�F,X,p εp.

Now notice that by Burkholder-Davis-Gundy inequalities [119, Subsection
7.2], by γ-dominated convergence [47, Theorem 9.4.2], and by monotone con-
vergence theorem (see Subsection 2.11 for the definition of a γ-norm)

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄m −
∫
[0,t]×J

F dμ̄
∥∥∥p

= E sup
t≥0

∥∥∥∫
[0,t]×J

F1R+×Ω×J\Am
dμ̄

∥∥∥p

�p,X E‖F1R+×Ω×J\Am
‖pγ(L2(R+×J;μ),X)
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→ 0, m → ∞

(see also Section B), and for the same reason and the fact that we can set μm
Cox

to be μCox|Am (as they are equidistributed)

E
∥∥∥∫

R+×J

F dμ̄m
Cox −

∫
R+×J

F dμ̄Cox

∥∥∥p → 0, m → ∞.

Thus (3.10) follows as a limit of (3.37).

Remark 3.25. Note that
∫
F dμ̄Cox is a decoupled tangent martingale to

∫
F dμ̄.

Indeed, let (Ω,F ,P) and F be the original probability space and filtration, let
(Ω,F ,P) be the extended by μCox probability space, and let F = (F t)t≥0 be such
that F t := σ(Ft, μCox|[0,t]) for any t ≥ 0. One needs to show that M =

∫
F dμ̄

is an F-martingale with the same local characteristics (0, νM ) with νM defined
by

νM (I ×B) =

∫
I

1B\{0}(F ) dν, I ⊂ R+, B ⊂ X Borel. (3.38)

As F is elementary predictable (but the same can be proven for any strongly P̃-
measurable F via exploiting an approximation argument, see Proposition 3.27
and Definition 3.28) and as J is countably generated, there exists an increasing
family of finite σ-algebras (Jm)m≥1 on J such that F is B(R+) ⊗ Jm ⊗ F-

measurable for any m ≥ 1 and J = σ((Jm)m≥1). Let F
m

= (Fm

t )t≥0 be such

that Fm

t := σ(Ft, μCox|[0,t]×Jm) for any t ≥ 0, where σ(μCox|[0,t]×Jm) means
that we are considering σ-algebras generated by processes t �→ μCox([0, t] × A)
for all A ∈ Jm (by approximating F as it was done in Step 4 of the proof of
Theorem 3.22 we may assume that EμCox(R+ × J) = Eν(R+ × J) = Eμ(R+ ×
J) < ∞), and let us first show that M is an F

m
-martingale. Let (Am

n )Nm
n=1 ⊂ J

be the partition generating Jm and let τns = inf{t ≥ 0 : ν([0, t] × Am
n ) ≥ s}.

Then thanks to Example 3.21 and the fact that the distribution of a Cox process
is uniquely determined by its compensator we have that there exist independent
standard Poisson processes (Nn)Nm

n=1 which are also independent of F such that
μCox([0, τ

n
s ]×A) = Nn

s . Fix any t ≥ r ≥ 0. Let Nm := σ((Nn)Nm
n=1). Then

E(Mt −Mr|F
m

r )
(∗)
= E

(
E(Mt −Mr|Fr ⊗Nm)

∣∣∣Fm

r

)
(∗∗)
= 0, (3.39)

where (∗) follows from the fact that Fm

r ⊂ Fr⊗Nm, and (∗∗) holds as Mt−Mr

is independent of Nm and as E(Mt − Mr|Fr) = 0. Now it suffices to notice
that E(Mt − Mr|Fr) = limm→∞ E(Mt − Mr|F

m

r ) = 0 due to the martingale
convergence theorem [46, Theorem 3.3.2]. The fact that M keeps the same local
characteristics (0, νM ) can be shown by (3.38) via proving that μ has the same
compensator after enlarging the probability space and filtration. Assume that μ
has a different F-compensator ν̃. Then for any I ⊂ R+ and A ⊂ J we have that
t �→ μ([0, t] ∩ I × J) − ν([0, t] ∩ I × J) is a martingale (as an integral w.r.t. μ̄
by the first part of the remark) and t �→ μ([0, t] ∩ I × J)− ν̃([0, t] ∩ I × J) is a
martingale (by the definition of a compensator), so a predictable finite variation
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process t �→ ν([0, t] ∩ I × J)− ν̃([0, t] ∩ I × J) is a martingale thus it is zero by
[56, Lemma 25.11] and hence ν̃ = ν a.s.

Remark 3.26. Inequality (3.10) has an equivalent formulation in terms of

Poisson random measures. Indeed, as ν is P̃ -σ-finite, it is a.s. σ-finite, so by
Subsection 2.9 a.s. there exists a Poisson random measure Nν , which distribu-
tion by the definition coincides with the distribution of the Cox process directed
by ν, so we have that for a.e. ω ∈ Ω the distributions of

∫
R+×J

F dμ̄Cox and∫
R+×J

F dÑν coincide, and in particular by (3.10)

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p �p,X E

∥∥∥∫
R+×J

F dÑν

∥∥∥p

, (3.40)

where the right-hand side is very much in the spirit of γ-radonifying operators
(see Subsection 2.11; see also [3, 98]), but here instead of considering Gaussian
random variables we have Poisson random measures. Note that this parallel with
γ-radonifying operators might mislead as e.g. one has that

∥∥∫
R+×J

F dÑν

∥∥
Lp(Ω;X)

and
∥∥∫

R+×J
F dÑν

∥∥
Lq(Ω;X)

are incomparable for different p and q (a classical

example would be α-stable processes which can be represented as such integrals)
which is of course not the case for Wiener integrals, see e.g. [47, Proposition
6.3.1].

Assume that for a Banach space X, for some 1 ≤ p < ∞, and for any
Poisson random measure N on R+ × J with a compensator ν there exists a
function Rν acting on deterministic X-valued functions on R+ × J such that

E
∥∥∫

R+×J
F dÑ

∥∥p �p,X Rν(F ) (resp. E
∥∥∫

R+×J
F dÑ

∥∥p �p,X Rν(F ).) In this

case, if X is a UMD Banach space, we can conclude from (3.40) that

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p �p,X ERν(F )(

resp. E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p

�p,X ERν(F )

)
.

An example of such Rν in the case of martingale type r spaces was presented in
[43, 121]:

Rν(F ) :=

⎧⎪⎨⎪⎩
min

{∫
R+×J

‖F‖p dν,
(∫

R+×J
‖F‖r dν

) p
r

}
, 1 ≤ p ≤ r,∫

R+×J
‖F‖p dν +

(∫
R+×J

‖F‖r dν
) p

r

, p > r

(though [43, 121] work only with Poisson random measures with the compensator
of the form λR+ ⊗ ν0, in the case of deterministic F these estimates can be
generalized to a general compensated Poisson measure). Therefore (3.40) allows
us to extend [43, 121] to stochastic integrals with respect to general random
measures for martingale type r Banach spaces with the UMD property.



Local characteristics and tangency 593

3.5. Purely discontinuous quasi-left continuous martingales

The present subsection is devoted to the purely discontinuous quasi-left continu-
ous case. Our goal is to show that any X-valued purely discontinuous quasi-left
continuous martingale M coincides with

∫
xdμ̄M (·, x) (where μM is defined

by (2.14)), so that we can reduce this case to the one considered in Subsec-
tion 3.4. To this end we need to define an integral of a general predictable (i.e.
not necessarily elementary predictable) process with respect to a random mea-
sure (as (t, x) �→ x, t ≥ 0, x ∈ X is not elementary predictable). Let us start
with the following proposition.

Proposition 3.27. Let (J,J ) be a measurable space, μ be an integer-valued
optional random measure over R+ ×J , ν be its compensator, μ̄ := μ− ν. Let X

be a Banach space. Let F : R+ × Ω × J → X be strongly P̃-measurable so that
E
∫
R+×J

‖F‖ dμ < ∞. Then

Mt :=

∫
[0,t]×J

F dμ̄ =

∫
[0,t]×J

F dμ−
∫
[0,t]×J

F dν, t ≥ 0, (3.41)

is well defined and is a martingale. Moreover,

E sup
t≥0

‖Mt‖ ≤ 2E
∫
R+×J

‖F‖ dμ. (3.42)

Proof. First of all note that M is well defined by formula (3.41) as by Fubini’s
theorem F is a.s. B(R+)⊗J -measurable and a.s. integrable with respect to μ and
ν (the a.s. integrability w.r.t. ν holds since E

∫
R+×J

‖F‖ dν = E
∫
R+×J

‖F‖ dμ <

∞, see (2.11)). Also notice that (3.42) follows directly from (3.41), from a tri-
angle inequality, and from (2.11).

As F is strongly P̃-measurable, as F ∈ L1(Ω×R+×J,P⊗ ν;X), and as step

functions are dense in L1(Ω×R+ ×J, P̃,P⊗ ν;X) (here we choose the measure

ν so that P⊗ ν is a measure on P̃), there exist elementary predictable processes
(Fn)n≥1, F

n : R+ × Ω× J → X for any n ≥ 1, such that

E
∫
R+×J

‖Fn‖ dμ = E
∫
R+×J

‖Fn‖ dν < ∞

for any n ≥ 1 and

E
∫
R+×J

‖F − Fn‖ dμ = E
∫
R+×J

‖F − Fn‖ dν → 0, n → ∞.

For each n ≥ 1 let

Mn
t :=

∫
[0,t]×J

Fn dμ̄ =

∫
[0,t]×J

Fn dμ−
∫
[0,t]×J

Fn dν, t ≥ 0.
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Then Mn is a martingale. On the other hand by (3.42) we have that

E sup
t≥0

‖Mt −Mn
t ‖ ≤ 2E

∫
R+×J

‖F − Fn‖ dμ → 0, n → ∞,

and thus, as martingales form a closed subset of L1(Ω;D(R+, X)) (see Defini-
tion 2.2 and Theorem 2.9), M is a martingale as well.

Now we are ready to define an integral of a general process with respect to a
random measure.

Definition 3.28. Let (J,J ) be a measurable space, μ be an integer-valued op-
tional random measure on R+ × J , ν be its compensator, μ̄ := μ− ν. Let X be

a Banach space. A general strongly P̃-measurable process F : R+ ×Ω× J → X
is called to be integrable with respect to μ̄ if for any increasing family (An)n≥1

of elements of P̃ satisfying E
∫
An

‖F‖ dμ < ∞ for any n ≥ 1 and ∪n≥1An =

R+ × Ω× J , we have that the processes
∫
An

F dμ̄ converge in L1(Ω;D(R+, X))
as n → ∞.

F is called to be locally integrable with respect to μ̄ if there exists an in-
creasing sequence of stopping times (τn)n≥1 such that τn → ∞ as n → ∞ and
A1[0,τn] is integrable with respect to μ̄ for any n ≥ 1.

This definition is very much in the spirit of Lebesgue integration (a function f
can be integrable only if its restrictions f |Bn are integrable and the correspond-
ing integrals converge as the restriction domains Bn’s blow up) or vector-valued
stochastic integration with respect to a Brownian motion, see [81].

Remark 3.29. Notice that in this case

t �→
∫
An∩[0,t]×J

F dμ̄ =

∫
An∩[0,t]×J

F dμ−
∫
An∩[0,t]×J

F dν, t ≥ 0, (3.43)

are well defined martingales by Proposition 3.27.

Now let us formulate the main theorem of the present subsection.

Theorem 3.30. Let X be a Banach space. Then X is UMD if and only if for
any purely discontinuous quasi-left continuous martingale M : R+ × Ω → X
with E supt≥0 ‖Mt‖ < ∞ we have that x is integrable with respect to μ̄M . If this

is the case, then Mt =
∫
[0,t]×X

xdμ̄M a.s.

Proof. We will separately prove the “if” and the “only if” parts.
The “only if” part. Let X be a UMD Banach space, M : R+ × Ω → X be a

purely discontinuous quasi-left continuous martingale with E supt≥0 ‖Mt‖ < ∞,

and let (An)n≥1 be some increasing family from P̃ satisfying the properties from
Definition 3.28. For every n ≥ 1 define an X-valued martingale

Mn
t :=

∫
An∩[0,t]×X

xdμ̄M , t ≥ 0.
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We need to show that (Mn)n≥1 converges in L1(Ω;D(R+, X)) as n → ∞. Note
that by the definition of Mn we have that ΔMn

t (ω) = ΔMt1An(t, ω,ΔMt(ω))
for a.e. ω ∈ Ω for any t ≥ 0, and thus, as M and Mn are purely discontinuous
(Mn is purely discontinuous as it is an integral with respect to a random mea-
sure, see e.g. [52, §II.1d] or [116, 118]), by [119, Subsection 6.1] we have that
(see Subsection 2.11 for the definition of a γ-norm)

∞ > E sup
t≥0

‖Mt‖ �X E
∥∥(ΔMt)t≥0

∥∥
γ(
2(R+),X)

;

also note that for any n ≥ 1 by Remark 3.29 we have that E supt≥0 ‖Mn
t ‖ < ∞.

Thus we have that

E sup
t≥0

‖Mt −Mn
t ‖ �X E

∥∥(ΔMt1An
(t, ·,ΔMt(·)))t≥0

∥∥
γ(
2(R+),X)

,

(here An means the complement of A in R+×Ω×J). As (An)n≥1 is a vanishing
family, by γ-dominated convergence [47, Theorem 9.4.2] and by the monotone
convergence theorem we have that E supt≥0 ‖Mt −Mn

t ‖ → 0 as n → ∞. Conse-
quently, Mn converges to M in L1(Ω;D(R+, X)).

The “if” part. This part of the proof is based on the tricks from [118, Sub-
section 4.4]. Assume that X is not UMD. Our goal is to find such a purely
discontinuous quasi-left continuous martingale M and such an increasing family
of sets (An)n≥1 in P̃ that

∫
An

‖x‖ dμM < ∞ for any n ≥ 1, but
∫
x1An dμ̄M

diverges in L1(Ω;D(R+, X)).
Due to the formula [15, (1.7)] and [118, Subsection 4.4] we have that X is

UMD if and only if
E sup

n
‖gn‖ �X E sup

n
‖fn‖ (3.44)

for any X-valued discrete martingales f = (fn)n≥0 and g = (gn)n≥0 with g0 =
f0 = 0 and with

gn − gn−1 = εn(fn − fn−1), n ≥ 1, (3.45)

for any fixed {0, 1}-valued sequence (εn)n≥1. As X is not UMD, (3.44) does
not hold. Therefore there exists a Paley-Walsh martingale (fn)n≥1 (see [18, 46]
why we can restrict to the Paley-Walsh case), i.e. a martingale (fn)n≥0 such
that there exists a sequence (rn)n≥1 of Rademachers (see Definition 2.1) so
that fn − fn−1 = rnφn(r1, . . . , rn) for some φn : {−1, 1}n−1 → X for every
n ≥ 1 and f0 = 0, and a {0, 1}-valued sequence (εn)n≥1, such that we have that
E supn ‖fn‖ = 1 and E supn ‖gn‖ = ∞ for (gn)n≥0 satisfying (3.45) and g0 = 0.

Let N1 and N2 be two independent standard Poisson processes (Note that
in this case N1 −N2 has a zero compensator and thus it is a martingale). Let
τ0 = 0, and for each n ≥ 1 define

τn := inf{t ≥ τn−1 : (N1
t −N1

τn−1
) ∨ (N2

t −N2
τn−1

) �= 0}, n ≥ 1.

Note that τn < ∞ a.s. and that τn → ∞ a.s. as n → ∞ (for the construction of
the standard Poisson process we refer the reader e.g. to [56, 61, 102, 103] or in
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any other standard probability textbook), and that as Poisson processes have
strong Markov property,

(σn)n≥1 =
(
N1

τn −N2
τn − (N1

τn−1
−N2

τn−1
)
)
n≥1

are i.i.d. random variables. Moreover, as N1 and N2 can have jumps of size
1 a.s., σn ∈ {−1, 1} a.s., and as N1 and N2 are independent equidistributed,
(σn)n≥1 are independent Rademachers. In particular, for a simplicity of the
proof we identify (σn)n≥1 with (rn)n≥1.

Now let us consider a martingale M : R+ × Ω → X of the form M =∫
Φd(N1 −N2), where

Φ(t) :=

∞∑
n=1

φn(r1, . . . , rn)1(τn−1,τn](t), t ≥ 0,

and the integral is defined in the Riemann-Stieltjes way (N1−N2 is a.s. locally
of finite variation). First of all, M is a local martingale since for any n ≥ 1
we have that Φτn is bounded and takes values in a finite-dimensional subspace
of X, so the stochastic integral Mτn =

∫
Φτn d(N1 − N2) is well defined by a

classical finite dimensional theory (see [52, 56]). Moreover, as Mτn = fn a.s. and
as M is a.s. a constant on [τn−1, τn) for any n ≥ 1, EM∗ = E supn ‖fn‖ = 1, and
thus by the dominated convergence theorem and by the fact that a conditional
expectation is a contraction on L1(Ω;X) (see [46, Section 2.6])

E(Mt|Fs) = lim
n→∞

E(Mτn∧t|Fs) = lim
n→∞

Mτn∧s = Ms, 0 ≤ s ≤ t,

so M is a martingale with EM∗ < ∞.
Since E supn ‖gn‖ = ∞, there exists a sequence 0 = k1 < . . . < km < . . .

such that E supkm<n≤km+1
‖gn − gkm‖ > 1 for each m ≥ 1. Set J = X. Define

R+ × Ω× J ⊃ A0 = ∅ and

A2m−1 := A2m−2 ∪km<n≤km+1,εn=1 (τn−1, τn] ∈ P̃ , m ≥ 1,

A2m := A2m−1 ∪km<n≤km+1,εn=0 (τn−1, τn] ∈ P̃ , m ≥ 1.
(3.46)

Then we have that ∪mAm = R+ × Ω× J and that (Am)m≥1 in increasing. Let
us first show that E

∫
Am

‖x‖ dμM < ∞ for any m ≥ 1

E
∫
Am

‖x‖ dμM ≤ E
∫
[0,τkm+1

]×J

‖x‖ dμM (∗)
= E

∑
0≤s≤τkm+1

‖ΔMs‖

(∗∗)
= E

km+1∑
n=1

‖ΔMτn‖ = E
km+1∑
n=1

‖fn − fn−1‖ ≤ 2km+1E sup
n

‖fn‖ ≤ 2km+1,

where (∗) follows from the definition (2.14) of μM and (∗∗) follows from the fact
that M is a.s. a constant on [τn−1, τn) for any n ≥ 1 and from the definition of
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M . Therefore x1Am is integrable with respect to μ̄M by Proposition 3.27. Let us
now show that

∫
Am

xdμ̄M does not converge in L1(Ω;D(R+, X)). It is sufficient

to show that
∫
A2m−1

xdμ̄M −
∫
A2m−2

xdμ̄M is big enough for any m ≥ 1:

E sup
t≥0

∥∥∥∫
A2m−1∩[0,t]×J

xdμ̄M −
∫
A2m−2∩[0,t]×J

xdμ̄M
∥∥∥

= E sup
t≥0

∥∥∥∫
A2m−1\A2m−2∩[0,t]×J

xdμ̄M
∥∥∥

(i)
= E sup

t≥0

∥∥∥ km+1∑
n=km+1

1εn=1(Mτn∧t −Mτn−1∧t)
∥∥∥

(ii)
= E

km+1

sup
n=km+1

∥∥∥ n∑
k=km+1

1εn=1(Mτn −Mτn−1)
∥∥∥

(iii)
= E

km+1

sup
n=km+1

‖gn − gkm‖ ≥ 1,

where in (i) we used the definition (2.14) of μM , the fact that M is pure jump,
and (3.46), (ii) follows from the fact that M is pure jump and has its jumps at
{τ1, . . . , τn, . . .}, and (iii) follows from the definition of M and g. Thus x is not
integrable with respect to μ̄M .

Remark 3.31. Though in the sequel we will need only the “only if” part of
the theorem above, the author decided to include the “if” statement with such a
complicated proof as well because he found such a nontrivial characterization of
the UMD property rather important and elegant.

Remark 3.32. Note that under the so-called Radon-Nikodým property (many
spaces have this property, e.g. reflexive spaces, see [46, Definition 1.3.9] and the
references therein) in Theorem 3.30 there is no difference between considering
martingales over R+ and over [0, 1]. Indeed, if M : R+ × Ω → X is such that
E supt≥0 ‖Mt‖ < ∞ and if X has the Radon-Nikodým property, then by [46,
Theorem 3.3.16] M has an L1-limit M∞. Therefore we can define a time-change
t �→ 2 arctan t/π, a time-changed filtration G = (Gt)t≥0 with Gt = Ftan(πt/2) for

0 ≤ t < 1 and Gt = F∞ for t ≥ 1, and a G-martingale M̃ with M̃t = Mtan(πt/2)

for 0 ≤ t < 1 and M̃ = M∞ for t ≥ 1. In this case we have that x in integrable

with respect to μ̄M if and only if it is integrable with respect μ̄M̃ .

Let us now state the corollaries we were looking for.

Corollary 3.33. Let X be a Banach space, 1 ≤ p < ∞. Then X has the UMD
property if and only if for any pair M,N : R+ × Ω → X of tangent purely
discontinuous quasi-left continuous martingales one has that

E sup
t≥0

‖Mt‖p �p,X E sup
t≥0

‖Nt‖p. (3.47)

For the proof we will need the following lemma.
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Lemma 3.34. Let X be a UMD Banach space, (J,J ) be a measurable space, μ1

and μ2 be optional quasi-left continuous random measures on R+ × J . Assume
that μ1 and μ2 have the same compensator ν. Let μ̄1 := μ1−ν and μ̄2 := μ2−ν.
Let F : R+×Ω → X be a strongly P̃-measurable process. Then F is stochastically
integrable with respect to μ̄1 if and only if it is stochastically integrable with
respect to μ̄2. Moreover, if this is the case, then

∫
F dμ̄1 and

∫
F dμ̄2 are tangent.

Proof. Let us first show the “if and only if” statement. Recall that stochastic
integrability of a general X-valued predictable process with respect to a ran-
dom measure was defined in Definition 3.28. Assume that F is stochastically
integrable with respect to μ̄1. Let us show that F is stochastically integrable
with respect to μ̄2. Let (An)n≥1 be an increasing sequence of sets in P̃ with
∪nAn = Ω × R+ × J satisfying E

∫
An

‖F‖ dμ1 < ∞ for any n ≥ 1. Then

by (2.11) we have that

E
∫
An

‖F‖ dμ2 = E
∫
An

‖F‖ dν = E
∫
An

‖F‖ dμ1 < ∞, n ≥ 1,

so F1An is stochastically integrable with respect to μ̄1 and μ̄2 by Proposi-
tion 3.27. For each n ≥ 1 let us set

Mn
t :=

∫
[0,t]×J

F1An dμ̄1, Nn
t :=

∫
[0,t]×J

F1An dμ̄2, t ≥ 0.

As F is stochastically integrable with respect to μ̄1, Mn is a Cauchy sequence
in L1(Ω;D(R+, X)). By Theorem 3.22 and by the fact that μ1 and μ2 have the
same compensator we have that for any m ≥ n ≥ 1

E sup
t≥0

‖Nm
t −Nn

t ‖ = E sup
t≥0

∥∥∥∫
[0,t]×J

F1Am\An
dμ̄2

∥∥∥
�X E sup

t≥0

∥∥∥∫
[0,t]×J

F1Am\An
dμ̄1

∥∥∥ = E sup
t≥0

‖Mm
t −Mn

t ‖,

so Nn is a Cauchy sequence in L1(Ω;D(R+, X)), and thus F is integrable with
respect to μ̄2 by Definition 3.28.

Let us show that M :=
∫
F dμ̄1 and N :=

∫
F dμ̄2 are tangent, i.e. as M and

N are purely discontinuous, we need to show that the compensators νM and
νN of μM and μN respectively coincide. Fix a predictable set A ⊂ R+ ×Ω×X.
Then for any t ≥ 0 we have that a.s.∫

[0,t]×X

1A dμM =
∑

0≤s≤t

1A(s, ·,ΔMs) =

∫
[0,t]×J

1A(·, ·, F ) dμ1

(the latter can be infinite), so by the definition of a compensator we have that

E
∫
R+×X

1A dνM = E
∫
R+×J

1A(·, ·, F ) dν.

The same can be shown for νN . Therefore, as A was arbitrary predictable, νM

and νN coincide, so M and N are tangent.
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Proof of Corollary 3.33. The “only if” part follows from the fact that M =∫
xdμ̄M and N =

∫
xdμ̄N by Theorem 3.30, the fact that νM = νN as M and

N are tangent, and so Theorem 3.22, Definition 3.28, and Lemma 3.34

E sup
t≥0

‖Mt‖p = E sup
t≥0

∥∥∥∫
[0,t]×X

xdμ̄M
∥∥∥p

�p,X E sup
t≥0

∥∥∥∫
[0,t]×X

xdμ̄Cox

∥∥∥p
�p,X E sup

t≥0

∥∥∥∫
[0,t]×X

xdμ̄N
∥∥∥p

= E sup
t≥0

‖Nt‖p

(here we use the fact that both μM and μN , as they have the same compensator,
can also share the same Cox process μCox). The “if” part follows directly from
Theorem 3.22 since we can simply set M :=

∫
F dμ̄ and N :=

∫
F dμ̄Cox. Then

M and N are tangent, so in this case (3.47) in equivalent to (3.10), and thus X
is UMD by Theorem 3.22.

Corollary 3.35. Let X be a UMD Banach space, M : R+ × Ω → X be a
purely discontinuous quasi-left continuous local martingale. Let μM be a random
measure defined by (2.14) with a compensator νM . Then

Nt :=

∫
[0,t]×X

xdμ̄Cox, t ≥ 0,

is a decoupled tangent local martingale to M , where μCox is a Cox process di-
rected by νM , μ̄Cox = μCox − νM .

Proof. By a stopping time argument presented in Theorem A.3 and by Re-
mark 2.10 we may assume that E supt≥0 ‖Mt‖ < ∞. Then the corollary follows
immediately from Theorem 3.22, 3.30 (so x is integrable with respect to μ̄Cox),
and Definition 3.3, where we have that after the probability space and filtra-
tion enlargement M remains a martingale with the same local characteristics
thanks to Remark 3.25 and the fact that the Borel σ-algebra B(X) is countably
generated (recall that thanks to the Pettis measurability theorem [46, Theorem
1.1.6] we may assume that X is separable).

Remark 3.36. Note that N constructed above has independent increments
given νM . Indeed, for almost any fixed νM we have that the corresponding Cox
process μCox has a deterministic compensator, so it is a deterministically time
changed standard Poisson random measure (see e.g. Example 3.21), and so for
almost any fixed νM we have that N(νM ) =

∫
xdμCox has independent incre-

ments. Therefore the desired follows from Corollary 2.7.

3.6. Purely discontinuous martingales with accessible jumps

The present subsection is devoted to Lp estimates for purely discontinuous mar-
tingales with accessible jumps and to how a decoupled tangent martingale in
this case look like. First we will start with the following elementary proposition
which will provide us with Lp-bounds for tangent martingales.
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Proposition 3.37. Let X be a Banach space, 1 ≤ p < ∞. Then X is UMD
if and only if for any pair M and N of X-valued tangent purely discontinuous
local martingales with accessible jumps one has that

E sup
t≥0

‖Mt‖p �p,X E sup
t≥0

‖Nt‖p. (3.48)

For the proof we will need the following technical lemma.

Lemma 3.38. Let X be a Banach space, M,N : R+ × Ω → X be tangent
local martingales. Let τ be a predictable stopping times with τ < ∞ a.s. Then
P(ΔMτ |Fτ ) = P(ΔNτ |Fτ ).

Proof. As M and N are tangent, νM = νN . In particular, since τ is predictable
(and hence a process t �→ 1τ (t) is predictable as well) we have that for any Borel
set A ∈ X a.s.

E(1A(ΔMτ )|Fτ−)
(∗)
=

∫
R+

1τ (t)1A(x) dν
M (t, x)

=

∫
R+

1τ (t)1A(x) dν
N (t, x)

(∗∗)
= E(1A(ΔNτ )|Fτ−),

where (∗) follows from the fact that a.s. 1A(ΔMτ ) =
∫
R+

1τ (t)1A(x) dμ
M (t, x),

[32, Subsection 5.3], the definition of a compensator [52, Theorem I.3.17], the
fact that thus both

t �→ 1t≥τE(1A(ΔMτ )|Fτ−) and t �→
∫
[0,t]

1τ (τ)1A(x) dν
M (t, x), t ≥ 0,

are compensators of 1A(ΔMt) and the uniqueness of a compensator [52, Theo-
rem I.3.17]; (∗∗) holds for the same reason.

Proof of Proposition 3.37. First notice that the “if” part follows from Lemma
3.38, Theorem 1.1, and the fact that any discrete martingale can be represented
as a continuous-time martingale having jumps at natural points (see e.g. Re-
mark 3.2).

Let us show the “only if” part. Let X be a UMD Banach space, M and N
be X-valued purely discontinuous tangent martingales with accessible jumps.
Then by Lemma 2.20 there exist sequences (τMn )n≥1 and (τNn )n≥1 of predictable
stopping times with disjoint graphs such that a.s.

{t ≥ 0 : ΔM �= 0} ⊂ {τM1 , . . . , τMn , . . .},
{t ≥ 0 : ΔN �= 0} ⊂ {τN1 , . . . , τNn , . . .}.

Moreover, by a standard merging procedure concerning predictable stopping
times (see e.g. [52, 56] and [32, Subsection 5.1]) we may assume that there
exists a sequence (τn)n≥1 of predictable stopping times with disjoint graphs
such that a.s.

{τM1 , . . . , τMn , . . .} ∪ {τN1 , . . . , τNn , . . .} ⊂ {τ1, . . . , τn, . . .}.
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For any m ≥ 1 define martingales Mm and Nm by (B.1). Fix ε > 0. By Propo-
sition B.1 we can fix m ≥ 1 to be such that

E sup
t≥0

‖Mt −Mm
t ‖p < ε, E sup

t≥0
‖Nt −Nm

t ‖p < ε.

Let τ ′1, . . . , τ
′
m be an increasing rearrangement of τ1, . . . , τm (see [32, Subsection

5.3]). Then sequences (dn)
2m
n=1 and (en)

2m
n=1

dn =

{
ΔMτ ′

n/2
, n is even, 1 ≤ n ≤ 2m,

0, n is odd, 1 ≤ n ≤ 2m,

en =

{
ΔNτ ′

n/2
, n is even, 1 ≤ n ≤ 2m,

0, n is odd, 1 ≤ n ≤ 2m,

are tangent martingale difference sequences with respect to the filtration

(Fτ ′
1−,Fτ ′

1
,Fτ ′

2−, . . . ,Fτ ′
m−,Fτ ′

m
).

Indeed, first of all the latter is a filtration by [56, Lemma 25.2]. Next notice that
for any even n = 2, . . . , 2m

E
(
dn|Fτ ′

n/2
−
)
= E

(
en|Fτ ′

n/2
−
)
= 0,

by Lemma 2.11. Finally for any even n = 2, . . . , 2m we have that

P
(
dn|Fτ ′

n/2
−
)
= P

(
ΔMτ ′

n/2
|Fτ ′

n/2
−
) (∗)
= P

(
ΔNτ ′

n/2
|Fτ ′

n/2
−
)
= P

(
en|Fτ ′

n/2
−
)
,

where (∗) follows from Lemma 3.38 and the fact that M and N are tangent.
Therefore by the definition ofMm andNm, by Theorem 1.1, and by the fact that
supt≥0 ‖Mm

t ‖ = sup2mn=1

∥∥∑n
k=1 dk

∥∥ and supt≥0 ‖Nm
t ‖ = sup2mn=1

∥∥∑n
k=1 ek

∥∥ (as
both martingales Mm and Nm are pure jump processes which jumps coincide
with (dn)

2m
n=1 and (en)

2m
n=1 respectively) we have that

E sup
0≤t<∞

‖Mm
t ‖p �p,X E sup

0≤t<∞
‖Nm

t ‖p,

and the desired follows by approaching ε to zero and by Proposition B.1.

Let us now show that for any purely discontinuous martingale with accessible
jumps taking values in UMD Banach spaces there exists a decoupled tangent
martingale.

Theorem 3.39. Let X be a UMD Banach space, M : R+ × Ω → X be a
purely discontinuous local martingale with accessible jumps. Then there exist
an enlarged probability space (Ω,F ,P) endowed with an enlarged filtration F =
(F t)t≥0, and an F-adapted purely discontinuous local martingale N : R+ ×Ω →
X with accessible jumps such that M is a local F-martingale with the same local
characteristics, M and N are tangent and N(ω) is a martingale with indepen-
dent increments and with the local characteristics (0, νM (ω)) for a.e. ω ∈ Ω.
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Proof. By Remark 2.10 and Theorem A.3 The proof will be based on the con-
struction of a CI5 tangent martingale difference sequence presented in the proof
of [29, Proposition 6.1.5]. Let (τn)n≥1 be a sequence of predictable stopping
times with disjoint graphs such that a.s.

{t ≥ 0 : ΔMt �= 0} ⊂ {τ1, . . . , τn, . . .}

(see Lemma 2.20). Let us define

Ω := XN × Ω, F :=
(
⊗n≥1B(X)

)
⊗F ,

where B(X) is the Borel σ-algebra of X, and let for any t ≥ 0 a σ-algebra F t

on Ω be generated by all the sets

(Bn1τn≤t ∪X1τn>t)n≥1 ×R, B1, . . . , Bn, . . . ∈ B(X), R ∈ Ft, (3.49)

so F t := St ⊗Ft for any t ≥ 0 where

St := ⊗n≥1

(
B(X)1τn≤t ∪ {∅,Ω}1τn>t

)
. (3.50)

(F t sees xn if τn ≤ t, and does not see otherwise. Note that ⊗ in St⊗Ft does not
mean the direct product of σ-algebras since St by its definition (3.50) depends
on Ω, but in this case ⊗ means that the corresponding σ-algebra is generated
by products of sets of the form (3.49)). Let F := (F t)t≥0. As (X,B(X)) is a
Polish space (see [33, pp. 344, 386]), by [33, Theorem 10.2.2] for any n ≥ 1 and
for almost any ω ∈ Ω there exists a probability measure Pn

ω on X such that for
any B ∈ B(X) (see (2.5) for the definition of Fτ−)

E
(
1B(ΔMτn)|Fτn−

)
(ω) = Pn

ω(B), ω ∈ Ω. (3.51)

Then set

P(A×R) :=

∫
R

⊗n≥1P
n
ω(A)dP(ω), A ∈ XN, R ∈ F . (3.52)

Now let us construct a càdlàg process N : R+ × Ω → X satisfying for a.e.
ω ∈ Ω

ΔNτn

(
(xi)i≥1, ω

)
= xn, (xi)i≥1 ∈ XN. (3.53)

(Spoiler: this is going to be our decoupled tangent martingale). We need to
show that such a process exists P-a.s. and that this is an F-martingale. For each
m ≥ 1 define Nm : R+ × Ω → X to be

Nm
t

(
(xn)n≥1, ω

)
:=

m∑
n=1

xn1[0,t](τn), t ≥ 0, (xn)n≥1 ∈ XN, ω ∈ Ω. (3.54)

First note that Nm is an F-adapted process with values in X as for any fixed
t ≥ 0 (

t, (xn)n≥1, ω
)
�→ xn1[0,t](τn), (xn)n≥1 ∈ XN, ω ∈ Ω,

5CI is for conditionally independent
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is F t-measurable since F t = St ⊗ Ft with St defined by (3.50), so Nm is F-
adapted as a sum of F-adapted processes.

Let us show that Nm is a purely discontinuous martingale with accessible
jumps. Nm has accessible jumps as by the definition (3.54) of Nm it jumps only
at predictable stopping times {τ1, . . . , τm} (which remain predictable stopping
times with respect to the enlarged filtration F as they remain being announced
by the same sequences of stopping times, see Subsection 2.4). Note that for
any 1 ≤ n ≤ m we have that (here Fτn− and Sτn− are defined analogously
Fτn− through an announcing sequence as τn is a predictable stopping time, see
Subsection 2.4 and (3.55))

E(ΔNm
τn |Fτn−) = E(ΔNm

τn |Sτn−⊗Fτn−) = E
(
E(ΔNm

τn |Sτn−⊗F)
∣∣Sτn−⊗Fτn−

)
.

(Here ⊗ again is not a product of σ-algebras, but a σ-algebra generated by prod-
ucts of sets of the form familiar to (3.49)). We need to show that E(ΔNm

τn |Sτn−⊗
F) = 0. It is sufficient to show that for P-almost any fixed ω ∈ Ω,
E(ΔNm

τn(ω)(ω)|Sτn−) = 0 because we have that for any R ∈ F and A × R ∈
Sτn− ⊗ F (where A depends on Ω in a predictable way so that A × R has the
form (3.49)) we have that∫

A×R

ΔNm
τn dP =

∫
R

∫
A

ΔNm
τn d⊗n≥1 P

ω
n dP(ω),

so the first integral equals zero if
∫
A
ΔNm

τn d ⊗n≥1 Pω
n = 0 for a.e. ω ∈ Ω for

any A ∈ Sτn−. By the definition (3.50) of St we have that for almost any fixed
ω ∈ Ω

Sτn = ⊗i≥1,τi≤τnB(X)⊗i≥1,τi>τn {∅,Ω},
Sτn− = ⊗i≥1,τi<τnB(X)⊗i≥1,τi≥τn {∅,Ω},

(3.55)

so we have that

Sτn = σ(Sτn−,ΔSτn), ΔSτn := ⊗i≥1

(
B(X)1i=n

)
∪
(
{∅,Ω}1i �=n

)
,

(here we used the fact that (τn)n≥1 have a.s. disjoint graphs), so Sτn is a.s. gen-
erated by two independent σ-algebras Sτn− and ΔSτn (which are independent
a.s. by the definition (3.52) of P), and hence as ΔNm

τn is a.s. ΔSτn -measurable,
E(ΔNm

τn(ω)|Sτn−) = EXN(ΔNm
τn)(ω). Finally note that ΔNm

τn(ω) has Pn
ω as its

distribution by the definition (3.52) of P and the definition (3.54) of Nm, and the
latter distribution has a.s. a mean zero by the definition (3.51) as

∫
X
xdPn

ω =

E(ΔMτn |Fτn−)(ω) = 0 for a.e. ω ∈ Ω. Therefore E(ΔNm
τn |Fτn−) = 0, and hence

Nm is a martingale by [32, Subsection 5.3].
Let us now show thatM is an F-martingale with the same local characteristics

(0, νM ). Fix n ≥ 1. Then for any Borel B ⊂ X and any Fτn−-measurable
bounded F : Ω → R we have that

E1B(ΔMτn)F = EEω1B(ΔMτn)(ω)F = E1B(ΔMτn)EωF, (3.56)
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where Eω denotes expectation w.r.t. ⊗n≥1Pn
ω for each fixed ω ∈ Ω. As F is

Fτn−-measurable and as Fτn− ⊂ S∞ ⊗Fτn− (this follows due to that fact that
Fτn− = Sτn− ⊗Fτn−) we have that EωF is Fτn−-measurable and hence

E1B(ΔMτn)EωF = EE
(
1B(ΔMτn)

∣∣Fτn−
)
EωF = EE

(
1B(ΔMτn)

∣∣Fτn−
)
F,
(3.57)

so by the definition of conditional expectation and freedom in choice of F we
have that

P
(
(ΔMτn)|Fτn−

)
(B) = E

(
1B(ΔMτn)|Fτn−

)
= E

(
1B(ΔMτn)|Fτn−

)
= P

(
(ΔMτn)|Fτn−

)
(B),

(3.58)

and hence M has the same F-local characteristics (0, νM ). The fact that M is
an F-martingale follows from Lemma 2.11, the fact that (τn)n≥1 exhausts all
the jumps of M , and the fact that by (3.58)

E
(
ΔMτn |Fτn−

)
= E

(
ΔMτn |Fτn−

)
= 0.

Now let Mm be defined by (B.1) and let us show that Nm is a decoupled
tangent martingale toMm. Note thatMm is an F-martingale as well asM . First
Mm and Nm have jumps only at {τ1, . . . , τm}, so they are tangent because for
any 1 ≤ n ≤ m for any B ∈ B(X) for a.e. ω ∈ Ω

P(ΔMm
τn |Fτn−)(B)(ω)

(i)
= P(ΔMτn |Fτn−)(B)(ω)

= E(1B(ΔMτn)|Fτn−)(ω)
(ii)
= Pn

ω(B)
(iii)
= P(ΔNm

τn |Fτn−)(B)(ω),

where (i) follows from the definition of Mm, (ii) holds by the definition (3.51)
of Pn

ω, and (iii) follows from the definition of P and the definition of Nm.
Let us show that Nm is a decoupled tangent martingale to Mm, i.e. that

Nm(ω) has independent mean-zero increments and local characteristics
(0, νM

m

(ω)) for a.e. ω ∈ Ω. This easily follows from the fact that for a.e.
fixed ω ∈ Ω the process Nm(ω) has fixed jumps at {τ1(ω), . . . , τm(ω)} and
for every 1 ≤ n ≤ m we have that ΔNm

τn(ω) is ΔSτn(ω)-measurable; as S∞ =
σ(ΔSτn(ω), n ≥ 1) = ⊗n≥1B(X), so (ΔNm

τn(ω))
m
n=1 are independent since

(ΔSτn(ω))n≥1 are independent. The fact that Nm(ω) has local characteristics

(0, νM
m

(ω)) follows from the construction of Nm.
Now let us show that Nm converges as m → ∞, and that the limit coincides

with the desired N which thus exists. For any m2 ≥ m1 ≥ 1 by (3.48) and by
the fact that Nm1 − Nm2 is a decoupled tangent martingale to Mm1 − Mm2

(which can be shown analogously to the considerations above) we have that

E sup
t≥0

‖Nm1
t −Nm2

t ‖ �X E sup
t≥0

‖Mm1
t −Mm2

t ‖.

Thus martingales (Nm)m≥1 converge in L1(Ω;D(R+, X)) by (B.4). Let Ñ be

the limit. Note that by Theorem 2.9 Ñ is an F-martingales. Let us show that
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Ñ coincides with the desired N . For any n ≥ 1 we have that for ΔNτn defined

by (3.53) (note that we still need to prove that N exists and that Ñ = N) and
by the fact that ΔNτn = ΔNm

τn for m ≥ n

E‖ΔÑτn −ΔNτn‖ = lim
m→∞

E‖ΔÑτn −ΔNm
τn‖

(∗)
≤ lim

m→∞
E
(
‖Ñτn −Nm

τn‖+ ‖Ñτn− −Nm
τn−‖

)
≤ 2 lim

m→∞
E sup

t≥0
‖Ñt −Nm

t ‖ = 0,

where (∗) follows by a triangle inequality. For the same reason we have that

ΔÑτ = 0 a.s. on τ /∈ {τ1, . . . , τn, . . .} for any stopping time τ . Therefore Ñ coin-
cides with the desired N , so such N exists. N is a decoupled tangent martingale
to M for the same reason as Nm is a decoupled tangent martingale to Mm for
any m ≥ 1.

Remark 3.40. To sum up Theorem 3.39. Any purely discontinuous martingale
M with accessible jumps and with values in a UMD Banach space has a tan-
gent martingale N on an enlarged probability space with an enlarged filtration
such that for a.e. ω from the original probability space N is a martingale with
fixed jump times coinciding with the jumps times of M and with independent
increments.

Remark 3.41. Note that N constructed in the proof of Theorem 3.39 has in-
dependent increments given νM . Indeed, for a.e. fixed νM we have that the
set (τn(·))n≥1 is fixed, the distributions (Pn

ω)n≥1 are fixed and mean zero, so
(ΔNτn(·))n≥1 are independent mean-zero random variable. Consequently the de-
sired independence follows from Corollary 2.7.

3.7. Proof of Theorem 3.7 and 3.8

Let us finally prove Theorem 3.7 and 3.8. First, Theorem 3.7 follows from The-
orem 2.18, Remark 2.19, Proposition 3.17, 3.37, and Corollary 3.33. Now let us
show Theorem 3.8. This theorem follows from the fact that for a.e. fixed ω ∈ Ω
we have that N c(ω), Nq(ω), and Na(ω) are independent. Since each of them a.s.
have independent increments and local characteristics ([[M c]](ω), 0), (0, νM

q

(ω)),
and (0, νM

a

(ω)) respectively, N(ω) has independent increments and local char-
acteristics ([[M c]](ω), νM (ω)) (the letter follows from Proposition 3.14).

It remains to show that M and N are local F-martingales with F-local char-
acteristics ([[M c]], νM ). Let us start with M . To this end recall that the new
filtration F over the enlarged probability space (Ω,F ,P) is generated by F,
time-changed independent cylindrical Wiener process W ′

H (see the proof of
Theorem 3.18), the Cox process μCox (see Remark 3.25), and the filtration
(St(ω))t≥0 defined by (3.50). Let F : Ω → R be any bounded F-measurable
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random variable. Then for any fixed t ≥ 0

E(F |F t) = E
(
E(F |σ(W ′

H ,N , S∞,Ft))
∣∣F t

)
(∗)
= E

(
E(F |Ft)

∣∣F t

)
= E(F |Ft),

(3.59)

where N is a σ-algebra generated by independent sequence of standard Poisson
processes (this sequence can be assumed finite thanks to Remark 3.25), and
where (∗) follows from the fact that F is independent of W ′

H and N and the
trick similar to the computations (3.56) and (3.57). Hence, as F was general,
M is a local F-martingale.

In order to show that M preserves its local characteristics we notice by Re-
mark 3.4 that [[M c]] stays the same, the predictable jumps (τn)n≥1 remain pre-
dictable (hence Ma has accessible jumps and the local characteristics (0, νM

a

)
do not change by (3.56) and (3.57)), and Mq does not change its local charac-
teristics as analogously to Remark 3.25 with exploiting (3.59) instead of (3.39)
μMq

has the same compensator νM
q

, so Mq has the same local characteristics
(0, νM

q

), and thus M keeps the local characteristics ([[M c]], νM ) by Subsec-
tion 3.2.

Proving that N is a local F-martingales with local characteristics ([[M c]], νM )
follows analogously. We will only show this for N c (the cases of Nq and Na

can be shown similarly). Let F̃t := Ft ⊗W ′
H |[0,At] and F̃ := (F̃t)t≥0, where the

time-change (At)t≥0 depending only on Ft defined in the proof of Theorem 3.18.

Then for any bounded F̃∞-measurable F similarly to (3.59)

E(F |F t) = E
(
E(F |σ(N , S∞, F̃t))

∣∣F t

)
= E

(
E(F |F̃t)

∣∣F t

)
= E(F |F̃t),

so as N c is a local F̃-martingale, it is a local F-martingale. The fact that N has
the local characteristics ([[M c]], νM ) follows in the same way as for M .

3.8. Uniqueness of a decoupled tangent martingale

This subsection is devoted to showing that a decoupled tangent local martingale,
if exists, is unique up to the distribution.

Proposition 3.42. Let X be a Banach space, M : R+×Ω → X be a local mar-
tingale. Assume that M has two decoupled tangent local martingales N1 and N2

on possibly different enlarged probability spaces with enlarged filtrations. Then
N1 and N2 are equidistributed as random elements with values in D(R+, X).

Proof. Suppose that N1 and N2 live on probability spaces (Ω
1
,F1

,P
1
) and

(Ω
2
,F2

,P
2
) respectively, where both (Ω

1
,F1

,P
1
) and (Ω

2
,F2

,P
2
) are enlarge-

ments of (Ω,F ,P) (see Definition 2.3). Then by Definition 3.3 for a.e. fixed
ω ∈ Ω processes N1(ω) and N2(ω) are local martingales with independent in-
crements and local characteristics ([[M c]](ω), νM (ω)). Thus N1(ω) and N2(ω)
are equidistributed by Corollary 9.8, and thus N1 and N2 are equidistributed
as we have that for any Borel set B ∈ D(R+, X)
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P
1
(N1 ∈ B) =

∫
Ω

P̂1
ω(N

1(ω) ∈ B) dP(ω)

=

∫
Ω

P̂2
ω(N

2(ω) ∈ B) dP(ω) = P
2
(N2 ∈ B),

where P̂1
ω and P̂2

ω are as in Definition 2.3. This terminates the proof.

3.9. Independent increments given the local characteristics

In fact, we can make Definition 3.3 stronger by proving the following theorem.

Theorem 3.43. Let X be a UMD Banach space, M : R+ × Ω → X be a local
martingale, N : R+ × Ω → X be a decoupled tangent local martingale to M .
Then N has independent increments given ([[M c]], νM ).

This theorem extends e.g. [29, Example 6.1.7] and [58, Theorem 3.1].

Proof. The theorem follows directly from the construction of a decoupled tan-
gent local martingale presented in Theorem 3.18, 3.22, and 3.39, from Re-
mark 3.20, 3.36, and 3.41, from that fact that we can consider an enlargement
of (Ω,F ,P) generated by W ′

H , μCox, and P defined by (3.52), and from Corol-
lary 2.7 on condtioinal independence with respect to a random variable.

4. Upper bounds and the decoupling property

As it was shown in Theorem 3.7, if X is UMD, then for any local martingale M
and for a decoupled tangent local martingale N we have that for any 1 ≤ p < ∞

E sup
0≤t≤T

‖Mt‖p �p,X E sup
0≤t≤T

‖Nt‖p
(∗)
� p E‖NT ‖p, T > 0, (4.1)

where (∗) follows from Lemma 9.3 and the fact that N(ω) is a martingale with
independent increments for a.e. ω ∈ Ω. But what if we are interested only in
the upper bound of (4.1) (this is often the case, see Remark 6.5 on stochastic
integration)? Can we have such estimates for non-UMD Banach spaces? Inequal-
ities of such form have been discovered by Cox and Veraar in [25, 26] (see also
[24, 46, 73]) and they turn out to characterize the so-called decoupling property.

Definition 4.1. Let X be a Banach space. Then X is said to have the decou-
pling property if for any 1 ≤ p < ∞, for any X-valued martingale difference
sequence (dn)n≥1 and for a decoupled tangent martingale difference sequence
(en)n≥1 one has that

E sup
N≥1

∥∥∥ N∑
n=1

dn

∥∥∥p

�p,X E
∥∥∥ ∞∑
n=1

cn

∥∥∥p

. (4.2)
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Unlike the UMD property, Banach spaces with the decoupling property might
not enjoy reflexivity. For example, L1 spaces has the decoupling property. More-
over, quasi-Banach spaces can also satisfy (4.2) (e.g. Lq for q ∈ (0, 1), see [26]).

The goal of the present section is to extend (4.2) to the continuous-times case.
Of course for a general Banach spaceX with a decoupling property and for a gen-
eral X-valued martingale we will not have a decoupled tangent local martingale
thanks to Theorem 3.8, but nonetheless, we are able to provide a continuous-
time analogue of (4.2) in some spacial cases when such a decouple tangent local
martingale exists. Let us start with the continuous case which is an elementary
consequence of [26, Theorem 5.4]. Recall that for any time change (τs)s≥0 we
have the inverse time change (At)t≥0 defined by At := inf{s ≥ 0 : τs ≥ t}, and
that a process is in γloc(L

2(R+;H), X) if it is locally in γ(L2(R+;H), X) (see
Subsection 2.11).

Theorem 4.2. Let X be a Banach space with the decoupling property, M c :
R+ × Ω → X be a continuous local martingale. Assume that there exists a
time change (τ cs )s≥0, a Hilbert space H, an H-cylindrical Brownian motion
WH adapted with respect to (possibly, enlarged) filtration G := (Fτs)s≥0, and
a strongly G-predictable process Φ : Ω → γloc(L

2(R+;H), X) such that for any
x∗ ∈ X∗ we have that 〈M c, x∗〉 ◦ τ c = Φ∗x∗ ·WH a.s. Then M c has a decoupled
tangent local martingale N c which has the following form: N c = (Φ ·WH) ◦Ac,
where WH is an independent copy of WH and (Ac

t)t≥0 is the time change inverse
to τ c. Moreover, if this is the case then for any 1 ≤ p < ∞

E sup
0≤t≤T

‖M c
t ‖p �p,X E‖N c

T ‖p, T ≥ 0. (4.3)

Proof. First note that by [26, Theorem 5.4] Φ is integrable with respect to WH

and M c ◦ τ c = Φ ·WH . Moreover, by [26, Theorem 5.4] we also have that Φ is
integrable with respect to WH . Let N c := (Φ·WH)◦Ac. Then N c is a decoupled
tangent local martingale to M c due to Definition 3.3 and (2.17). (4.3) follows
directly from [26, (5.3)] and the fact that

EWH
‖N c

T ‖p = EWH

∥∥∥∫ At

0

ΦdWH

∥∥∥p

�p E‖Φ‖pγ(L2([0,At];H),X).

Now let us move to the quasi-left continuous case. Recall that a stochastic
integral with respect to a random measure was defined in Definition 3.28.

Theorem 4.3. Let X be a Banach space satisfying the decoupling property,
(J,J ) be a measurable space. Let μ be a P̃-σ-finite quasi-left continuous integer
random measure on R+×J with a compensator ν, μ̄ := μ−ν. Let F : R+×Ω →
X be strongly P̃-measurable. Assume that F (ω) is integrable with respect to
μ̄Cox(ω) for a.e. ω ∈ Ω, where μCox is a Cox process directed by ν, μ̄Cox =
μCox − ν. Then F is locally integrable with respect to μ̄ and for any 1 ≤ p < ∞

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p �p,X E

∥∥∥∫
R+×J

F dμ̄Cox

∥∥∥p. (4.4)
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Proof. For each k ≥ 1 define a stopping time

τk := inf
{
t ≥ 0 : ECox

∥∥∥∫
[0,t]×J

F dμ̄Cox

∥∥∥ = k
}
.

We can find such (possibly infinite) t that ECox‖
∫
[0,t]×J

F dμ̄Cox‖ = k since the

function t �→ ECox‖
∫
[0,t]×J

F (ω) dμ̄Cox(ω)‖ is continuous in t ≥ 0 for a.e. ω ∈ Ω

because
∫
[t,t+ε]×J

F (ω) dμ̄Cox(ω) → 0 a.s. as ε → 0. Without loss of generality

by a stopping time argument we can set F := F1[0,τk] and so we may assume
that ECox‖

∫
R+×J

F dμ̄Cox‖ < C a.s. for some C > 0.

Let us show that F is integrable with respect to μ̄. Let the sets (An)n≥1 be
as in Definition 3.28. Then

t �→ Mn
t :=

∫
[0,t]×J

F1An dμ̄, t ≥ 0,

is a martingale for any n ≥ 1. Due to (4.2) and by an approximating by step
functions we have that

E sup
t≥0

‖Mn
t ‖p �p,X EECox

∥∥∥∫
R+×Ω

F1An dμ̄Cox

∥∥∥p, n ≥ 1, (4.5)

and for the same reason for any m ≥ n ≥ 1

E sup
t≥0

‖Mm
t −Mn

t ‖ �X EECox

∥∥∥∫
R+×Ω

F1Am\An
dμ̄Cox

∥∥∥. (4.6)

Thus we have that (Mn)n≥1 is a Cauchy sequence in L1(Ω;D(R+, X)) by (4.6)
and Remark 2.26. Inequality (4.4) follows from (4.5) by letting n → ∞.

The following corollary is a direct consequence of Theorem 4.3.

Corollary 4.4. Let X be a Banach space with the decoupling property, Mq :
R+ × Ω → X be a purely discontinuous quasi-left continuous local martingale.
Let μMq

be defined by (2.14), νM
q

be the corresponding compensator, μMq

Cox be a
Cox process directed by νM

q

, μ̄Mq

Cox := μMq

Cox − νM
q

. Assume that
∫
[0,t]×X

xdμ̄Mq

Cox

is well defined a.s. for any t ≥ 0. Then an X-valued local martingale Nq defined
by

Nq
t :=

∫
[0,t]×X

xdμ̄Mq

Cox, t ≥ 0,

is a decoupled tangent local martingale to Mq and for any 1 ≤ p < ∞

E sup
0≤t≤T

‖Mq
t ‖p �p,X E‖Nq

T ‖p, T ≥ 0. (4.7)

Now let us move to the accessible jump case.
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Theorem 4.5. Let X be a Banach space with the decoupling property, Ma :
R+ × Ω → X be a purely discontinuous local martingale with accessible jumps.
Assume that it has a decoupled tangent local martingale Na. Then for any 1 ≤
p < ∞

E sup
0≤t≤T

‖Ma
t ‖p �p,X E‖Na

T ‖p, T ≥ 0. (4.8)

Proof. Fix T > 0. Without loss of generality assume that E‖Na
T ‖p < ∞. Let

(τn)n≥1 be finite predictable stopping times with disjoint graphs which exhaust
jumps of Ma, Ma,m and Na,m be defined analogously to (B.1). First notice that
thanks to the proof of Proposition 3.37 and (4.2) we have that for any m ≥ 1

E sup
0≤t≤T

‖Ma,m
t ‖p �p,X E‖Na,m

T ‖p.

For the same reason we have that for any � > m ≥ 1

E sup
0≤t≤T

‖Ma,

t −Ma,


t ‖p �p,X E‖Na,

T −Na,m

T ‖p.

Therefore in order to show (4.8) it is sufficient to show that E‖Na,m
T −Na

T ‖p → 0
as m → ∞. This follows directly from the fact that Na(ω) has independent
increments, hence Na,m(ω) = E(Na(ω)|σ(Na,m(ω))) due to the construction of
Na,m, and so the desired holds true by [46, Theorem 3.3.2].

The following theorem sums up Theorem 4.2, Corollary 4.4, and Theorem 4.5.

Theorem 4.6. Let X be a Banach space with the decoupling property, M :
R+×Ω → X be a local martingale. Assume additionally that M has the canonical
decomposition M = M c +Mq +Ma. Assume that M c, Mq, and Ma satisfy the
conditions of Theorem 4.2, Corollary 4.4, and Theorem 4.5 respectively. Then
M has a decoupled tangent local martingale N , and for any 1 ≤ p < ∞ one has
that

E sup
0≤t≤T

‖Mt‖p �p,X E‖NT ‖p, T ≥ 0.

Proof. Existence of a decoupled tangent local martingaleN follows directly from
Theorem 4.2, Corollary 4.4, and Theorem 4.5. Let N = N c +Nq +Na be the
canonical decomposition of N . Then by (4.3), (4.7), and (4.8), and by a triangle
inequality we have that

E sup
0≤t≤T

‖Mt‖p �p,X E‖N c
T ‖p + ‖Nq

T ‖p + ‖Na
T ‖p, T ≥ 0.

It remains to show that

E‖NT ‖p �p E‖N c
T ‖p + ‖Nq

T ‖p + ‖Na
T ‖p, T ≥ 0,

which follows from the fact that N c
T (ω), N

q
T (ω), and Na

T (ω) are independent
mean-zero for a.e. ω ∈ Ω due to Definition 3.3 and Theorem 9.2.
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5. Convex functions with moderate growth

A function φ : R+ → R+ is called to have a moderate growth if there exists
α > 0 such that φ(2x) ≤ αφ(x) for any x ≥ 0. The goal of the present section
is to show the following result about tangent martingales and convex functions
with moderate growth which extends Theorem 1.1 to more general functions and
to continuous-time martingales and also extends [58, Theorem 4.2] to infinite
dimensions.

Theorem 5.1. Let X be a Banach space, φ : R+ → R+ be a convex function
of moderate growth such that φ(0) = 0. Then X is UMD if and only if we have
that for any tangent local martingales M,N : R+ × Ω → X

Eφ(M∗) �φ,X Eφ(N∗),

where M∗ := supt≥0 ‖Mt‖ and N∗ := supt≥0 ‖Nt‖.
In order to prove the theorem we will need two components: the canonical

decomposition and good-λ inequalities for each part of the canonical decompo-
sition. Namely we will use the following lemma proven by Burkholder in [14,
Lemma 7.1] (see also [18, pp. 88–90], [15, pp. 1000–1001], and [91, Section 4] for
various forms of general good-λ inequalities).

Lemma 5.2. Let f, g : Ω → R+ be measurable such that for some β > 1, δ > 0,
and ε > 0

P(g > βλ, f ≤ δλ) ≤ εP(g > λ), λ > 0.

Let φ : R+ → R+ be a convex function of moderate growth with φ(0) = 0. Let
γ < ε−1 and η be such that

φ(βλ) ≤ γφ(λ), φ(δ−1λ) ≤ ηφ(λ), λ > 0.

Then
Eφ(g) ≤ γη

1− γε
Eφ(f).

5.1. Good-λ inequalities

Let us start with good-λ inequalities for tangent continuous and purely dis-
continuous quasi-left continuous martingales. The following good-λ inequalities
for continuous tangent martingales follow from Lp estimates (3.5) analogously
good-λ inequalities presented in [14, Section 8 and 9].

Proposition 5.3. Let X be a UMD Banach space, M,N : R+ × Ω → X be
tangent continuous local martingales. Then we have that for any 1 < p < ∞,
δ > 0, and β > 1

P(N∗ > βλ,M∗ ≤ δλ) �p,X
δp

(β − 1)p
P(N∗ > λ), λ > 0,

where M∗ := supt≥0 ‖Mt‖ and N∗ := supt≥0 ‖Nt‖.
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Let us now show good-λ inequalities for stochastic integrals with respect to
a random measure. First we will need a definition of a conditionally symmetric
martingale.

Definition 5.4. Let X be a Banach space. M : R+ × Ω → X is called condi-
tionally symmetric if M has local characteristics and if M and −M are tangent.

Remark 5.5. Note that in the discrete case, i.e. when we have an X-valued dis-
crete martingale difference sequence (dn)n≥1, the latter definition is equivalent
to P(dn|Fn−1) being symmetric a.s. for any n ≥ 1.

Now let us state and prove the desired good-λ inequalities.

Proposition 5.6. Let X be a UMD Banach space, M and N be X-valued
tangent purely discontinuous quasi-left continuous conditionally symmetric local
martingales. Then for any δ > 0 and any β > δ + 1 we have that

P(N∗ > βλ,ΔM∗ ∨ΔN∗ ∨M∗ ≤ δλ)

�p,X
δp

(β − δ − 1)p
P(N∗ > λ), λ > 0,

(5.1)

where ΔM∗ := supt≥0 ‖ΔMt‖, ΔN∗ := supt≥0 ‖ΔNt‖, M∗ := supt≥0 ‖Mt‖,
and N∗ := supt≥0 ‖Nt‖.

For the proof we will need the following elementary lemma.

Lemma 5.7. Let X, M , and N be as above, a > 0. Let

ρ := inf{t ≥ 0 : ‖ΔMt‖ ∨ ‖ΔNt‖ > a}

be a stopping time. Then t �→ ΔMρ1t≥ρ and t �→ ΔNρ1t≥ρ are local martingales.
Moreover, we have that a.s.

Mt =

∫
[0,t]×X

1‖x‖≤axdμ̄
M , Nt =

∫
[0,t]×X

1‖x‖≤axdμ̄
N , t ∈ [0, ρ),

where μM and μN are as defined by (2.14).

Proof. As M and N are conditionally symmetric and tangent, we may set that
ν = νM = νN is the compensator for both μM and μN , and that ν(· × B) =
ν(· × −B) a.s. for any Borel set B ∈ B(X). Now let

M ′
t =

∫
[0,t]×X

1‖·‖>a(x)x1[0,ρ](s) dμ̄
M (s, x), t ≥ 0,

N ′
t =

∫
[0,t]×X

1‖·‖>a(x)x1[0,ρ](s) dμ̄
N (s, x), t ≥ 0.

These processes are local martingales by the fact that x is locally stochastically
integrable with respect to μ̄M and μ̄N thanks to Theorem 3.30, therefore x1A

is also locally integrable with respect to μ̄M for any A ⊂ P̃ by [119, Subsection
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7.2] and γ-domination [47, Theorem 9.4.1]. On the other hand, as ν is symmetric
in x ∈ X and as the function 1‖·‖>a(x)x1[0,ρ](s) is antisymmetric in x ∈ X, by
the definition of ρ we have that

M ′
t =

∫
[0,t]×X

1‖·‖>a(x)x1[0,ρ](s) dμ̄
M (s, x)

=

∫
[0,t]×X

1‖·‖>a(x)x1[0,ρ](s) dμ
M (s, x)

−
∫
[0,t]×X

1‖·‖>a(x)x1[0,ρ](s) dν(s, x)

=

∫
[0,t]×X

1‖·‖>a(x)x1[0,ρ](s) dμ
M (s, x)

=
∑

0≤s≤t∧ρ

ΔMs1‖ΔMs‖>a = ΔMρ1t≥ρ,

so the desired follows for M . The same can be done for N .
The second part of the lemma follows from the fact that

M = M ′ +

∫
[0,·]×X

1‖x‖≤axdμ̄
M , N = N ′ +

∫
[0,·]×X

1‖x‖≤axdμ̄
N

a.s. on [0, ρ] and the fact that by the considerations above a.s.

M ′
t = ΔMρ1t≥ρ, N ′

t = ΔNρ1t≥ρ, t ≥ 0.

Proof of Proposition 5.6. The proof is based on approach of Kallenberg [58,
pp. 36–39]. Let us define stopping times

σ := inf{t ≥ 0 : ‖Nt‖ > λ},
τ := inf{t ≥ 0 : ‖Mt‖ > δλ},
ρ := inf{t ≥ 0 : ‖ΔMt‖ ∨ ‖ΔNt‖ > δλ}.

Let μM and μN be defined by (2.14), μ̄M = μM − ν and μ̄N = μN − ν be the
corresponding compensated random measures (as M and N are tangent, μM

and μN have the same compensator). Define

M̂t :=

∫
[0,t]×X

1‖x‖≤δλx1(τ∧σ∧ρ,τ∧ρ](s) dμ̄
M (s, x), t ≥ 0,

N̂t :=

∫
[0,t]×X

1‖x‖≤δλx1(τ∧σ∧ρ,τ∧ρ](s) dμ̄
N (s, x), t ≥ 0.

Note that by Lemma 5.7, M̂ coincides with M − Mτ∧σ∧ρ on [0, τ ∧ ρ), so by

the definition of τ and ρ we have that M̂ ≤ 2δλ, and thus by the fact that M̂
and N̂ are tangent by Lemma 3.34, so by Corollary 3.33 for any 1 < p < ∞ we
have that

E sup
t≥0

‖N̂t‖p �p,X E sup
t≥0

‖M̂t‖p ≤ 2pδpλp. (5.2)
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Therefore,

P(N∗ > βλ,ΔM∗ ∨ΔN∗ ∨M∗ ≤ δλ) ≤ P(N∗ > βλ, τ = ρ = ∞)

(∗)
≤ P(N̂∗ > (β − δ − 1)λ)

= P
(
(N̂∗)p > (β − δ − 1)pλp

)
≤ 1

(β − δ − 1)pλp
E(N̂∗)p

(∗∗)
� p,X

1

(β − δ − 1)pλp
E(M̂∗)p,

where (∗) follows from the fact that if τ = ρ = ∞, so by Lemma 5.7 N̂ coincides
with N −Nσ on R+ and ‖Nσ‖ ≤ ‖Nσ−‖+ ‖ΔNσ‖ ≤ (1+ δ)λ on {τ = ρ = ∞},
while (∗∗) holds by (5.2). The desired then follows by

E(M̂∗)p = E(M̂∗)p1σ≤τ∧ρ ≤ E2pδpλp1σ<∞

= 2pδpλpP(σ < ∞) = 2pδpλpP(N∗ > λ).

5.2. Proof of Theorem 5.1

First we will prove each case of the canonical decomposition separately, and
then compile them using the following proposition.

Proposition 5.8. Let X be a UMD Banach space, φ : R+ → R+ be convex
of moderate growth such that φ(0) = 0. Then for any local martingale M :
R+ × Ω → X with the canonical decomposition M = M c +Mq +Ma we have
that

Eφ(M∗) �φ,X Eφ
(
(M c)∗

)
+ Eφ

(
(Mq)∗

)
+ Eφ

(
(Ma)∗

)
. (5.3)

Proof. Inequality �φ,X of (5.3) follows from the fact that M = M c +Mq +Ma

a.s., so M∗ ≤ (M c)∗ + (Mq)∗ + (Ma)∗ a.s., and the fact that φ has moderate
growth, so a.s.

φ(M∗) ≤ φ
(
(M c)∗ + (Mq)∗ + (Ma)∗

)
�φ φ

(
(M c)∗

)
+ φ

(
(Mq)∗

)
+ φ

(
(Ma)∗

)
.

Let us show �φ,X of (5.3). As X is UMD, each of M , M c, Mq, and Ma has
a covariation bilinear form [[M ]], [[M c]], [[Mq]], and [[Ma]] respectively (see Re-
mark 2.13). Moreover, by [119, Subsection 7.6] we have that [[M ]] = [[M c]] +
[[Mq]] + [[Ma]] a.s., and thus by [119, Subsection 3.2 and Section 5] (see also
Remark 2.13) for any i ∈ {c, q, a}

Eφ(M∗) �φ,X Eφ
(
γ([[M ]]∞)

)
≥ Eφ

(
γ([[M i]]∞)

)
�φ,X Eφ

(
(M i)∗

)
.

This terminates the proof.

Fix φ : R+ → R+ convex of moderate growth such that φ(0) = 0.
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Theorem 5.9. Let X be a UMD Banach space, (dn)n≥1 and (en)n≥1 be tangent
martingale difference sequences. Then we have that

Eφ

(
sup
n≥1

∥∥∥ n∑
k=1

dn

∥∥∥) �φ,X Eφ

(
sup
n≥1

∥∥∥ n∑
k=1

en

∥∥∥) .

Proof. Let (rn)n≥1 be a sequence of independent Rademachers (see Defini-
tion 2.1). Then by [18, (8.22)] and by [119, Section 2] we have that

Eφ

(
sup
n≥1

∥∥∥ n∑
k=1

rndn

∥∥∥) �φ,X Eφ

(
sup
n≥1

∥∥∥ n∑
k=1

dn

∥∥∥) ,

Eφ

(
sup
n≥1

∥∥∥ n∑
k=1

rnen

∥∥∥) �φ,X Eφ

(
sup
n≥1

∥∥∥ n∑
k=1

en

∥∥∥) .

(5.4)

Finally, (rndn)n≥1 and (rnen)n≥1 are tangent martingale difference sequences
with respect to an enlarged filtration F = (Fn)n≥1 which is generated by the
original filtration (Fn)n≥1 and by Rademachers (dn)n≥1 as for any n ≥ 1 and
for any Borel set A ∈ B(X)

P(rndn|Fn−1)(A) = E(1A(rndn)|Fn−1)

(i)
= 1

2E(1A(dn)|Fn−1) +
1
2E(1−A(dn)|Fn−1)

(ii)
= 1

2E(1A(dn)|Fn−1) +
1
2E(1−A(dn)|Fn−1)

(iii)
= 1

2E(1A(en)|Fn−1) +
1
2E(1−A(en)|Fn−1)

(iv)
= P(rnen|Fn−1)(A),

(5.5)

where (i) follows from the fact that rn is independent of dn and Fn−1, (ii)
follows from the fact that dn is independent of σ(r1, . . . , rn−1), (iii) holds as
(dn)n≥1 and (en)n≥1 are tangent, and finally (iv) holds as (i), (ii), and (iii)
can analogously be shown for en. Moreover, rndn and rnen are conditionally
symmetric given Fn−1 for any n ≥ 1, so we have that

Eφ

(
sup
n≥1

∥∥∥ n∑
k=1

rndn

∥∥∥) �φ,X Eφ

(
sup
n≥1

∥∥∥ n∑
k=1

rnen

∥∥∥) (5.6)

by [44] (see [25, pp. 424–425]). The desired follows from (5.4) and (5.6).

Theorem 5.10. Let X be a UMD Banach space, M,N : R+ × Ω → X be
tangent continuous local martingales. Then Eφ(M∗) �φ,X Eφ(N∗).

Proof. The proof follows directly from Lemma 5.2 and Proposition 5.3.

Theorem 5.11. Let X be a UMD Banach space, M,N : R+ × Ω → X
be tangent purely discontinuous quasi-left continuous local martingales. Then
Eφ(M∗) �φ,X Eφ(N∗).
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For the proof of the theorem we will need the following lemma.

Lemma 5.12. Let X be a Banach space, M,N : R+ ×Ω → X be tangent local
martingales. Then

P(ΔN∗ ≥ λ) ≤ 6P(ΔM∗ ≥ λ), λ > 0, (5.7)

where we set ΔM∗ := supt≥0 ‖ΔMt‖ and ΔN∗ := supt≥0 ‖ΔNt‖.
Proof. By a standard restriction to finite dimensions argument (see e.g. the
proof of [115, Theorem 3.3]) and by the fact that AM and AN ate tangent for
any linear operator A ∈ L(X,Y ) (see Theorem A.1) we may assume that X is
finite dimensional. Due to Theorem 3.9 we may assume that both M and N are
purely discontinuous. Let M = Mq +Ma and N = Nq +Na be the canonical
decompositions of M and N . Then by (2.8) we have that a.s.

{t ≥ 0 : ΔMt �= 0} = {t ≥ 0 : ΔMq
t �= 0} ∪ {t ≥ 0 : ΔMa

t �= 0},
{t ≥ 0 : ΔNt �= 0} = {t ≥ 0 : ΔNq

t �= 0} ∪ {t ≥ 0 : ΔNa
t �= 0},

and

{t ≥ 0 : ΔMq
t �= 0} ∩ {t ≥ 0 : ΔMa

t �= 0} = ∅,

{t ≥ 0 : ΔNq
t �= 0} ∩ {t ≥ 0 : ΔNa

t �= 0} = ∅.

Thus in order to show (5.7) it is sufficient to prove that

P
(
(ΔNq)∗ ≥ λ

)
≤ 4P

(
(ΔMq)∗ ≥ λ

)
, λ > 0, (5.8)

P
(
(ΔNa)∗ ≥ λ

)
≤ 2P

(
(ΔMa)∗ ≥ λ

)
, λ > 0. (5.9)

First notice that (5.9) follows from a standard discrete approximation of purely
discontinuous martingales with accessible jumps (see e.g. the proof of Proposi-
tion 3.37 and Subsection B.1) and [29, Lemma 2.3.3]. Let us show (5.8). Without
loss of generality we may assume that M + MT and N = NT for some foxed
T > 0. Let us define for any n ≥ 1

dkn := Mq
Tk/n −Mq

T (k−1)/n, ekn := Nq
Tk/n −Nq

T (k−1)/n, k = 1, . . . , n.

For each n ≥ 1, let (d̃kn)
n
k=1 be a decoupled tangent sequence of (dkn)

n
k=1 and

(ẽkn)
n
k=1 be a decoupled tangent sequence of (ekn)

n
k=1. Then by [29, Lemma 2.3.3]

we have that

P
(

n
sup
k=1

‖enk‖ ≥ λ
)
≤ 2P

(
n

sup
k=1

‖ẽnk‖ ≥ λ
)
, λ > 0,

P
(

n
sup
k=1

‖d̃nk‖ ≥ λ
)
≤ 2P

(
n

sup
k=1

‖dnk‖ ≥ λ
)
, λ > 0.

(5.10)

Let M̃q be a local martingale decoupled tangent to both Mq and Nq. As Mq,
Nq, and M̃q have càdlàg trajectories (see Subsection 2.5), we have the following
convergences

P− lim
n→∞

n
sup
k=1

‖dnk‖ = sup
0≤t≤T

‖ΔMq
t ‖, P− lim

n→∞
n

sup
k=1

‖enk‖ = sup
0≤t≤T

‖ΔNq
t ‖,
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P
(

n
sup
k=1

‖d̃nk‖ > λ
)
,P

(
n

sup
k=1

‖ẽnk‖ > λ
)
→ P

(
sup

0≤t≤T
‖ΔM̃t‖ > λ

)
, n → ∞, λ > 0,

where the latter follows from Theorem 10.3; thus by (5.10) we have that

P
(
(ΔNq)∗ ≥ λ

)
≤ 2P

(
(ΔM̃q)∗ ≥ λ

)
≤ 4P

(
(ΔMq)∗ ≥ λ

)
, λ > 0,

so (5.8) (and consequently (5.7)) follows.

Proof of Theorem 5.11. First we prove the conditional symmetric case, and then
the general case.

Step 1: conditionally symmetric case. Let M and N be conditionally sym-
metric. Then by Lemma 5.2 and Proposition 5.6 we have that

Eφ(N∗) �φ,X Eφ(ΔM∗ ∨ΔN∗ ∨M∗).

As φ has a moderate growth, we have that

Eφ(ΔM∗ ∨ΔN∗ ∨M∗) �φ Eφ(ΔM∗) + Eφ(ΔN∗) + Eφ(M∗),

where
Eφ(ΔM∗) �φ Eφ(M∗), (5.11)

as ΔM∗ ≤ 2M∗, and

Eφ(ΔN∗) ≤ 6Eφ(ΔM∗) �φ Eφ(M∗),

by Lemma 5.12, since Eφ(ξ) =
∫
R+

P(ξ > λ) dφ(λ) for any random variable

ξ : Ω → R+ and since φ(0) = 0, and by (5.11). Thus we have that Eφ(N∗) �φ

Eφ(M∗); the converse follows similarly.
Step 2: general case. First of all, it is sufficient to assume thatN is a decoupled

tangent martingale to M . Let N ′ be another decoupled tangent martingale to
M conditionally independent of N given F . Then M − N ′ and N − N ′ are
tangent martingales which are conditionally symmetric, and thus

Eφ(M∗)
(i)

≤ Eφ
(
(M −N ′)∗

) (ii)

� φ,X Eφ
(
(N −N ′)∗

) (iii)

� φ Eφ(N∗),

where (i) holds by the fact that a conditional expectation is a contraction and
by the fact that φ is convex, (ii) follows from Step 1, and (iii) follows by the
fact that φ is convex of moderate growth and that N and N ′ are conditionally
independent given F and equidistributed.

Let us show that
Eφ(N∗) �φ,X Eφ(M∗). (5.12)

Without loss of generality by the dominated convergence theorem we may as-
sume that Mt = MT and Nt = NT for some fixed T > 0 and any t ≥ T .
By Theorem 10.3 there exist pure jump processes (Mn)n≥1 and (Nn)n≥1 such
that

(A) for each n ≥ 1, Mn and Nn have jumps at {T
n , . . . ,

T (n−1)
n , T},
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(B) for each n ≥ 1, (Mn
Tk/n − Mn

T (k−1)/n)
n
k=1 and (Nn

Tk/n − Nn
T (k−1)/n)

n
k=1

are martingale difference sequences with respect to the enlarged filtration
(FTk/n)

n
k=1 (which enlarges (FTk/n)

n
k=1) such that (Nn

Tk/n−Nn
T (k−1)/n)

n
k=1

is a decoupled tangent martingale difference sequence to
(Mn

Tk/n −Mn
T (k−1)/n)

n
k=1,

(C) Nn converges to N in distribution as random variables with values in the
Skorokhod space D([0, T ], X) as n → ∞,

(D) Mn converges to M a.s. as n → ∞, and, moreover, (Mn)∗ ↗ M∗ a.s.

By (B) and Theorem 5.9 we have that

Eφ
(
(Mn)∗

)
�φ,X Eφ

(
(Nn)∗

)
, (5.13)

for any n ≥ 1. On the other hand we have that Eφ
(
(Mn)∗

)
↗ Eφ(M∗) by the

dominated convergence theorem and (D). Therefore (5.12) follows from (5.13),
(C), and Fatou’s lemma.

Remark 5.13. Note that if M and N have predictably bounded jumps, i.e.
there exists a predictable increasing process A : R+ × Ω → R+ such that
‖ΔMt‖, ‖ΔNt‖ ≤ At a.s. for any t ≥ 0, then there is no need in conditional
symmetry in the proof of Proposition 5.6, and hence there is no need in us-
ing Section 10 in order to prove Theorem 5.11 (see e.g. the proof of Proposi-
tion 3.23).

Let us eventually show Theorem 5.1. By Proposition 5.8 it is sufficient to
show that

Eφ
(
(M c)∗

)
�φ,X Eφ

(
(N c)∗

)
, (5.14)

Eφ
(
(Mq)∗

)
�φ,X Eφ

(
(Nq)∗

)
, (5.15)

Eφ
(
(Ma)∗

)
�φ,X Eφ

(
(Na)∗

)
. (5.16)

The inequality (5.14) follows from Theorem 3.9 and 5.10, (5.15) follows from
Theorem 3.9 and 5.11, and finally (5.16) holds by Theorem 3.9 and 5.9, and the
approximation argument from the proof of Proposition 3.37 and B.1.

5.3. Not convex functions

What is of a big interest is whether it is possible to have an analogue of The-
orem 5.1 for a general φ of moderate growth (e.g. φ(t) =

√
t), as it was done

in the conditionally symmetric case in [58, Theorem 4.1]. In our case this is
possible due to the following theorem.

Theorem 5.14. Let X be a UMD Banach space, φ : R+ → R+ be an in-
creasing function of moderate growth such that φ(0) = 0. Then for any tangent
conditionally symmetric martingales M,N : R+ × Ω → X we have that

Eφ(M∗) �φ,X φ(N∗).



Local characteristics and tangency 619

Note that M is conditionally symmetric if and only if Md is conditionally
symmetric, where M = M c+Md is the Meyer-Yoeurp decomposition of M (see
Remark 2.19).

Proof of Theorem 5.14. First note that one can show Proposition 5.6 and
Lemma 5.7 for general conditionally symmetric M and N (with modifying M̂

and N̂ by adding to them M c
τ∧ρ∧t−M c

τ∧σ∧ρ and N c
τ∧ρ∧t−N c

τ∧σ∧ρ respectively).
Then thanks to (5.1) we get that for any λ > 0, δ > 0, and β > 1 + δ

P(N∗ > βλ)− P(ΔM∗ ∨ΔN∗ ∨M∗ > δλ)

≤ P(N∗ > βλ,ΔM∗ ∨ΔN∗ ∨M∗ ≤ δλ) �p,X
δp

(β − δ − 1)p
P(N∗ > λ),

so by fixing p ≥ 1, δ = 2, and β > 4 we derive for some fixed Cp,X > 0 by (5.7)

P(N∗ > βλ) ≤ Cp,X
2

(β − 3)p
P(N∗ > λ)

+ P(ΔM∗ > 2λ) + P(ΔN∗ > 2λ) + P(M∗ > 2λ)

≤ Cp,X
2

(β − 3)p
P(N∗ > λ) + 8P(M∗ > λ).

Then

Eφ(N∗) =

∫
R+

P(φ(N∗) > λ) dλ =

∫
R+

P(N∗ > λ)(φ−1)′(λ) dλ, (5.17)

consequently in particular if φ(ex) ≤ αφ(x) for some α > 1 (hence φ(βx) ≤
βlnα+1φ(x) for β big enough), which holds as φ is of moderate growth, then
analogously to [58, p. 38] by using the fact that φ is increasing so (φ−1)′ is
nonnegative a.s. on R+(

β− lnα−1 − Cp,X
2

(β − 3)p

)
Eφ(N∗) ≤ Eφ(N∗/β)− Cp,X

2

(β − 3)p
Eφ(N∗)

=

∫
R+

(
P(N∗/β > λ)− Cp,X

2

(β − 3)p
P(N∗ > λ)

)
(φ−1)′(λ) dλ

≤
∫
R+

P(M∗ > λ)(φ−1)′(λ) dλ = Eφ(M∗),

so the desired follows by choosing p > lnα+ 2 and β big enough.

Unfortunately the author does not know whether Theorem 5.14 holds for
general martingales. Nonetheless, the following upper estimate can be shown.

Theorem 5.15. Let X be a UMD Banach space, φ : R+ → R+ be an increasing
function of moderate growth such that φ(0) = 0. Then for any local martingale
M : R+ × Ω → X with a decoupled tangent local martingale N we have that

Eφ(M∗) �φ,X Eφ(N∗).
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Proof. Let Ñ be another decoupled tangent local martingale to M which is
conditionally independent of N given the local characteristics of M . Then by
Theorem 5.14 we have that

Eφ
(
(M − Ñ)∗

)
�φ,X Eφ

(
(N − Ñ)∗

)
.

It remains to notice that P(M∗ ≥ λ) ≤ P
(
(M−Ñ)∗ ≥ λ/2

)
+P

(
(Ñ)∗ ≥ λ/2

)
, so

Eφ(M∗) �φ Eφ((M − Ñ)∗)+Eφ(N∗) by (5.17), the fact that φ has a moderate

growth, and due to the equidistribution of N and Ñ , and to note that by the
fact that N − Ñ has increments which are independent symmetric given the
local characteristics of M we have that thanks to (5.17) and [47, Proposition
6.1.12]

Eφ
(
(N − Ñ)∗

)
� Eφ(‖N∞ − Ñ∞‖)

(∗)
�φ Eφ(‖N∞‖) � Eφ(N∗

∞)

where (∗) follows from (5.17), the fact that

P(‖N∞ − Ñ∞‖ > λ) ≤ P(‖N∞‖ > λ/2) + P(‖Ñ∞‖ > λ/2),

and the fact that φ has a moderate growth.

6. Integration with respect to a general martingale

The present section is devoted to new estimates for stochastic integrals with
values in UMD Banach spaces. These are so-called predictable estimates as we
will have a predictable process on the right-hand side since this process depends
only on the corresponding local characteristics and thus it is predictable. In
particular, these estimates extend sharp bounds for a stochastic integral with
respect to a cylindrical Brownian motion obtained by van Neerven, Veraar,
and Weis in [81, 82] (see also [106, 108] for continuous martingale case). On the
other hand, this section in some sense extends a recent work [32] by Dirksen and
the author on stochastic integration in Lq-spaces, though the latter publication
provides precise formulas for the right-hand side of (6.1), i.e. formulas that
do not depend on the decoupled tangent martingale or the corresponding Cox
process, but only on νM . We also wish to note that the obtained below estimates
are very different from those proven in [119, Subsection 7.1]: estimates (6.1) are
more in the spirit of works of Novikov [84], Burkholder [14], and Rosenthal [99],
while [119, Subsection 7.1] is based on Burkholder-Davis-Gundy inequalities,
which are similar to square function estimates (see e.g. also [109]).

Theorem 6.1. Let H be a Hilbert space, X be a UMD Banach space, M̃ :
R+ × Ω → H be a local martingale. Then for any elementary predictable Φ :
R+ × Ω → L(H,X) and for any 1 ≤ p < ∞ one has that

E sup
t≥0

∥∥∥∫ t

0

ΦdM̃
∥∥∥p �p,X E‖Φq1/2

M̃c
‖pγ(L2(R+,[Mc];H),X)
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+ EECox

∥∥∥∫
R+×H

Φ(s)h dμ̄M̃q

Cox(s, h)
∥∥∥p

(6.1)

+ EECI

∥∥∥ ∑
0≤t<∞

ΦΔÑa
t

∥∥∥p

,

where M̃ = M̃ c+ M̃q + M̃a is the canonical decomposition, q
M̃c is as defined in

Subsection 2.6, μM̃q

Cox is a Cox process directed by νM
q

, and Ña is a decoupled

tangent martingale to M̃a constructed in Theorem 3.39, while ECox denotes an
expectation for a fixed ω ∈ Ω in a probability space generated by μCox, and ECI

denotes an expectation for a fixed ω ∈ Ω in a probability space generated by Ña

(see Subsection 2.2).

Proof. The theorem follows from Theorem 2.18, the continuous case [108, Ex-
ample 3.19 and Theorem 4.1], Theorem 3.22, and Proposition 3.37.

Remark 6.2. As on both the right- and the left-hand sides of (6.1) we have
norms (strictly speaking, seminorms, but we can consider a quotient space and
make these expressions norms), analogously to [119, Subsection 7.1] we can
extend the definition of a stochastic integral to any strongly predictable Φ :
R+ × Ω → X with

E‖Φq1/2
M̃c

‖
γ(L2(R+,[M̃c];H),X)

+ EECox

∥∥∥∫
R+×H

Φ(s)h dμ̄M̃q

Cox(s, h)
∥∥∥

+ EECI

∥∥∥ ∑
0≤t<∞

ΦΔÑa
t

∥∥∥ < ∞.

Remark 6.3. Due to standard Lenglart’s trick [67, Corollaire II] we can extend
the upper bounds of (6.1) to p ∈ (0, 1) in the following way

E sup
t≥0

∥∥∥∫ t

0

ΦdM̃
∥∥∥p

�p,X E‖Φq1/2
M̃c

‖p
γ(L2(R+,[M̃c];H),X)

+ E
(
ECox

∥∥∥∫
R+×H

Φ(s)h dμ̄M̃q

Cox(s, h)
∥∥∥)p

(6.2)

+ E
(
ECI

∥∥∥ ∑
0≤t<∞

ΦΔÑa
t

∥∥∥)p

.

Remark 6.4. Why expressions on the right-hand sides of (6.1) and (6.2) can
be useful? First, if one fixes ω ∈ Ω, then these expressions become stochastic
integrals with respect to martingales with independent increments, which it is
easier to work with. Second, if we are in the quasi-left continuous setting (i.e.
Ma = 0 and we have only Poisson-like jumps), then we end up with γ-norms and
the norms generated by Cox processes, which might be of γ-radonifying nature
but with the Poisson distribution (see Remark 3.26).

Remark 6.5. Thanks to Theorem 4.6 both (6.2) and the upper bound of (6.1)
hold true if X has the decoupling property.



622 I. S. Yaroslavtsev

7. Weak tangency versus tangency

The natural question is raising up while working with local characteristics in in-
finite dimensions: given a Banach spaceX (perhaps, not UMD) and anX-valued
martingale M . Can we have results of the form (3.3) for more general Banach
spaces by using a family of local characteristics ([〈M,x∗〉c], ν〈M,x∗〉)x∗∈X∗ in-
stead of local characteristics discovered in Section 3 (note that the latter even
might not exist by Theorem 3.7)? And how do these weak local characteristics
correspond to the those defined in Section 3? Let us answer these questions.
First we will need the following definitions.

Definition 7.1. Let X be a Banach space, M : R+×Ω → X be local martingale.
Then the family ([〈M,x∗〉c], ν〈M,x∗〉)x∗∈X∗ is called weak local characteristics.

Definition 7.2. Let X be a Banach space, M,N : R+ ×Ω → X. Then M and
N are weakly tangent if 〈M,x∗〉 and 〈N, x∗〉 are tangent for any x∗ ∈ X∗, i.e.
if M and N have the same weak local characteristics.

Here we show that weak tangency coincides with tangency in the UMD case,
so this approach cannot extend Theorem 3.7 in the UMD setting.

Theorem 7.3. Let X be a Banach space, M,N : R+×Ω → X be local martin-
gales which have local characteristics. Then M and N are tangent if and only
if they are weakly tangent.

For the proof we will need the following lemma.

Lemma 7.4. Let X be a Banach space, M : R+ × Ω → X be a martingale.
Assume that M has a covariation bilinear form [[M ]]. Then for any t ≥ 0 we
have that

X∗ → L0(Ω), x∗ �→ [[M ]]t(x
∗, x∗),

is continuous for X∗ endowed with the weak∗ topology.

Proof. By a stopping time argument and by Remark 2.10 we may assume that
E supt≥0 ‖Mt‖ < ∞. Let (x∗

n)n≥1 be a weak∗ Cauchy sequence with the limit
x∗. By the definition of weak∗ convergence we have that 〈x, x∗

n〉 → 〈x, x∗〉 for
any x ∈ X. Thus by [56, Theorem 26.6] a.s.∣∣[[M ]]t(x

∗, x∗)− [[M ]]t(x
∗
n, x

∗
n)
∣∣ = ∣∣[〈M,x∗〉]t − [〈M,x∗

n〉]t
∣∣

=
∣∣2[〈M,x∗〉, 〈M,x∗

n − x∗〉]t + [〈M,x∗ − x∗
n〉]t

∣∣
≤ 2

√
[〈M,x∗〉]t

√
[〈M,x∗ − x∗

n〉]t + [〈M,x∗ − x∗
n〉]t,

so we have that

‖[[M ]]t(x
∗, x∗)− [[M ]]t(x

∗
n, x

∗
n)‖L1/2(Ω)

≤ ‖2
√
[〈M,x∗〉]t

√
[〈M,x∗ − x∗

n〉]t + [〈M,x∗ − x∗
n〉]t‖L1/2(Ω)

� ‖
√

[〈M,x∗〉]t
√
[〈M,x∗ − x∗

n〉]t‖L1/2(Ω)
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+ ‖[〈M,x∗ − x∗
n〉]t‖L1/2(Ω)

≤ ‖
√
[〈M,x∗〉]t‖1/2L1/2(Ω)

‖
√
[〈M,x∗ − x∗

n〉]t‖
1/2

L1/2(Ω)

+ ‖[〈M,x∗ − x∗
n〉]t‖L1/2(Ω),

and thus it is enough to show that ‖[〈M,x∗ − x∗
n〉]t‖L1/2(Ω) → 0 as n → ∞,

which follows from the fact that by Burkholder-Davis-Gundy inequalities [56,
Theorem 26.12]

‖[〈M,x∗ − x∗
n〉]t‖L1/2(Ω) �

(
E sup

0≤s≤t
‖〈M,x∗ − x∗

n〉‖
)2 → 0, n → ∞,

as 〈M,x∗ − x∗
n〉 → 0 a.s. and 〈M,x∗ − x∗

n〉 are uniformly bounded by Banach–
Steinhaus theorem.

Proof of Theorem 7.3. It is clear that tangency implies weak tangency. Let us
show the converse. Assume that M and N are weakly tangent. Let M = M c +
Md and N = N c +Nd be the Meyer-Yoeurp decompositions (see Remark 2.19;
this decomposition exists as M and N have local characteristics). First notice
that for any t ≥ 0 and for any x∗ ∈ X∗ a.s.

[[M c]]t(x
∗, x∗) = [〈M c, x∗〉]t

(∗)
= [〈M,x∗〉c]t

= [〈N, x∗〉c]t
(∗)
= [〈N c, x∗〉]t = [[N c]]t(x

∗, x∗),

where (∗) follows from the fact that 〈M c, x∗〉 = 〈M,x∗〉c and 〈N c, x∗〉 = 〈N, x∗〉c
a.s. (see [32, 116, 118]). Therefore [[M c]]t(x

∗) = [[N c]]t(x
∗) for any x∗ ∈ X∗

a.s., so we can set [[M c]]t = [[N c]]t a.s. on Ω as X can be assumed separable
by the Pettis measurability theorem [46, Theorem 1.1.20], so [[M c]]t and [[N c]]t
coincide a.s. on weak∗ dense subset of X∗ which can be assumed countable by
the sequential Banach–Alaoglu theorem, and thus they coincide on the whole
X∗ by Lemma 7.4.

Now let us show that νM = νN a.s. Fix Borel sets B ⊂ X and A ⊂ R+. It is
sufficient to show that a.s.

νM (A×B) = νN (A×B) (7.1)

As X is separable, the Borel σ-algebra of X is generated by cylinders (see
e.g. [8, Section 2.1]), we may assume that B is a cylinder as well, i.e. there

exist linear functions x∗
1, . . . , x

∗
m ∈ X∗ and a Borel set B̃ ∈ Rm such that

1B(x) = 1B̃(〈x, x∗
1〉, . . . , 〈x, x∗

m〉). Let Y = span(x∗
1, . . . , x

∗
m), (yn)n≥1 be a dense

sequence of Y . Then by the assumption of the theorem there exists Ω0 ⊂ Ω of
full measure such that on Ω0

ν〈M,yn〉 = ν〈N,yn〉, n ≥ 1,

and as (yn)n≥1 is dense in Y by a continuity argument we have that on Ω0

ν〈M,y〉 = ν〈N,y〉, y ∈ Y. (7.2)
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Let P : X → Rm be such that Px = (〈x, x∗
1〉, . . . , 〈x, x∗

m〉) ∈ Rm for any x ∈ X.
Then by (7.2), by Lemma A.2, and by the Cramér-Wold theorem (see e.g. [7,
Theorem 29.4] and [5]) we have that on Ω0

νM (A×B) = νPM (A× B̃) = νPN (A× B̃) = νN (A×B),

and thus (7.1) follows. Consequently, M and N have the same local character-
istics, and thus they are tangent.

Assume now that inequalities of the form (3.3) hold for some Banach space
X for some 1 ≤ p < ∞ for all weakly tangent martingales. Then in particular
for any independent Brownian motions W and W̃ and for any elementary pre-
dictable Φ : R+ × Ω → X for martingales M :=

∫
ΦdW and N :=

∫
ΦdW̃ we

have that by (2.17) for any t ≥ 0 a.s.

[[M ]]t(x
∗, x∗) = [〈M,x∗〉]t =

∫ t

0

|Φ∗x∗|2 ds = [〈N, x∗〉]t = [[N ]]t(x
∗, x∗), t ≥ 0,

so M and N are weakly tangent and thus by (3.3)

E sup
t≥0

∥∥∥∫ t

0

ΦdW
∥∥∥p

�p,X E sup
t≥0

∥∥∥∫ t

0

ΦdW̃
∥∥∥p

,

which implies UMD e.g. by [24, 36, 46] and by good-λ inequalities (5.3).

8. Decoupled tangent martingales and the recoupling property

An interesting question is the following. Thanks to Theorem 3.8 we know that
for any given UMD space X any X-valued local martingale has a decoupled
tangent local martingale. Using Section 7 one can try to extend the notion of a
decoupled tangent local martingale via exploiting weak local characteristics in
Definition 3.3, i.e. for a general Banach space X a local martingale N defined
on enlarged probability space and filtration is called decoupled tangent to a
local martingale M if M is a local martingale with respect to the enlarged
filtration having the same weak local characteristics ([〈M,x∗〉c], ν〈M,x∗〉)x∗∈X∗

so that N(ω) is a local martingale with independent increments with weak
local characteristics ([〈M,x∗〉c](ω), ν〈M,x∗〉(ω))x∗∈X∗ for a.e. ω from the original
probability space. For which Banach space X we can guarantee existence of such
an object?

In order to answer this question we need the recoupling property, which is
dual to the decoupling property (see Definition 4.1).

Definition 8.1. Let X be a Banach space. Then X is said to have the recou-
pling property if for some 1 ≤ p < ∞, for any X-valued martingale difference
sequence (dn)n≥1 and for a decoupled tangent martingale difference sequence
(en)n≥1 one has that

E
∥∥∥ ∞∑
n=1

en

∥∥∥p

�p,X E sup
N≥1

∥∥∥ N∑
n=1

dn

∥∥∥p

. (8.1)
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Let us first show the following elementary proposition demonstrating that we
can assume any 1 ≤ p < ∞ in Definition 8.1.

Proposition 8.2. Let X be a Banach space, (dn) be an arbitrary X-valued mar-
tingale difference sequence, (en) be its decoupled tangent martingale sequence.
Then the following are equivalent.

(i) E
∥∥∑∞

n=1 en
∥∥p �p,X E supN≥1

∥∥∑N
n=1 dn

∥∥p
for any 1 ≤ p < ∞, any (dn)

and (en).

(ii) E
∥∥∑∞

n=1 en
∥∥p �p,X E supN≥1

∥∥∑N
n=1 dn

∥∥p
for some 1 ≤ p < ∞, any (dn)

and (en).

(iii) EE
(∥∥∑∞

n=1 en
∥∥∣∣∣F)p

�p,X E supN≥1

∥∥∑N
n=1 dn

∥∥p for some 1 ≤ p < ∞,

any (dn) and (en).

(iv) There exists a constant CX such that if E
(∥∥∑∞

n=1 en
∥∥∣∣∣F)

> 1 a.s. then

we have that E supN≥1

∥∥∑N
n=1 dn

∥∥ > CX .

(v) There exists a constant CX such that if
∥∥∑∞

n=1 en
∥∥ > 1 a.s. then we have

that E supN≥1

∥∥∑N
n=1 dn

∥∥ > CX .

Proof. The proof in analogous to the one of [37, Theorem 4.1]. (i) ⇒ (ii) ⇒ (iii)
follow for an obvious reason and by Jensen’s inequality. (iii) ⇒ (iv) follows
similarly to [15, p. 999]. (iv) ⇒ (v) follows from the fact that if

∥∥∑∞
n=1 en

∥∥ > 1

a.s., then E
(∥∥∑∞

n=1 en
∥∥∣∣∣F)

> 1 a.s., and thus the desired holds. Now let us

show (v) ⇒ (i). Fix 1 ≤ p < ∞. Let Gp(dn) := E
(∥∥∑∞

n=1 en
∥∥p

∣∣∣F)
. Then

sup
λ>0

λP(Gp(dn) > λ)
(∗)
≤ sup

λ>0
λP

(∥∥ ∞∑
n=1

en
∥∥p ≥ λ

) (∗∗)
� p,X E sup

N≥1

∥∥ N∑
n=1

dn
∥∥p

, (8.2)

where (∗) follows from the fact that averaging operators are contractions on
Lorentz spaces (see e.g. [55]) and (∗∗) can be derived from (v) analogously [15,
p. 1000]. Now applying [15, pp. 999–1000] one can conclude from (8.2) that

E
∥∥∥ ∞∑
n=1

en

∥∥∥p

= EGp(dn) �p,X E sup
N≥1

∥∥∥ N∑
n=1

dn

∥∥∥p

,

so the proposition follows.

Recall that X is called a UMD+ Banach space if for some (equivalently, for
all) p ∈ [1,∞), every martingale difference sequence (dn)

∞
n=1 in Lp(Ω;X), and

every independent Rademacher sequence (rn)
∞
n=1 one has that

E
∥∥∥ ∞∑
n=1

rndn

∥∥∥p

�p,X E
∞
sup
N=1

∥∥∥ N∑
n=1

dn

∥∥∥p (8.3)

(see [24, 26, 37, 46, 107]).
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Remark 8.3. The recoupling property immediately yields the UMD+ property
for Paley-Walsh and Gaussian martingales (see [46, pp. 498–500], [91, Section
4.2], and [37]) and hence any Banach space X with the recoupling property is
supereflexive, has finite cotype (see [37, Theorem 3.2]) and nontrivial type (due
to [47, Theorem 7.3.8] and the supereflexivity of X). It remains open whether the
recoupling property implies UMD (note that the recoupling property is equivalent
to UMD if X is a Banach lattice thanks to [59, Theorem 8.4]; see also the
discussion in [38] and [46, Section O]). Nonetheless, one can show that the
recoupling property is in fact equivalent to UMD+ for general martingales, which
is in some sense a dual result to [24, Theorem 6.6(iii)].

Proposition 8.4. Let X be a Banach space. Then X has the recoupling property
if and only if it is UMD+.

Proof. The “only if” part. Assume that X has the recoupling property. Let
(dn)

∞
n=1 be an X-valued martingale difference sequence, (en)

∞
n=1 be a corre-

sponding decoupled tangent sequence on an enlarged filtration. Then by Defi-
nition 8.1

E sup
N≥1

∥∥∥ N∑
n=1

dn − en

∥∥∥p �p,X E sup
N≥1

∥∥∥ N∑
n=1

dn

∥∥∥p.
Note that (dn − en)n≥1 is conditionally symmetric. By an approximation argu-
ment (by adding a sequence (εxr′′n) for some x ∈ X, independent Rademacher se-
quence (r′′n), and some small enough ε > 0) we may assume that P(dn−en = 0) =
0. Moreover, for the same approximation argument we may assume that there ex-
ists x∗ ∈ X∗ such that 〈dn−en, x

∗〉 �= 0 a.s. Let r′n := 〈dn−en, x
∗〉/|〈dn−en, x

∗〉|,
ξn := (dn − en)/r

′
n. Let us show that r′n is independent of σ(ξn,Fn−1). Indeed,

for any A ⊂ X with 〈x, x∗〉 > 0 for any x ∈ A and any B ∈ Fn−1 by the
conditional symmetry we have that

P({r′n = 1} ∩ {ξn ∈ A} ∩B) = P({dn − en ∈ A} ∩B)

= P({dn − en ∈ −A} ∩B) = P({r′n = −1} ∩ {ξn ∈ A} ∩B),

so

P({r′n = ±1}∩{ξn ∈ A}∩B) =
1

2
P({ξn ∈ A}∩B) = P(r′n = ±1)P({ξn ∈ A}∩B).

Therefore by setting a new filtration (Gn)n≥1 := (σ(Fn, ξn+1))n≥1 and noticing
that (r′nξn) is a martingale difference sequence w.r.t. this filtration we can deduce
from (8.1), Example 2.28, and the fact that a product of two Rademachers is a
Rademacher that for any independent sequence (rn)n≥1 of Rademachers

E
∥∥∥ ∞∑
n=1

rn(dn − en)
∥∥∥p

= E
∥∥∥ ∞∑
n=1

rnr
′
nξn

∥∥∥p
�p,X E sup

N≥1

∥∥∥ N∑
n=1

r′nξn

∥∥∥p = E sup
N≥1

∥∥∥ N∑
n=1

dn − en

∥∥∥p

.
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Finally, by applying a conditional expectation w.r.t. σ(F , (rn)) and Jensen’s in-
equality we know that E‖

∑∞
n=1 rndn‖p ≤ E‖

∑∞
n=1 rn(dn−en)‖p. By combining

all the inequalities above (8.3) follows.

The “if” part. Let X be UMD+, (dn)n≥1 be an X-valued martingale dif-
ference sequence, (en)n≥1 be a decoupled tangent sequence. Given the UMD+

property we need to show (8.1) for some p ≥ 1. Without loss of generality we
may assume that the filtration is generated by (dn) and the enlarged filtra-
tion is generated by (dn) and (en). First assume that (dn)n≥1 is conditionally
symmetric. In this case for any Borel A ⊂ X we have that

P(1A(dn)|Fn−1) = P(1−A(dn)|Fn−1), n ≥ 1. (8.4)

Let (xm)Mm=1 ∈ X \ {0} be disjoint and let balls (Bm)Mm=1 be disjoint with
xm ∈ Bm and {0} /∈ Bm so Bm ∩ −Bm = ∅. Then for any n ≥ 1 we can

approximate dn in Lp for any p < ∞ by
∑M

m=1 xm(1Bm(dn) − 1−Bm(dn)) by
taking big enough set (xm)Mm=1 ∈ X and by considering smaller balls (Bm)Mm=1.
Let An

m := {dn ∈ Bm} ∪ {dn ∈ −Bm} and let rnm := 1Bm(dn) − 1−Bm(dn) +
rn

′

m1Ω\An
m

for some independent rn
′

m (one may need to enlarge the probability

space and filtration). By (8.4) and independence of (rn
′

m ) we conclude that

P(rnm = ±1|Fn−1) = P(dn ∈ ±Bm|Fn−1) + P(Ω \An
m ∩ {rn′

m = ±1}|Fn−1)

=
1

2
P(An

m|Fn−1) +
1

2
P(Ω \An

m|Fn−1) =
1

2
,

so (rnm) is conditionally independent of Fn−1. For the same reason (rnm)Mm=1

are independent Rademachers which are mutually independent of
σ(Fn−1, A

n
1 , . . . , A

n
M ). Thus we can approximate dn by

∑M
m=1 r

n
m1An

m
, so by

assuming dn =
∑M

m=1 r
n
m1An

m
, by (8.3), and by the fact that An

m are disjoint for
every n ≥ 1 (which guarantees that the corresponding suprema coincide) we get

E
∥∥∥ ∞∑
n=1

M∑
m=1

rn
′′

m 1An
m

∥∥∥p �p,X E
∞
sup
N=1

∥∥∥ N∑
n=1

M∑
m=1

rnm1An
m

∥∥∥p, (8.5)

where (rn
′′

m )∞,M
n=1,m=1 is an independent sequence of Rademachers. For each n ≥ 1

let en :=
∑M

m=1 r
n′′

m 1An
m

and let us show that (en)n≥1 is a decoupled tangent
sequence to (dn)n≥1. First both (dn) and (en) take values only in (±xm)Mm=1,

and for any m = 1, . . . ,M by the independence of rn
′′

m and by (8.4)

P(en = ±xm|Fn−1) = P({rn′′

m = ±1} ∩An
m|Fn−1) =

1

2
P(An

m|Fn−1)

= P({rnm = ±1} ∩An
m|Fn−1) = P(dn = ±xm|Fn−1),

so (dn) and (en) are tangent. Next, for any fixed ω ∈ Ω, (en(ω)) are independent,
hence (en) is decoupled. Thus (8.1) follows from (8.5).
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Now let (dn) be general. Then for any sequence of independent Rademachers
(rn) by (8.3) and [47, Proposition 6.1.12]

E
∞
sup
N=1

∥∥∥ N∑
n=1

rndn

∥∥∥p

� E
∥∥∥ ∞∑
n=1

rndn

∥∥∥p �p,X E
∞
sup
N=1

∥∥∥ N∑
n=1

dn

∥∥∥p

.

Let (en) be a decoupled tangent sequence to (dn). Then (rnen) is a decoupled
tangent sequence to (rndn) (see (5.5)), which is conditionally symmetric, and
hence by the conditional symmetric case we get

E
∥∥∥ ∞∑
n=1

rnen

∥∥∥p �p,X E
∞
sup
N=1

∥∥∥ N∑
n=1

rndn

∥∥∥p

.

It remains to show that E‖
∑∞

n=1 en‖p �p E‖
∑∞

n=1 rnen‖p, which follows di-
rectly from the conditional independence and a randomization argument (see
e.g. [66, Lemma 6.3].

Remark 8.5. The same proof yields that the UMD− property (the property
which is inverse to UMD+, see e.g. [46, Chapter 4]) implies the decoupling prop-
erty. The converse statement can be shown for conditionally symmetric martin-
gale difference sequences (which is a weaker form of [24, Theorem 6.6(iii)]),
but unfortunately a similar technique seems to be not able to provide an exten-
sion to general martingales as UMD− constants heavily dominate the decoupling
constants in the real-valued case (see the discussion in [26, pp. 346–348]). The
equivalence of UMD− and decoupling remains unknown for the author.

The following theorem is the main result of the section.

Theorem 8.6. Let X be a Banach space. Then the following are equivalent:

(i) X has the recoupling property.
(ii) Any X-valued martingale M has a decoupled tangent local martingale N .

Moreover, if this is the case, then for any 1 ≤ p < ∞

E sup
t≥0

‖Nt‖p �p,X E sup
t≥0

‖Mt‖p. (8.6)

Proof. Part 1: (i) ⇒ (ii). Assume that X has the recoupling property. Let
M be an X-valued martingale. First let us show that [[M ]] exists, càdlàg, and
γ([[M ]]t) < ∞ a.s. for any t ≥ 0 (see Remark 2.13 and [119]). To this end note
that by Proposition 8.4 one can repeat the proof of [119, Theorem 2.1] showing
only the upper estimate �p,X in [119, (2.2) and (2.3)]. This upper estimate
together with the superreflexivity of X (see Remark 8.3) is enough to repeat
the proof of [119, Theorem 5.1] again with providing only

Eγ([[M ]]∞)p �p,X E sup
t

‖Mt‖p, 1 ≤ p < ∞, (8.7)
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in [119, (5.1)]. For the same reason it follows that γ([[M ]]t) < ∞ a.s. for any
t ≥ 0 and that it is locally integrable. Existence of a càdlàg version of [[M ]] holds
similarly [119, Proposition 5.5].

Now, as [[M ]] is càdlàg and nondecreasing (see Subsection 2.6 and [119]),
analogously to [56, Section 25, 26] it has a continuous part [[M ]]c and a pure
jump part [[M ]]d (shortly, one can simply define [[M ]]dt :=

∑
0≤s≤t Δ[[M ]]s and

[[M ]]c := [[M ]] − [[M ]]d). Moreover, by [119, Lemma 3.9, 3.10], by the definition
of [[M ]], and by [56, Theorem 26.14] we have that γ([[M ]]) � γ([[M ]]c)+ γ([[M ]]d)
a.s., so in particular by [119, (3.2)] [[M ]]c is bounded and locally integrable.

Let us show that there exists a decoupled tangent martingale N . We will con-
struct separately N c, Nq, and Na, and then sum them up. For N c let us consider
[[M ]]c. We know that γ([[M ]]c) is finite and locally integrable. Therefore analo-
gously to the proof of Theorem 3.18 there a.s. exist an invertible time-change
(τs)s≥0 with an inverse time-change (At)t≥0 (see the proof of Theorem 3.18),
a Hilbert space H, Φ ∈ γ(L2(R+;H), X) predictable with respect to (Fτs)s≥0,
and a cylindrical Wiener process WH such that for any x∗ ∈ X∗ a.s.

(〈M,x∗〉c ◦ τ)t =
∫ t

0

Φ∗x∗ dWH , t ≥ 0.

As Φ ∈ γ(L2(R+;H), X), by [119, Subsection 3.2] (see also [81]) Φ is a.s. inte-
grable with respect to an independent cylindrical Brownian motion W ′

H (with

(EW ′
H
‖Φ·W ′

H‖2) 1
2 = ‖Φ‖γ(L2(R+;H),X) a.s.), so we can define N c

t :=
∫ At

0
ΦdW ′

H .
Moreover, by (8.7), Remark 8.3, and [119, Lemma 3.10 and Proposition 6.8]

E sup
t≥0

‖N c
t ‖p �p,X Eγ([[N c]]∞)p = Eγ([[M c]]∞)p

≤ Eγ([[M ]]∞)p �p,X E sup
t≥0

‖Mt‖p.
(8.8)

Let us now construct Nq. Analogously to [56, Proposition 25.17], [[M ]]d can
be decomposed into [[M ]]q, which is quasi-left continuous, and [[M ]]a, which is
purely discontinuous with accessible jumps. Let μM be defined by (2.14), let
μ be the quasi-left continuous component of μM (see Lemma 3.15), and let ν
be the compensator of μ, μ̄ = μ − ν. Then we have that for a.e. ω ∈ Ω [[M ]]q∞
collects quasi-left continuous jumps of M and in particular by [119], γ([[M ]]q∞) =

(Eγ‖
∫
R+×X

γtxdμ(t, x)‖2)
1
2 , where (γt)t≥0 is a family of independent Gaussians

which can be considered countable a.s. as M has countably many jumps a.s. Let
μCox be a Cox process directed by ν, μ̄Cox = μCox − ν. Let us show that x is
integrable with respect to μ̄Cox(ω) for a.e. ω ∈ Ω. To this end notice that by [119,
Proposition 6.8 and Subsection 7.2] and by the fact that μ̄Cox(ω) is a Poisson
random measure (so it is a random measure with independent increments) x is
integrable with respect to μ̄Cox(ω) if ECox‖x‖γ(L2(R+×X;μCox(ω)),X) < ∞, which
is a.s. satisfied as for any p ≥ 1

E‖x‖pγ(L2(R+×X;μCox),X)

(i)
= E

(
Eγ

∥∥∥∫
R+×X

γtxdμCox(ω)(t, x)
∥∥∥2) p

2
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(ii)
= lim

n→∞
E
(
Eγ

∥∥∥∫
R+×X

1An(t, x)γn(t)xdμCox(t, x)
∥∥∥2) p

2

(iii)

� p,X lim
n→∞

E
(
Eγ

∥∥∥∫
R+×X

1An(t, x)γn(t)xdμ(t, x)
∥∥∥2) p

2

(8.9)

(iv)
= E

(
Eγ

∥∥∥∫
R+×X

γtxdμ(t, x)
∥∥∥2) p

2

(v)
= Eγ([[M ]]q∞)p � E sup

t≥0
‖Mt‖p,

where (An)n≥1 are defined analogously to the proof of Theorem 9.2 for quasi-
left continuous jumps of M , (γt)t≥0 are independent Gaussians, a step nonde-
creasing function t �→ n(t) is a discretization so that (γn(t))t≥0 includes finitely
many Gaussians and n(t) → t as n → ∞, (i) and (v) follow from [47, Sec-
tion 9] and the fact that μCox and μ are a.s. atomic measures, approxima-
tions (ii) and (iv) follow analogously [119, Lemma 3.11], and finally (iii) holds
due to (8.1), [66, Lemma 6.3], [47, Proposition 6.3.1], and the fact that t �→∫
[0,t]×X

1An(t, x)γn(t)xdμCox(t, x) is approximately a decoupled tangent martin-

gale to t �→
∫
[0,t]×X

1An(t, x)γn(t)xdμ(t, x) (in fact t �→
∫
[0,t]×X

γtxdμCox(t, x)

is a decoupled tangent martingale to t �→
∫
[0,t]×X

γtxdμ(t, x), but the filtra-

tion generated by (γt)t≥0 is not countably generated, so an approximation
needed; such an approximation can be done analogously Section 10). There-
fore t �→ Nq

t :=
∫
[0,t]×X

xdμ̄Cox is a well-defined purely discontinuous quasi-left

continuous martingale which has independent increment for a.e. ω ∈ Ω and
thanks to (8.9) and [119, Proposition 6.8 and Subsection 7.2] we have that

E sup
t≥0

‖Nq
t ‖p �p,X E‖x‖pγ(L2(R+×X;μCox),X) �p,X E sup

t≥0
‖Mt‖p. (8.10)

Finally, let us turn to Na. First let (τn)n≥1 be a sequence of predictable
stopping time exhausting predictable jumps of M (equivalently, all the jumps of
[[M ]]a, see also Lemma 2.20 and [56, Proposition 25.4]). Let Na,m be constructed
for any m ≥ 1 similarly to (3.54). Let us show that Na,m converges in strong
L1(Ω;X) as m → 0, i.e. for any n ≥ m ≥ 1

E sup
t≥0

‖Na,n
t −Na,m

t ‖ → 0, n ≥ m → ∞.

Note that by its construction Na,n(ω)−Na,m(ω) has independent increments,
hence by [119, Subsection 6.2] and Remark 8.3

E sup
t≥0

‖Na,n
t −Na,m

t ‖ �X Eγ([[Na,n −Na,m]]∞)

� E
∥∥∥ n∑
k=m+1

γkΔNτk

∥∥∥ (8.11)
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(∗)
� p,X E

∥∥∥ n∑
k=m+1

γkΔMτk

∥∥∥ (∗∗)→ 0 as n ≥ m → ∞,

where (∗) follows from (8.1), [66, Lemma 6.3], and the fact that (γkΔNτk)
n
k=m+1

is a decoupled tangent sequence to (γkΔMτk)
n
k=m+1 (this follows analogously

Theorem 3.39, where one needs to reorder (τk)
n
k=m+1 making it increasing as it

was done in the proof of Proposition 3.37), and (∗∗) holds true similarly to [119,
Theorem 7.14]. Thus Na := limn→∞ Na,n is a well-defined purely discontinuous
martingale with accessible jumps and has independent increments for a.e. fixed
ω ∈ Ω due to its construction (see the proof of Theorem 3.39), and analogously
(∗) in (8.11) (which holds for any power p ≥ 1) and due to [119, Proposition 6.8
and Subsection 7.2] and (8.7)

E sup
t≥0

‖Na
t ‖p �p,X Eγ([[Na]]∞)p �p,X Eγ([[M ]]∞)p �p,X E sup

t≥0
‖Mt‖p. (8.12)

It remains to let N := N c + Nq + Na with (8.6) holding by (8.8), (8.10),
and (8.12). The fact that N is a decoupled tangent martingale to M follows
similarly Subsection 3.7.

Part 2: (ii) ⇒ (i). Let X fail the recoupling property. It is sufficient to show
that there exists a martingale without a decoupled tangent local one. First
let us construct an X-valued martingale difference sequence (dn)n≥1 such that∑

n≥1 dn converges and bounded a.s. and
∑

≥1 en diverges a.s., where (en)n≥1

is a decoupled tangent sequence to (dn)n≥1. To this end we will apply Proposi-
tion 8.2. Due to Proposition 8.2(v) for any m ≥ 1 we can inductively construct
an X-valued martingale difference sequence (dmn )Mm

m=1 with a decoupled tangent
martingale difference sequence (emn )Mm

m=1 such that

(i) E supMm

N=1 ‖
∑N

n=1 d
m
n ‖ ≤ 1

2m , and

(ii) P(‖
∑Mm

n=1 e
m
n ‖ > Cm−1) > 1− 1

2m , where C0 = 1 and for any m ≥ 1 Cm is

such a constant bigger then 2Cm−1 that P(‖
∑Mm

n=1 e
m
n ‖ > Cm) < 1

2m

(see e.g. [118, Subsection 4.4]). Then we can set

dM1+...+Mm−1+n := dmn , m ≥ 1, 1 ≤ n ≤ Mm,

eM1+...+Mm−1+n := emn , m ≥ 1, 1 ≤ n ≤ Mm,

and the pair (dn)n≥1 and (en)n≥1 would satisfy the desired properties. Now let
us construct a martingale M : R+ × Ω → X without a decoupled tangent one.
To this end let the filtration (Ft)t≥0 be generated by (dn)n≥1 and (en)n≥1 in
the following way: let F1−1/2n := σ(d1, . . . , dn, e1, . . . , en) and let Ft := F1−1/2n

for any n ≥ 1 and t ∈ [1− 1/2n, 1− 1/2n+1). Set

Mt :=
∑

n:1−1/2n≤t

dn, Nt :=
∑

n:1−1/2n≤t

en, 0 ≤ t < 1.

First of all notice that N by its definition is a decoupled tangent martingale to
M on [0, 1 − 1/2n] for any n ≥ 1. But limt↗1 Nt =

∑
n≥1 en does not exists
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due to the construction, so it is not a local martingale and thus not a decoupled
tangent local martingale to M . Assume that M has some decoupled tangent
martingale Ñ . Then by Remark 3.6 for each ω ∈ Ω we have that (ΔNt(ω))t≥0

and (ΔÑt(ω))t≥0 are equidistributed and independent, so N and Ñ are equidis-

tributed, hence Ñ is not a local martingale, so the desired holds true.

Remark 8.7. Note that thanks to the proof of Theorem 8.6 any UMD+-valued
martingale M has a covariation bilinear form [[M ]], and more importantly, this
covariation bilinear form has a continuous part [[M ]]c so that the weak local
characteristics of M are generated by ([[M ]]c, νM ). It remains unknown for the
author whether one can characterize the UMD+ property of X via existence of
the pair ([[M ]]c, νM ) (or, equivalently, only via existence of [[M ]]c as νM is always
well-defined, see Subsection 2.8) for any X-valued martingale M .

9. Independent increments

The present section is devoted to martingales with independent increments. As
we will see below, in this case one could avoid the UMD assumption in order to
show existence of local characteristics. Moreover, in Subsection 9.2 we will show
that such martingales have a precise form in terms of stochastic integrals with
respect to cylindrical Brownian motions and Poisson random measures. Recall
that we will be talking about martingales with independent increments without
the localization assumption which can be omitted due to Remark 3.5.

9.1. Weak local characteristics and independent increments

As it was originally shown by Grigelionis in [42] (see also a multidimensional
version [52, p. 106]), a local martingale has independent increments if and only
if its local characteristics are deterministic. Let us extend this result to infinite
dimensions via using weak local characteristics.

Theorem 9.1. Let X be a Banach space, M : R+×Ω → X be a local martingale.
Then M has independent increments if and only if its weak local characteristics
are deterministic.

Proof. The “only if” part is simple and follows directly from the real-valued
case [42] and the fact that if M has independent increments then 〈M,x∗〉 has
independent increments for any x∗ ∈ X∗ as well.

Let us show the “if” part. First we reduct to the finite dimensional case.
By the Pettis measurability theorem [46, Theorem 1.1.20] we may assume that
X is separable. Let (xn)n≥1 be a dense sequence in X \ {0}, (x∗

n)n≥1 be a
norming sequence, i.e. 〈xn, x

∗
n〉 = ‖xn‖ and ‖x∗

n‖ = 1 for any n ≥ 1 (such
linear functionals exist by the Hahn-Banach theorem). For each m ≥ 1 define
Ym := span(x∗

1, . . . x
∗
m) and let Pm : Ym → X∗ be the corresponding inclusion

operator. Then by the definition of (xn)n≥1 and (x∗
n)n≥1 we have that the Borel

σ-algebra of X is generated by (x∗
n)n≥1 (e.g. x in the unit ball of X if and only
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if |〈x, x∗
n〉| ≤ 1 for all n ≥ 1), and so by the definition of Pm we have that M has

independent increments if and only if P ∗
mM has independent increments for any

m ≥ 1. So we need to prove the theorem for any m ≥ 1, which is equivalent to
proving it for finite dimensional case as P ∗

mM takes values in a finite dimensional
space ran(P ∗

m).

Now let X be finite dimensional. Then the theorem follows from [52, Theorem
II.4.15].

9.2. General form of a martingale with independent increments

Now we are going to show that any martingale with independent increments
(with values in any Banach space) has local characteristics, so there is no need
in weak local characteristics. Moreover, any such a martingale has a very specific
form outlined in Theorem 9.2. Recall that a vector-valued stochastic integral of
a deterministic function with respect to a compensated Poisson random measure
was defined in Definition 2.24.

Theorem 9.2. Let X and M be as in Theorem 9.1. Assume additionally that
M0 = 0. Then M has the canonical decomposition M = M c + Mq + Ma,
where martingales M c, Mq, and Ma are independent and have independent
increments, and for any φ : R+ → R+ with moderate growth and with φ(0) = 0
we have that

E sup
t≥0

φ
(
‖Mt‖

)
�φ E sup

t≥0
φ
(
‖M c

t ‖
)
+ E sup

t≥0
φ
(
‖Mq

t ‖
)
+ E sup

t≥0
φ
(
‖Ma

t ‖
)
. (9.1)

Moreover, there exist a cylindrical Brownian motion WH , Φ ∈ γ(L2(R+;H), X)
locally, and a deterministic time-change τ c such that M c ◦ τ c = Φ ·WH , there
exists a Poisson random measure Nνna on R+ × X with a compensator νna
(which is a non-atomic in time part of νM ) such that Mq =

∫
[0,·]×J

xdÑνna

(where Ñνna := Nνna − νna), and finally Ma is a martingale which has fixed
jump times.

Recall that νna was defined in Lemma 3.15 since a measure is quasi-left
continuous if and only if the corresponding compensator is non-atomic in time
by Remark 3.16 (see also [57, Theorem 9.22]). In order to prove Theorem 9.2
we will use these lemmas.

Lemma 9.3. Let X be a Banach space, M : R+×Ω → X be a martingale with
independent increments. Then we have that for any φ : R+ → R+ with moderate
growth and with φ(0) = 0

E sup
0≤t≤T

φ
(
‖Mt‖

)
�φ Eφ

(
‖MT ‖

)
, T ≥ 0. (9.2)

Proof. Let M̃ be an independent copy of M . Then M − M̃ is a symmetric
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martingale with independent increments, so by [29, Proposition 1.1.2]

E sup
0≤t≤T

φ
(
‖Mt − M̃t‖

)
=

∫
λ>0

P
(

sup
0≤t≤T

‖Mt − M̃t‖ > λ
)
dφ(λ)

≤ 2

∫
λ>0

P(‖MT − M̃T ‖ > λ) dφ(λ) = 2Eφ
(
‖MT − M̃T ‖

)
.

(9.3)

Moreover, by conditional Jensen’s inequality [46, Proposition 2.6.29], by a tri-
angle inequality, by the fact that φ has moderate growth, and by the fact that
M and M̃ are equidistributed we have that

E sup
0≤t≤T

φ
(
‖Mt − M̃t‖

)
�φ E sup

0≤t≤T
φ
(
‖Mt‖

)
,

Eφ
(
‖MT − M̃T ‖

)
�φ Eφ

(
‖MT ‖

)
,

(9.4)

so (9.2) follows from (9.3) and (9.4).

Lemma 9.4. Let X be a separable Banach space, (xn)n≥1 be a dense subset of
X, (x∗

n)n≥1 be a norming sequence, i.e. 〈xn, x
∗
n〉 = ‖xn‖ and ‖x∗

n‖ = 1 for any
n ≥ 1. Let M : R+ × Ω → X be a local martingale. Then

(I) M is continuous if and only if 〈M,x∗
n〉 is continuous for any n ≥ 1,

(II) M is purely discontinuous if and only if 〈M,x∗
n〉 is purely discontinuous

for any n ≥ 1,
(III) M is quasi-left continuous if and only if 〈M,x∗

n〉 is quasi-left continuous
for any n ≥ 1,

(IV) M is with accessible jumps if and only if 〈M,x∗
n〉 is with accessible jumps

for any n ≥ 1.

Proof. The “only if” part of each of the statements is obvious. Let us show the
“if” part. First let us start with (I). Assume that M is not continuous. Then
there exists a stopping time τ such that P(ΔMτ �= 0) > 0. Without loss of
generality by multiplying M by a constant we may assume that P(‖ΔMτ‖ >
1) > 0. Fix ε < 1/2. Then, as (xn)n≥1 is dense in X, there exists n ≥ 1 such
that ‖xn‖ > 1− ε and for a ball B with centre in xn and radius ε we have that
P(ΔMτ ∈ B) > 0 (such a ball exists as X can be covered by countably many
such balls). Then

P(〈ΔMτ , x
∗
n〉 �= 0) ≥ P

(
〈ΔMτ , x

∗
n〉 ∈ [‖xn‖−ε, ‖xn‖+ε]

)
≥ P(ΔMτ ∈ B) > 0,

so 〈M,x∗
n〉 is not continuous and the desired follows.

Now let us turn to (II). Assume that M is not purely discontinuous. By [116,
Subsection 2.5] (see also [32, Subsection 5.2]) it is analogous to the fact that
there exists a continuous uniformly bounded martingale N : R+ × Ω → R such
that N0 = 0 and MN is not a martingale. Moreover, by exploiting the proof
of [116, Proposition 2.10] we even can find such N that EMtNt �= 0 for some
t ≥ 0. On the other hand if 〈M,x∗

n〉 is purely discontinuous for any n ≥ 1, then
by [116, Proposition 2.10] 〈M,x∗

n〉N is a martingale starting in zero, so

〈EMtNt, x
∗
n〉 = E〈MtNt, x

∗
n〉 = E〈Mt, x

∗
n〉Nt = 0,
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consequently EMtNt = 0 as (x∗
n)n≥1 is a norming sequence, and thus M is

purely discontinuous.

Let us show (III). Let τ be a predictable stopping time. Then it can be shown
that ΔMτ = 0 a.s. analogously (I), so M is quasi-left continuous. (IV) follows
similarly.

Corollary 9.5. Let X, (xn)n≥1 ∈ X and (x∗
n)n≥1 ∈ X∗ be as in Lemma 9.4. Let

M,M c,Mq,Ma : R+×Ω → X be local martingales. Then M = M c+Mq+Ma is
the canonical decomposition of M if and only if 〈M,x∗

n〉 = 〈M c, x∗
n〉+〈Mq, x∗

n〉+
〈Ma, x∗

n〉 is the canonical decomposition of 〈M,x∗
n〉 for any n ≥ 1.

Eventually we are going to show Theorem 9.2.

Proof of Theorem 9.2. Without loss of generality assume that M0 = 0 a.s.
We can also set that there exists T > 0 such that Mt = MT for t ≥ T , so
E supt≥0 ‖Mt‖ � E‖MT ‖ < ∞ (see Remark 3.5 and Lemma 9.3). First of all
let us prove the first part of the proposition in the finite dimensional case, and
then treat the whole proposition in infinite dimensions.

Step 1. X is finite dimensional. First assume that X is finite dimensional.
Then the existence of the canonical decomposition is guaranteed by Theo-
rem 2.18. Let us show that M c, Mq, and Ma are independent and have inde-
pendent increments. By Proposition 3.10 M c has local characteristics ([[M c]], 0).
Further, by Lemma 2.22, Proposition 3.11, 3.12 and 3.14 Mq has local char-
acteristics (0, νMna), where νMna is the nonatomic part of νM , and Ma has local
characteristics (0, νMa ), where νMa is the atomic part of νM . Each of three local
characteristics are deterministic, so by Theorem 9.1 each of M c, Mq, and Ma

has independent increments. Let us show that M c, Mq, and Ma are indepen-
dent. By the Lévy-Khinchin-type formula [52, II.4.16] (see also Remark 11.4)
and by the fact that M , M c, Mq, and Ma have independent increments we have
that for any t0 < t1 < . . . < tN , for any numbers (an)

N
n=1, (bn)

N
n=1, and (cn)

N
n=1,

and for any vectors (x∗
n)

N
n=1, (y

∗
n)

N
n=1, (z

∗
n)

N
n=1 ∈ X∗

E exp
{ N∑
n=1

〈x∗
n,M

c
tn −M c

tn−1
〉+ 〈y∗n,Mq

tn −Mq
tn−1

〉+ 〈z∗n,Ma
tn −Ma

tn−1
〉
}

(i)
= ΠN

n=1E exp
{
〈x∗

n,M
c
tn −M c

tn−1
〉+ 〈y∗n,Mq

tn −Mq
tn−1

〉+ 〈z∗n,Ma
tn −Ma

tn−1
〉
}

(ii)
= ΠN

n=1Ee
〈x∗

n,M
c
tn

−Mc
tn−1

〉Ee
〈y∗

n,M
q
tn

−Mq
tn−1

〉
Ee〈z

∗
n,M

a
tn

−Ma
tn−1

〉

(iii)
= Ee

∑N
n=1〈x

∗
n,M

c
tn

−Mc
tn−1

〉Ee
∑N

n=1〈y
∗
n,M

q
tn

−Mq
tn−1

〉Ee
∑N

n=1〈z
∗
n,M

a
tn

−Ma
tn−1

〉
,

where (i) follows from the fact that M , M c, Mq, and Ma have independent
increments (so that M i

tn −M i
tn−1

is independent of M j
tm −M j

tm−1
for any i, j ∈

{c, q, a}, i �= j, and any n �= m, which can be shown by the Lévy-Khinchin-type
formula [52, II.4.16] and by [103, Theorem II.12.4]), (ii) follows by [52, II.4.16],
and (iii) follows analogously (i). Now the desired independence follows from
[103, Theorem II.12.4].
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Now let us show (9.1). By Lemma 9.3 it is sufficient to show that

Eφ
(
‖Mt‖

)
�φ Eφ

(
‖M c

t ‖
)
+ Eφ

(
‖Mq

t ‖
)
+ Eφ

(
‖Ma

t ‖
)
, t ≥ 0. (9.5)

First M c
t , M

q
t , and Ma

t are independent mean zero, so for any i ∈ {c, q, a} we
have that M i

t = E(Mt|σ(M i
t )), consequently by Jensen’s inequality

Eφ(‖M i
t‖) = Eφ

(∥∥E(Mt|σ(M i
t ))

∥∥) ≤ E
[
E
(
φ(‖Mt‖)|σ(M i

t )
)]

= Eφ(‖Mt‖),

so � in (9.5) follows. On the other hand as φ has moderate growth and as
M = M c +Mq +Ma we have �φ of (9.5).

Step 2. X is general. Now let X be general. We will constrict each part of the
canonical decomposition separately and show that each of them has the form
predicted in the second part of the theorem.

Step 2. Part 1. Construction of Ma. Let (tm)m≥1 ⊂ R+ be such that
P(ΔMtm �= 0) > 0 for any m ≥ 1 (recall that càdlàg processes have at most
countably many jumps, so the set of such tm’s is at most countable). For each
t ≥ 0 define

Fa := σ(ΔMtm : m ≥ 1), Ma
t := E(Mt|Fa), t ≥ 0.

Let us show that Ma is an F-martingale. Let

Fa
t := σ(ΔMtm : 0 ≤ tm ≤ t), Fa

>t := σ(ΔMtm : tm > t), t ≥ 0.

Then for any t ≥ 0

E(Mt|Fa)
(∗)
= E(Mt|Fa

t ⊗Fa
>t)

(∗∗)
= E(Mt|Fa

t ),

where (∗) holds from the fact that Fa
t and Fa

>t are independent, and (∗∗) holds
since Mt is independent of Fa

>t. Therefore Ma
t is Ft-measurable. Now fix t ≥

s ≥ 0. Then Mt −Ms is independent of Fa
s and Fa

>s is independent of Fs, and
thus

E(Ma
t −Ma

s |Fs) = E
(
E(Mt −Ms|Fa

s ⊗Fa
>s)|Fs

)
= E

(
E(Mt −Ms|Fa

>s)|Fs

)
= E(Mt −Ms) = 0,

consequently, Ma is a martingale. Let us show that Ma is a purely discontinuous
martingale with accessible jumps. To this end it is sufficient to notice that Ma

is an Fa-martingales (where Fa = (Fa
t )t≥0), so for any x∗ ∈ X∗ a process

t �→ 〈Ma
t , x

∗〉 is Fa-adapted, and hence it is purely discontinuous with jumps
in the set (tm)m≥1 because of the structure Fa. Indeed, let L := 〈Ma, x∗〉. For
each k ≥ 1 define

Lk
t :=

∑
m≤k

E(Lt|ΔFa
tm), t ≥ 0,

where ΔFa
tm := σ(ΔMtm). Then Lk is an Fa-martingale which has jumps of

the size (〈ΔMtm , x∗〉)mn=1 at (tm)km=1, and Lk converges to L in L1(Ω) by [46,
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Theorem 3.3.2], the definition of L and Ma, and by the fact that Fa = ⊗nΔFa
tn ,

so

Lt − Lk
t = E(Lt| ⊗m>k ΔFa

tm), t ≥ 0.

Thus L is purely discontinuous with jumps of size (〈ΔMtm , x∗〉)m≥1 at (tm)m≥1

by the fact that purely discontinuous martingales with accessible jumps form
a closed subspace of L1(Ω), see e.g. [116, Proposition 3.30] or [56], and hence
Ma is purely discontinuous with jumps of the size (ΔMtm)m≥1 at (tm)m≥1, so
it has accessible jumps.

Step 2. Part 2. Construction of M c. Let us now construct M c. By the Pettis
measurability theorem [46, Theorem 1.1.20] X can be presumed separable. Let
(xn)n≥1 be a dense sequence inX. Let (x∗

n)n≥1 be a norming sequence inX∗, i.e.
‖x∗

n‖ = 1 and 〈x∗
n, xn〉 = ‖xn‖ for any n ≥ 1. For each n ≥ 1 let Mn := 〈M,x∗

n〉.
Let Mn = Mn,c +Mn,q +Mn,a be the corresponding canonical decomposition.
By a stopping time argument, by a rescaling argument, and by Lemma 9.3 we
may assume that E supt≥0 ‖Mt‖ ≤ 1. Then by (2.9), [56, Theorem 26.12 and
26.14] we have that

E
∞∑

n=1

1

n2
[Mn,c]1/2∞ ≤ E

∞∑
n=1

1

n2
[Mn]1/2∞ �

∞∑
n=1

1

n2
E sup

t≥0
|Mn

t |

≤
∞∑

n=1

1

n2
E sup

t≥0
|〈Mt, x

∗
n〉| ≤

∞∑
n=1

1

n2
E sup

t≥0
‖Mt‖ ≤ π2

6
,

(9.6)

so ([Mn,c]∞/n4)n≥1 are uniformly bounded a.s. Note that M has independent
increments, so by Theorem 9.1 it has deterministic weak local characteristics,
and thus t �→ [Mn,c]t/n

4 equals a finite deterministic constant a.s. for any
t ≥ 0 and n ≥ 1. Therefore without loss of generality we may assume that all
the processes t �→ [Mn,c]t/n

4, t ≥ 0, are continuous (see [56, Theorem 26.14]),
deterministic, and uniformly bounded by (9.6). Let us then define a deterministic
function

At :=

∞∑
n=1

1

n6
[Mn,c]t + t, ; t ≥ 0,

and let (τ cs )s≥0 be a deterministic time change defined by τ cs := inf{t ≥ 0 : At =
s} for all s ≥ 0. Then by Lemma 3.19 there exist a Hilbert space H, an enlarged
probability space (Ω,F ,P) with a cylindrical Brownian motion WH living on
this space (here we set the enlargement filtration to be F = (F t)t≥0 is defined
by F t := σ(Ft,WH |[0,At])), and a set of deterministic functions fn : R+ → H
(note that by Lemma 3.19 (fn)n≥1 depends on ([Mn,c,Mm,c])m,n≥1 which are
deterministic as M has deterministic weak local characteristics by Theorem 9.1)
such that Mn,c ◦ τ c := fn ·WH . Let M c

t := E(Mt|σ(WH)) for every t ≥ 0. Let
us show that M c is a continuous martingale. First M c is a martingale as we
have that for any t ≥ s ≥ 0 the martingale difference Mt −Ms is independent
of σ(WH |[0,As]) as M is a martingale with independent increments and by the

construction of WH , so as σ(WH |[As,∞)) is independent of Fs we have that (here



638 I. S. Yaroslavtsev

we for simplicity write σ(WH |[As,∞)) instead of σ((WH − WH(As))|[As,∞)) =
σ(dWH |[As,∞)))

E(M c
t −M c

s |Fs) = E
(
E(Mt −Ms|σ(WH))

∣∣Fs

)
= E

(
E(Mt −Ms|σ(WH |[As,∞)))

∣∣Fs

)
= 0,

hence M c is a martingale. Let us show that it is continuous. As (x∗
n)n≥1 is

a norming sequence, by Lemma 9.4 it is sufficient to show that 〈M c, x∗
n〉 is

continuous for any n ≥ 1, so it is enough to prove that 〈M c, x∗
n〉 = Mn,c.

First notice that by the construction of WH in Lemma 3.19 the latter depends
only on (Mn,c)n≥1. Next note that the families (Mn,q)n≥1 and (Mn,a)n≥1 are
independent of (Mn,c)n≥1 which follows from Step 1 of the present proof (Step 1
proves the independence directly for (Mn,q)Nn=1, (M

n,a)Nn=1, and (Mn,c)Nn=1 for
any N ≥ 1, and the desired independence follows by letting N → ∞). Finally,
we have that for any n ≥ 1 and for any t ≥ 0 a.s.

〈M c
t , x

∗
n〉 = 〈E(Mt|σ(WH)), x∗

n〉 = E(〈Mt, x
∗
n〉|σ(WH))

= E(Mn,c +Mn,q +Mn,a|σ(WH))
(∗)
= Mn,c,

where (∗) follows from the fact that WH may be assumed to depend only on
(Mn,c)n≥1 and the fact that Mn,q and Mn,a are independent of (Mn,c)n≥1.

Now let us show that there exists Φ ∈ γ(L2(R+;H), X) such that M c ◦
τ c = Φ · WH . First notice that for any x∗ ∈ X∗ a martingale 〈M c, x∗〉 ◦ τ c is
adapted with respect to the filtration G := (Gs)s≥1 generated by WH . Therefore
by the martingale representation theorem (see [97, §V.3] for the case of finite
dimensional H, the infinite dimensional case can be shown analogously) there
exists a G-predictable process fx∗

: R+ × Ω → H such that 〈M c, x∗〉 ◦ τ c =
fx∗ ·WH . Note that fx∗

is deterministic. Indeed, as X can be assumed separable,
the unit ball of X∗ is sequentially weak∗ compact by sequential Banach-Alaoglu
theorem, so we may assume that (x∗

n)n≥1 is weak
∗ dense in the unit sphere ofX∗.

So for a sequence (ym)m≥1 ⊂ (x∗
n)n≥1 weak∗ converging to x∗ we have that by

Burkholder-Davis-Gundy inequalities [56, Theorem 26.12], by Lemma 9.3, and
by the dominated convergence theorem

E
(∫ At

0

‖fx∗
(s)− fym(s)‖2 ds

)1/2

� E sup
0≤t≤T

|〈Mt, x
∗ − ym〉|

� E|〈MT , x
∗ − ym〉| → 0, m → ∞,

so fx∗
is deterministic as the limit of fym which are deterministic. Also note that

by our assumption from the very beginning of the proof E‖M∞‖ = E‖MT ‖ < ∞
for some fixed T > 0. Therefore as we have that 〈M c

∞, x∗〉 =
∫ AT

0
fx∗

dWH is

a Gaussian random variable for any x∗ ∈ X∗ (since fx∗
is deterministic), M c

∞
is a Gaussian random variable itself, so by Fernique’s inequality [8, Theorem
2.8.5] we have that E‖M c

T ‖2 < ∞. Let Φ ∈ γ(L2(R+;H), X) be defined in the
following way: Φf = EM c

∞N∞, where N = f · WH for any step deterministic
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f ∈ L2(R+;H). This Φ is bounded as by Itô’s isometry [27, Proposition 4.13]
(see e.g. [87, Lemma 3.1.5] for the finite dimensional version) and by Hölder’s
inequality for any f ∈ L2(R+;H) step deterministic

‖Φf‖ = ‖EM c
∞N∞‖ ≤ (E‖M c

T ‖2)1/2(E|N∞|2)1/2 = (E‖M c
T ‖2)1/2‖f‖L2(R+;X),

and γ-radonifying by [119, Subsection 3.2] since

E〈M c
T , x

∗〉〈M c
T , y

∗〉 =
∫ ∞

0

〈fx∗
(s), fy∗

(s)〉 ds (∗)
= 〈Φ∗x∗,Φ∗y∗〉, x∗, y∗ ∈ X∗,

is a covariation bilinear form of a Gaussian random variable M c
T , where (∗)

follows from the fact that by Itô’s isometry [27, Proposition 4.13] and by the
definition of fx∗

〈Φ∗x∗, f〉 = 〈x∗,Φf〉 =
〈
x∗,EM c

t

∫ ∞

0

f dWH

〉
= E〈x∗,M c

t 〉
∫ ∞

0

f dWH

= E
∫ ∞

0

fx∗
dWH

∫ ∞

0

f dWH

=

∫ ∞

0

〈fx∗
, f〉 ds, f ∈ L2(R+;H), x∗ ∈ X∗.

(9.7)

Now in order to show that Φ ·WH coincides with M c ◦τ c it is sufficient to notice
that by (9.7) Φ∗x∗ = fx∗

, so

(Φ∗x∗) ·WH = fx∗ ·WH = 〈M c, x∗〉 ◦ τ c = 〈M c ◦ τ c, x∗〉, x∗ ∈ X∗,

and thus the desired follows from [83, Theorem 6.1].
Step 2. Part 3. Construction of Mq. Now let us show that Mq := M −

M c − Ma is quasi-left continuous purely discontinuous and has the following
form Mq =

∫
xdμ̄Mq

=
∫
xdÑνna for some Poisson random measure Nνna

with a compensator νna. First notice that M
q is purely discontinuous quasi-left

continuous by Corollary 9.5 as we have that for (x∗
n)n≥1 exploited in Step 2.

Part 2 〈M c, x∗
n〉 is the continuous part of 〈M,x∗

n〉 for any n ≥ 1. Moreover,
〈Ma, x∗

n〉 is the purely discontinuous with accessible jumps part of 〈M,x∗
n〉 as

Ma collects all the deterministic-time jumps of M , and since by Theorem 9.1

ν〈M,x∗
n〉 is deterministic for any n ≥ 1, its atomic part ν

〈M,x∗
n〉

a (which coincides
with ν〈M,x∗

n〉a by Proposition 3.14 and Remark 3.16) has a deterministic support,
which is a subset of (tm)m≥1 presented in Step 2. Part 1 as if P(Δ〈M,x∗

n〉t �=
0) > 0 for some t ≥ 0, then P(ΔMt �= 0) > 0, so the jump times of 〈M,x∗

n〉a
are covered by and coincide with the jump times of 〈Ma, x∗

n〉, consequently
〈Ma, x∗

n〉 is the purely discontinuous with accessible jumps part of 〈M,x∗
n〉 for

any n ≥ 1, and thus Mq is the purely discontinuous quasi-left continuous part
of the canonical decomposition of M .

Next let us show that μMq

is a Poisson random measure with a compensator
νM

q

= νna (the letter equality follows from Proposition 3.14, Lemma 3.15,
and Remark 3.16). First note that Mq is independent of M c and Ma and



640 I. S. Yaroslavtsev

that Mq has independent increments. This follows from a standard finite di-
mensional argument (see the proof of Theorem 7.3), Step 1, and the Cramér-
Wold theorem (see [7, Theorem 29.4]). Now let us fix disjoint cylindrical sets
B1, . . . , BK ∈ B(X) (see the proof of Theorem 7.3) satisfying dist(Bk, {0}) > ε
for any k = 1, . . . ,K for some fixed ε > 0. Then for any stopping time τ we
have that

E
∫
[0,τ ]×Bk

1 dνM
q

= E
∫
[0,τ ]×Bk

1 dμMq

= E
∑

0≤s≤τ

1Bk
(ΔMq

s ), (9.8)

and the latter is locally finite if one chooses τ to be the time of nth jump of Mq

of value more than ε. Therefore we can define point processes L1, . . . , LK :
R+ × Ω → N0 satisfying Lk

t = μMq

([0, t]×Bk) for any k = 1, . . . ,K for
any t ≥ 0. But then by [56, Corollary 25.26] and Step 1 these processes are
times-changed Poissons, where the time-changes are deterministic as processes
νna([0, t]×Bk) are deterministic since νna is so. Therefore μMq |R+×X\B(0,ε) is a
Poisson random measure with the compensator νna|R+×X\B(0,ε) (here B(0, ε) ⊂
X is the ball in X with the radius ε and the centre in 0), and then μMq

is
Poisson as we can send ε → 0 and use the fact that by (2.14) we have that

μMq

(R+ × {0}) = 0 a.s. Therefore we can set Nνna := μMq

and Ñνna =
μ̄Mq

.
Finally, let us prove that Mq =

∫
xdμ̄Mq

=
∫
xdÑνna . Recall that the defi-

nition of such an integrability was discussed in Subsection 2.9. Let us show that
there exist an increasing family (An)n≥1 of elements of B(R+)⊗B(X) such that

∪nAn = R+ ×X,
∫
An

‖x‖ dνna < ∞ for any n ≥ 1, and
∫
An

xdÑνna converges

in L1(Ω) to Mq
∞ = Mq

T . For every k ∈ Z let Bk := B(0, 2k)\B(0, 2k−1). By (9.8)
and the discussion thereafter we have that

t �→
∫
[0,t]×Bk

‖x‖ dνna ≤ 2k
∫
[0,t]×Bk

1 dνna < ∞, t ≥ 0. (9.9)

Moreover, the process (9.9) is continuous as νna is nonatomic in time. Thus for
any n ≥ 1 there exists tkn such that

∫
[0,tkn]×Bk

‖x‖ dνna ≤ n2−k. Without loss

of generality we may assume that (tkn)n≥1 is an increasing sequence. Moreover,
we may assume that tkn → ∞ as n → ∞ for any k ≥ 1. For each n ≥ 1 let us
set

An :=
(
R+ × {0}

)
∪k≥1

(
[0, tkn]×Bk

)
. (9.10)

Then by the construction of (tkn)n,k≥1 and by the fact that νna(R+ × {0}) =
μMq

(R+ × {0}) = 0 a.s. by (2.14) we have that
∫
An

‖x‖ dνna < ∞ by (9.9)

and (9.10). Let ξn :=
∫
An

xdÑνna for every n ≥ 1 (see Remark 2.25). Let

ξ := Mq
∞. By [46, Theorem 3.3.2] in order to show that ξn → ξ in L1(Ω;X) it

is sufficient to prove that

ξn = E(ξ|σ(Nνna |An)), n ≥ 1. (9.11)
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Fix n ≥ 1. To this end it is enough to show that 〈ξn, x∗〉 = E(〈ξ, x∗〉|σ(Nνna |An))

for any x∗ ∈ X∗. Fix x∗ ∈ X∗. Then 〈ξ, x∗〉 =
∫
R+×X

〈x, x∗〉 dÑνna(·, x) as by

Burkholder-Davis-Gundy inequalities [56, Theorem 26.12] and by the dominated
convergence theorem

E sup
t≥0

∣∣∣〈Mq
t , x

∗〉 −
∫
[0,t]×X∩An

〈x, x∗〉 dÑνna(·, x)
∣∣∣

� E
(∑
t≥0

1An
(t,ΔMq)|〈ΔMq, x∗〉|2

)1/2

→ 0 n → ∞,

where An ⊂ R+ ×X is the completion of An. Therefore

E(〈ξ, x∗〉|σ(Nνna |An)) = E
(∫

R+×X

〈x, x∗〉 dÑνna(·, x)
∣∣∣σ(Nνna |An)

)
= E

(∫
An

+

∫
An

〈x, x∗〉 dÑνna(·, x)
∣∣∣σ(Nνna |An)

)
(∗)
=

∫
An

〈x, x∗〉 dÑνna(·, x) = 〈ξn, x∗〉,

where (∗) holds from the fact that N is a Poisson random measure so Nνna |An

and Nνna |An
are independent, and the fact that E

∫
An

〈x, x∗〉 dÑνna(·, x) = 0.

Therefore (9.11) holds true, and thus ξn → ξ in L1(Ω;X) by the Itô-Nisio

theorem [47, Theorem 6.4.1], so Mq =
∫
xdÑνna(·, x).

Step 3. Proving (9.1). Finally let us show (9.1). This estimates follow analo-
gously finite dimensional case proven in Step 1, with exploiting the fact thatM c,
Mq, and Ma are independent by the Cramér-Wold theorem (see [7, Theorem
29.4]) and by Step 1.

Remark 9.6. Note that Φ is locally in γ(L2(R+;H), X), so by [119, Subsection
3.2] and by (9.12) we have that γ([[M c]]t) = ‖Φ‖γ(L2([0,t];H),X) < ∞.

The following corollary is an extension of the famous result of Grigelionis [42]
(see also [52, p. 106]) to infinite dimensions.

Corollary 9.7. Let X be a Banach space, M : R+ × Ω → X be a martingale.
Then M has independent increments of and only if it has local characteristics
which are deterministic.

Proof. The “if” part follows from Theorem 9.1. Let us show the “only if” part.
The fact that M admits the Meyer-Yoeurp decomposition and that νM is deter-
ministic was shown in Theorem 9.2. Let us show that [[M c]] exists. This follows
from the fact that for any t ≥ 0 a.s. for any x∗, y∗ ∈ X∗ by the Kazamaki theo-
rem [56, Theorem 17.24] and by (2.17) (recall that Φ∗x∗ is locally in L2(R+;H)
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for any x∗ ∈ X∗)

|[[M c]]t(x
∗, y∗)| =

∣∣[〈M c, x∗〉, 〈M c, y∗〉]t
∣∣

=
∣∣∣[∫ Φ∗x∗ dWH ,

∫
Φ∗y∗ dWH

]
At

∣∣∣
=

∣∣∣∫ At

0

〈Φx∗(s),Φ∗y∗(s)〉 ds
∣∣∣

≤ ‖Φ‖2L(L2([0,At]),X)‖x∗‖‖y∗‖,

(9.12)

so [[M c]]t is a.s. a bounded bilinear form.

Corollary 9.8. Let X be a Banach space, M : R+ × Ω → X be a martingale
with independent increments satisfying M0 = 0. Then the distribution of M is
uniquely determined by its local characteristics.

Proof. By Theorem 9.2 it is sufficient to show that each part of the canonical
decompositionM = M c+Mq+Ma is uniquely determined by its characteristics.
To this end it is enough to notice that the distribution of M c depends only on Φ
and (At)t≥0 which depends only on [[M c]], the distribution of Mq depends only
on νna, and the distribution of Ma depends only on νa.

10. The approach of Jacod, Kwapień, and Woyczyński

In the present section we discover the infinite dimensional analogue of the cele-
brated result of Jacod [50] and Kwapień and Woyczyński [64], which says that
if one discretize a real-valued quasi-left continuous martingale M by creating
a sequence dn = (dnk )

n
k=1 = (MTk/n − MT (k−1)/n)

n
k=1, and if one considers a

decoupled tangent martingale difference sequence d̃n = (d̃nk )
n
k=1 to dn, then d̃n

converges in distribution to a decoupled tangent martingale M̃ . The goal of
the present section is to extend this statement to UMD-valued general local
martingales.

Before stating the main theorem of the section we will need the following
definitions. First recall that D([0, T ], X) denotes the Skorokhod space of all X-
valued càdlàg functions on [0, T ] (see Definition 2.2). Throughout this section
we will assume the Skorokhod space to be endowed with the Skorokhod topology
(instead of the sup-norm topology, see Remark 10.9) which is generated by the
Skorokhod metric which has the following form. Let F,G ∈ D([0, T ], X). Then

dJ1(F,G) := inf
λ

(
sup

0≤t≤T
|λ(t)− t|+ sup

0≤t≤T

∥∥F (t)−G(λ(t))
∥∥),

where the infimum is taken over all nondecreasing functions λ : [0, T ] → [0, T ].
Note that

dJ1(F,G) ≤ ‖F −G‖∞. (10.1)

We refer the reader to [6, 7, 53, 104, 112] for further information on Skorokhod
spaces.
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Definition 10.1. Let (D, d) be a metric space. A sequence of D-valued ran-
dom variables (ξn)n≥1 converges to an D-valued random variable ξ in distribu-
tion if the distributions of (ξn)n≥1 converge weakly to the distribution of ξ, i.e.
Ef(ξn) → Ef(ξ) as n → ∞ for any bounded continuous function f : D → R.

We refer the reader to [9, 103] for further details on convergence in distribu-
tion and on weak convergence.

Remark 10.2. Assume that D in Definition 10.1 is a locally convex space.
Without loss of generality by [9, Remark 8.3.1 and the proof of Theorem 8.2.3]
we may assume that f in the definition above is Lipschitz. Moreover, by multi-
plying f by a constant we may assume that ‖f‖∞ ≤ 1 and that

|f(x)− f(y)| ≤ d(x, y), x, y ∈ X.

Let X be a Banach space, M : R+×Ω → X be a local martingale. Fix T > 0
and for each n ≥ 1 define

dnk := MTk/n −MT (k−1)/n, k = 1, . . . , n. (10.2)

For each n ≥ 1, let (d̃nk )
n
k=1 be a decoupled tangent sequence. Let

M̃n
t :=

∑
k:Tk/n≤t

d̃nk , t ≥ 0. (10.3)

First start with a classical real-valued result. The following theorem was
shown by Jacod in [49, 50] (see also Kwapień and Woyczyński [64, p. 176], and
[52, Chapter VI–VIII]).

Theorem 10.3. Let X be a finite dimensional Banach space, M : R+×Ω → X

be a quasi-left continuous local martingale that starts at zero, T > 0, (M̃n)n≥1 be

defined by (10.3). Then (M̃n)n≥1 converges in distribution as random variables

with values in D([0, T ], X) to a decoupled tangent process M̃ of M .

The goal of the present subsection is to extend Theorem 10.3 to infinite
dimensions and to general local martingales.

Theorem 10.4. Let X be a UMD Banach space, M : R+ × Ω → X be a

local martingale that starts at zero, T > 0, (M̃n)n≥1 be defined by (10.3).

Then (M̃n)n≥1 converges in distribution as random variables with values in

D([0, T ], X) to a decoupled tangent process M̃ of M .

In order to prove Theorem 10.4 we will need several intermediate steps out-
lined here as lemmas.

Lemma 10.5. Let X be a UMD Banach space, M1, . . . ,Mn : R+ × Ω →
X be local martingales. Then there exist corresponding decoupled tangent local
martingales M̃1, . . . , M̃n such that α1M̃1 + . . .+ αnM̃n is a decoupled tangent
local martingale to α1M1 + . . .+ αnMn for any α1, . . . , αn ∈ R.
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Proof. First notice that the nth power X × · · · × X of X (endowed with the
�pn product norm for any 1 < p < ∞) is a UMD Banach space (see e.g. [46,
Proposition 4.2.17]). Then it is sufficient to consider an X×· · ·×X-valued local

martingale (M1, . . . ,Mn) and set M̃1, . . . , M̃n to be such that (M̃1, . . . , M̃n) is
a decoupled tangent local martingale to (M1, . . . ,Mn). Then the lemma follows
from Theorem A.1 and the fact that

(x1, . . . , xn) �→ α1x1 + . . .+ αnxn, x1, . . . , xn ∈ X,

is a bounded linear operator from X × · · · ×X to X.

Lemma 10.6. Let X be a UMD Banach space, M , (Mm)m≥1 be local X-valued
martingales such that E supt≥0 ‖Mt − (Mm)t‖ → 0 as m → ∞. Let T > 0, and

let M̃n and (M̃n
m)m≥1 be defined analogously to (10.3). Assume additionally

that M̃n
m converges in distribution to a local martingale M̃m which is decoupled

tangent to Mm for any m ≥ 1. Then M̃n converges in distribution to a local
martingale M̃ which is decoupled tangent to M .

Proof. Fix a continuous bounded function f : D([0, T ], X) → R. Our goal is to

show that Ef(M̃) = limn→∞ Ef(M̃n). Thanks to Remark 10.2 we may assume
that f is Lipschitz, ‖f‖∞ ≤ 1, and that by (10.1) |f(x) − f(y)| ≤ dJ1(x, y) ≤
‖x− y‖ for any x, y ∈ D([0, T ], X).

Assume the converse, i.e. that Ef(M̃) �= limn→∞ Ef(M̃n). Then we can
identify our sequence with a subsequence such that

Ef(M̃) ≤ Ef(M̃n)− δ, (10.4)

for some fixed δ > 0 for any n ≥ 1 (we may use −f instead of f if needed).
Fix ε > 0. Let m ≥ 1 be such that E sup0≤t≤T ‖Mt − (Mm)t‖ < ε. Then by
Lemma 10.5 and by (3.3) we have that

E sup
0≤t≤T

‖M̃t − (M̃m)t‖ < CXε (10.5)

for some universal constant CX > 0. For this m by the assumption of the
theorem we can find n ≥ 1 such that

Ef((M̃m)t) ≥ Ef((M̃n
m)t)− ε. (10.6)

Finally, by the construction (10.3) of M̃n
m and M̃n and by Lemma 10.5 we may

assume that M̃n − M̃n
m is a discrete decoupled tangent martingale to Mt −Mm

constructed by (10.3) so analogously to (10.5) we have that

E sup
0≤t≤T

‖M̃n
t − (M̃n

m)t‖ ≤ CXE sup
0≤t≤T

‖Mt − (Mm)t‖ < CXε. (10.7)

Therefore summing up (10.5), (10.6), and (10.7) together with the Lipschitzivity

of f we have that Ef(M̃) ≥ Ef(M̃n)− ε− 2CXε, so (10.4) does not hold if ε is
small enough.
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Lemma 10.7. Let M c : R+ × Ω → R be a continuous local martingale, let
n ≥ 1, J = {1, . . . , n}, and let μ be an integer-valued optional random measure
on R+ × J with a compensator ν. Assume that there exists a random time-
change τ = (τt)t≥0 such that [M c]τt = t, and random time-changes (τ jt )t≥0,
j = 1, . . . , n such that

ν
(
[0, τ jt ]× {j}

)
= t, t ≥ 0, j = 1, . . . , n.

Then the process t �→ M c
τt and random measures (t, j) �→ μ̃j([0, t] × {j}) :=

μ([0, τ jt ]× {j}), j = 1, . . . , n, are mutually independent.

Proof. The fact that (μ̃j)nj=1 are independent standard Poisson random mea-
sures follows from [56, Corollary 25.26]. Let us show that W := M c ◦ τ is inde-
pendent of (μ̃j)nj=1. Without loss of generality assume that n = 1 (the proof for

n > 1 is analogous). Let μ̃ = μ̃1, Ñt = μ̃([0, t]×{1})−t, t ≥ 0. Then W is a stan-

dard Brownian motion by [56, Theorem 18.3 and 18.4] and Ñ is a standard com-
pensated Poisson process by [56, Corollary 25.26], and for any 0 ≤ t1 < . . . < tN ,
0 ≤ s1 < . . . < sN and for any numbers α1, . . . , αN and β1, . . . , βN we have that
(here we set t0 = s0 = α0 = β0 = 0 and dαk := αk − αk−1, dβk := αk − βk−1

for any k = 1, . . . , N)

e
− 1

2

∑N
k=1

(
[dαkM

c]τtk
−[dαkM

c]τtk−1

)
+
∑N

k=1

∫(
τ1
sk−1

,τ1
sk

]
×{1}

eidβk−1−idβk dν

= e−
1
2

∑N
k=1 dα2

k(tk−tk−1)+
∑N

k=1(e
idβk−1−idβk)(sk−sk−1)

is a constant a.s., so by a stopping time argument and by [52, II.4.16] we have
that

Eei(
∑N

k=1 αkWtk
+
∑N

k=1 βkÑsk
)

= e−
1
2

∑N
k=1 dα2

k(tk−tk−1)+
∑N

k=1(e
idβk−1−idβk)(sk−sk−1)

= e−
1
2

∑N
k=1 dα2

k(tk−tk−1)e
∑N

k=1(e
idβk−1−idβk)(sk−sk−1)

= Eei
∑N

k=1 αkWtkEe
∑N

k=1 βkÑsk ,

so (Wtk)
N
k=1 and (Ñsk)

N
k=1 are independent by [103, Theorem II.12.4] as

α1, . . . , αN and β1, . . . , βN are arbitrary. As t1, . . . , tN and s1, . . . , sN are ar-
bitrary, W and Ñ (hence, W and μ̃) are independent.

Let us finally prove Theorem 10.4.

Proof of Theorem 10.4. First, by a stopping time argument and by Theorem A.3
we may assume that E sup0≤t≤T ‖Mt‖ < ∞. By Lemma 10.6 and by a stopping
time argument it is sufficient to show Theorem 10.4 for a martingale M from
a dense subset of martingales. In particular, by [119, Subsection 7.5] we may
assume that X is finite dimensional. Let M = M c +Mq +Ma be the canonical
decomposition. We will approximate each part of the canonical decomposition
separately (we are allowed to do so by (2.9)). Our goal is to exploit Lemma 10.5
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and approximate M in such a way that M̃n almost coincides with M̃ for any n
big enough.

Step 1: approximation of M c. By the proof of Theorem 3.18 we may assume
that there exists an invertible time-change (τs)s≥0 with an inverse time-change
(At)t≥0, a separable Hilbert space H, an elementary (Fτs)s≥0-predictable pro-
cess Φ : R+ × Ω → L(H,X), and an (Fτs)s≥0-adapted cylindrical Brownian

motion WH such that M c ◦ τ = Φ ·WH , or, in other words, M c
t =

∫ At

0
ΦdWH .

By an approximation argument and the definition of a stochastic integral (see
Subsection 2.10) we may assume that Φ is elementary (Fτs)s≥0-predictable with
respect to the mesh

{A0, AT/N0
, . . . , AT (N0−1)/N0

, AT } (10.8)

so (Φ ◦ A)t is (FT (k−1)/N0
)t≥0-measurable for any k−1

N0
T ≤ t < k

N0
T for some

fixed big natural number N0. Moreover, for N0 big enough we can approximate
M c by a continuous martingale (adapted to another filtration) M c,N0 in the
following way.

By a stopping time argument and by the fact that A is continuous we may
assume that AT ≤ C a.s for some fixed C > 0. LetWH be a cylindrical Brownian
motion such that

WH |[C(k−1),C(k−1)+ATk/N0
−AT (k−1)/N0

]=WH |[AT (k−1)/N0
,ATk/N0

], k = 1, . . . , N0.

Set A′ : R+ × Ω → R+ to be

A′
t :=

{
C(k − 1) +At −AT (k−1)/N0

, k−1
N0

T ≤ t < k
N0

T, k = 1, . . . , N0,

C(N0) +AT −AT (N0−1)/N0
, t ≥ T,

and set Φ′ : R+ × Ω → L(H,X) to be such that

Φ′|(C(k−1),C(k−1)+ATk/N0
−AT (k−1)/N0

] = Φ|(AT (k−1)/N0
,ATk/N0

], k = 1, . . . , N0,

and zero otherwise. (Recall that we assumed Φ to be elementary predictable with
respect to the mesh (10.8), so Φ is a.s. a constant on (AT (k−1)/N0

, ATk/N0
], and

thus Φ′ is a.s. a constant on (C(k−1), C(k−1)+ATk/N0
−AT (k−1)/N0

]). By the

definition of Φ′ and WH we have that M c
t =

∫ A′
t

0
Φ′ dWH for any t ≥ 0. Now

let us construct the desired M c,N0 in the following way. Let A : R+ × Ω → R+

be defined by

At :=

⎧⎪⎨⎪⎩
C(k − 1) + E

(
At −AT (k−1)/N0

∣∣FT (k−1)/N0

)
, k−1

N0
T ≤ t < k

N0
T,

k = 1, . . . , N0,

C(N0) + E
(
AT −AT (N0−1)/N0

∣∣FT (k−1)/N0

)
, t ≥ T,

and let Φ : R+ × Ω → L(H,X) be

Φs :=

⎧⎪⎨⎪⎩
Φ′

C(k−1), C(k − 1) ≤ s ≤ C(k − 1) + E
(
At −AT (k−1)/N0

∣∣FT (k−1)/N0

)
,

k = 1, . . . , N0,

0, otherwise.
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Let M c,N0

t :=
∫ At

0
ΦdWH , t ≥ 0. Let us show that

E
N0
sup
k=1

‖M c
Tk/N0

−M c,N0

Tk/N0
‖ → 0, N0 → ∞. (10.9)

(Though the limit here cannot be considered literally as Φ◦A is step with respect
to the mesh (10.8) for some fixed N0, but not for any big N0, we still can send N0

to infinity, as for any N � N0 we have that Φ◦A is almost step with respect to
the mesh {A0, AT/N , . . . , AT (N−1)/N , AT } as for such big N by the boundedness
of Φ the process Φ can simply be assumed zero on (AT (k−1)/N , ATk/N ] if one of
the knots of (10.8) turned out to be in (AT (k−1)/N , ATk/N ]. This does not change
much the norm of the stochastic integral by [56, Theorem 26.12] and (2.17)).

Let Lc
t :=

∫ t

0
Φac,N0 dWH , where

ac,N0(t)

:=

N0∑
k=1

1[C(k−1)+E(ATk/N0
−AT (k−1)/N0

|FT (k−1)/N0
),C(k−1)+ATk/N0

−AT (k−1)/N0
](t),

for any t ≥ 0. Then

E sup
t≥0

‖Lc
t‖

(∗)
�X,Φ E

( N0∑
k=1

∣∣ATk/N0
−AT (k−1)/N0

− E(ATk/N0
−AT (k−1)/N0

|FT (k−1)/N0
)
∣∣)1/2

= E
( N0∑

k=1

∣∣ATk/N0
− E(ATk/N0

|FT (k−1)/N0
)
∣∣)1/2 (∗∗)→ 0, N0 → ∞,

where (∗) holds by (2.18), the fact that X is finite dimensional, and the fact
that Φ is elementary predictable, and hence bounded, while (∗∗) follows from
Lemma 3.24. Moreover, if for any t ≥ 0 we set

bc,N0(t)

:=

N0∑
k=1

1[C(k−1),C(k−1)+E(ATk/N0
−AT (k−1)/N0

|FT (k−1)/N0
)∧(ATk/N0

−AT (k−1)/N0
)](t),

then

E
N0
sup
k=1

∥∥M c
Tk/N0

− (M c,N0

Tk/N0
− Lc

TK/N0
)
∥∥ ≤ E sup

t≥0

∥∥∥∫ t

0

Φ′(1− bc,N0) dWH

∥∥∥
(∗)
�X,Φ E

( N0∑
k=1

∣∣ATk/N0
∧ E(ATk/N0

|FT (k−1)/N0
)

− E(ATk/N0
|FT (k−1)/N0

)
∣∣)1/2
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≤ E
( N0∑

k=1

∣∣ATk/N0
− E(ATk/N0

|FT (k−1)/N0
)
∣∣)1/2 (∗∗)→ 0, N0 → ∞,

where (∗) follows from (2.18), and (∗∗) follows from Lemma 3.24. Thus (10.9)
follows.

Step 2: approximation of Mq. By Theorem 3.30 and by Lemma 10.6 we may
assume that Mq =

∫
[0,·]×J

F dμ̄ for some finite set J = {1, . . . , n}, for some

elementary predictable F : R+×Ω×J → X, and for some quasi-left continuous
random measure μ on R+ × J with a compensator ν so that ν([0, t]×{j}) < ∞
a.s. for any t ≥ 0 and ν(R+ × {j}) = ∞ a.s. for any j ∈ J (the latter can
be done e.g. similarly to Step 4 of the proof of Theorem 3.22). By a stopping
time argument and by Lemma 10.6 we may assume that ν([0, T ] × J) < C
a.s. for the same constant C as in Step 1 of the present proof. Analogously
to Step 1 of the proof of Theorem 3.22 we may construct an approximation

Mq,N0 of Mq such that νM
q,N0

([0, t] × {j}) is FT (k−1)/N0
-measurable for any

k−1
N0

T ≤ t < k
N0

T . Indeed, as it was done in the proof of Theorem 3.22, we

can approximate Mq with a process Mq,N0 which is constructed analogously
to (3.32) in the following way. Let N0 be so big that Mq has the form (which is
analogous to the form (3.31))

Mq
t =

N0∑
k=1

n∑
j=1

η̄
([

C(k−1), C(k−1)+νj [T (k−1)
N0

∧ t, TK
N0

∧ t)
)
×{j}

)
ξk,j , t ≥ 0,

where η is some standard Poisson randommeasure on R+×J with a compensator
νη, η̄ := η − νη, ξk,j is FT (k−1)/N0

-measurable and simple. For any j = 1, . . . , n
let νj be defined by (3.26) and let

Mq,N0

t =

N0∑
k=1

n∑
j=1

η̄
([

C(k − 1),

C(k − 1) + E(νj [T (k−1)
N0

∧ t, Tk
N0

∧ t)|FT (k−1)/N0
)
)
× {j}

)
ξk,j , t ≥ 0.

It remains to notice that

E
N0
sup
k=1

‖Mq
Tk/N0

−Mq,N0

Tk/N0
‖ → 0, N0 → ∞, (10.10)

which follows analogously (3.34) and (3.35). (Here we are allowed to send N0 to
infinity for the same reason as in Step 1).

Step 3: approximation of Ma. By Lemma 10.6 and by (B.4) we may assume
that Ma has its jumps in predictable stopping times 0 ≤ σ1 < . . . < σm ≤
T . Moreover, by Lemma 10.6, Lemma 3.38, and the proof of Proposition 3.37
we may assume that ΔMσ1 , . . . ,ΔMσm are simple in L∞(Ω;X) and thus have
values in a finite dimensional subspace of X. In addition assume that there
exists δ > 0 such that for all differences we have that a.s.

σ2 − σ1, . . . , σm − σm−1 ≥ δ. (10.11)
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We can assume so as we can approximate Mq by the following martingale

Ma,δ
t := ΔMσ11[0,t](σ1) +

m∑

=2

ΔMσ�
1[0,t](σ
)1σ2≥σ1+δ,...,σ�≥σ�−1+δ, t ≥ 0,

which is a martingale by Lemma 2.11, and set σ′
1 := σ1 and

σ′

 :=

{
σ
, if σ2 ≥ σ1 + δ, . . . , σ
 ≥ σ
−1 + δ,

σ′

−1 + δ, otherwise,

for any � = 2, . . . ,m. Indeed, as M takes valued in a finite dimensional subspace
of X, X can be assumed finite dimensional, so by the finite dimensional version
of [56, Theorem 26.12]

E sup
t≥0

‖Ma
t −Ma,δ

t ‖ � E
( m∑

=1

‖ΔMσ�
‖21σ2≥σ1+δ,...,σ�≥σ�−1+δ

)1/2

→ 0, δ → 0,

where the latter holds by the dominated convergence theorem and by the fact
that a.s.

max{σ2 − σ1, . . . , σm − σm−1} > 0.

Thus we can redefine Ma := Ma,δ and {σ1, . . . , σm} := {σ′
1, . . . , σ

′
m}.

Step 4: the desired convergence in distribution. For any n ≥ 1 let M̃n be
defined by (10.3). Let f : D([0, T ], X) → [−1, 1] be a Lipschitz function such
that |f(x)−f(y)| ≤ dJ1(x, y) for any x, y ∈ D([0, T ], X) (see Remark 10.2). Our

goal is to show that Ef(M̃n) → Ef(M̃) as n → ∞.
By Step 3 we may assume that there exists m ≥ 1 and predictable stopping

times 0 ≤ σ1 < . . . < σm ≤ T such that Ma has its jumps in {σ1, . . . , σm}
satisfying (10.11), and ΔMσ1 , . . . ,ΔMσm are simple in L∞(Ω;X).

Let M c,N0 and Mq,N0 be as in Step 1 and 2. These processes are martingales
with respect to different filtrations Fc,N0 and Fq,N0 (generated by time-changed
WH and η respectively). Nonetheless, if we set

FN0

k := σ(FTk/N0
,Fc,N0

Tk/N0
,Fq,N0

Tk/N0
), k = 1, . . . , N0,

then (dN0

k )N0

k=1 defined by (10.2) and

(ec,N0

k )N0

k=1 :=
(
M c,N0

Tk/N0
−M c,N0

Tk−1/N0

)N0

k=1
, k = 1, . . . N0

(eq,N0

k )N0

k=1 :=
(
Mq,N0

Tk/N0
−Mq,N0

Tk−1/N0

)N0

k=1
, k = 1, . . . N0

(ea,N0

k )N0

k=1 :=
(
Ma

Tk/N0
−Ma

Tk−1/N0

)N0

k=1
, k = 1, . . . N0

are martingale difference sequences with respect to FN0 := (FN0

k )N0

k=0 (since
WH |[0,Ck] and η|[0,Ck] are independent of WH |[Ck,∞)−WH(Ck) and η|[Ck,∞)−
η(Ck)). Let eN0 := (eN0

k )N0

k=1 be a martingale difference sequence defined by

eN0

k := ec,N0

k + eq,N0

k + ea,N0

k , k = 1, . . . , N0.
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Fix ε > 0. Let us show that for N0 big enough we have that for a decoupled
tangent martingale difference sequence ẽN0 := (ẽN0

k )N0

k=1 the following holds true

|Ef(M̃N0)− Ef(ÑN0)| �X ε, (10.12)

|Ef(M̃)− Ef(ÑN0)| �X ε, (10.13)

so |Ef(M̃)− Ef(M̃N0)| �X ε by a triangle inequality, where

ÑN0 :=
∑

k:Tk/N0≤t

ẽN0

k , t ≥ 0. (10.14)

First let us show (10.12). As f is Lipschitz and as MN0 and NN0 are pure
jump with jumps at {T/N0, . . . , T (N0 − 1)/N0}, by (10.1) it is sufficient to

show that there exist a version of M̃N0 and a version of the decoupled tangent
martingale difference sequence ẽN0 := (ẽN0

k )N0

k=1 satisfying

E
N0
sup
k≥1

∥∥M̃N0

Tk/N0
− ÑN0

Tk/N0

∥∥ �X ε. (10.15)

Let dc,N0 , dq,N0 , and da,N0 be defined analogously to (10.2) for martingales M c,
Mq, and Ma respectively (note that da,N0 = ea,N0). Let d̃c,N0 , d̃q,N0 , and d̃a,N0

be the corresponding decoupled tangent martingales. Let ẽc,N0 , ẽq,N0 , and ẽa,N0

be decoupled tangent martingales to ec,N0 , eq,N0 , and ea,N0 respectively. Then
by Lemma 10.5, Theorem 1.1, (10.9), and (10.10) we may find such suitable
versions of d̃c,N0 , d̃q,N0 , ẽc,N0 , and ẽq,N0 , and assume that N0 is so big that

E
N0
sup
k=1

∥∥∥ k∑

=1

ẽc,N0


 − d̃c,N0




∥∥∥ �X E
N0
sup
k=1

∥∥∥ k∑

=1

ec,N0


 − dc,N0




∥∥∥ ≤ ε, (10.16)

E
N0
sup
k=1

∥∥∥ k∑

=1

ẽq,N0


 − d̃q,N0




∥∥∥ �X E
N0
sup
k=1

∥∥∥ k∑

=1

eq,N0


 − dq,N0




∥∥∥ ≤ ε. (10.17)

It remains to show that for N0 big enough there exist such versions of d̃a,N0 and
ẽa,N0 that

E
N0
sup
k=1

∥∥∥ k∑

=1

ẽa,N0


 − d̃a,N0




∥∥∥ = 0, (10.18)

which follows directly from the fact that da,N0 = ea,N0 . Thus (10.15) follows
from Lemma 10.5 (so that we can set d̃N0 := d̃c,N0 + d̃q,N0 + d̃a,N0 and ẽN0 :=
ẽc,N0 + ẽq,N0 + ẽa,N0), (10.16), (10.17), and (10.18).

Let us show (10.13). First note that for any N0 big enough we have that

|Ef(M̃)− Ef(LN0)| �X ε, (10.19)

where LN0 is a discretization of M̃ defined by

LN0
t :=

∑
k:Tk/N0≤t

M̃Tk/N0
− M̃T (k−1)/N0

, t ≥ 0.



Local characteristics and tangency 651

Indeed, it is sufficient to notice that a.s. as f is Lipschitz

f(M̃)− f(LN0) ≤ dJ1(M̃, LN0)

(∗)
≤ sup

t∈[0,T ]

∣∣λN0(t)− t
∣∣+ N0

sup
k=1

T/N0
sup
t=0

∣∣M̃Tk/N0
− M̃Tk/N0−t

∣∣ (∗∗)→ 0, N0 → ∞,

where
λN0(t) := T

N0
� tN0

T �, t ∈ [0, T ]

(here �a� is the smallest integer bigger than a ∈ R), (∗) follows by (10.1), and

(∗∗) follows from the fact that M̃ has càdlàg paths and the fact that

sup
t∈[0,T ]

∣∣λN0(t)− t
∣∣ ≤ T/N0.

Hence (10.19) follows by the dominated convergence theorem and therefore
by (10.19), (10.1), and the fact that f is Lipschitz it is sufficient to show that
for any N0 big enough there exist such a version of ẽN0 that

|Ef(ÑN0)− Ef(LN0)| ≤ E
N0
sup
k=1

‖ÑN0

Tk/N0
− M̃Tk/N0

‖ �X ε. (10.20)

By Step 1 and 2, by Lemma 10.7, and by the fact that

E(ATk/N0
−AT (k−1)/N0

|FT (k−1)/N0
)

and
E
(
νj(T (k − 1)/N0, Tk/N0]|FT (k−1)/N0

)
, j = 1, . . . , n,

are FT (k−1)/N0
-measurable for any k = 1, . . . , N0, we may assume that for any

k = 1, . . . , N0

ẽc,N0

k =

∫ C(k−1)+E(ATk/N0
−AT (k−1)/N0

|FT (k−1)/N0
)

C(k−1)

Φ(T (k − 1)/N0) dW̃H ,

ẽq,N0

k =

∫
∪j [C(k−1),C(k−1)+E(νj(T (k−1)/N0,Tk/N0]|FT (k−1)/N0

)]×{j}
dηind,

where W̃H and ηind are independent copies of WH and η respectively. Moreover,
by Lemma 10.5 and by the proofs of Theorem 3.18 and 3.22 we can set for any
1 ≤ k ≤ N0

M̃ c
Tk/N0

− M̃ c
T (k−1)/N0

:=

∫ C(k−1)+ATk/N0
−AT (k−1)/N0

C(k−1)

Φ(T (k − 1)/N0) dW̃H ,

M̃q
Tk/N0

− M̃q
T (k−1)/N0

:=

∫
∪j [C(k−1),C(k−1)+νj(T (k−1)/N0,Tk/N0]]×{j}

dηind.

Then similarly to (10.9) and (10.10) we have that for any N0 big enough (here

Ñ c,N0 and Ñq,N0 are defined analogously to (10.14))

E
N0
sup
k=1

‖Ñ c,N0

Tk/N0
− M̃ c

Tk/N0
‖ �X ε, (10.21)
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E
N0
sup
k=1

‖Ñq,N0

Tk/N0
− M̃q

Tk/N0
‖ �X ε. (10.22)

It remains to show that for N0 big enough there exists a version ẽa,N0 such that

E
N0
sup
k=1

‖Ña,N0

Tk/N0
− M̃a

Tk/N0
‖ = 0. (10.23)

To this end notice that we can choose T and N0 big enough so that T/N0 � δ,
and hence

da,N0

k = ΔMσ�
, k = 1, . . . , N0, � is such that σ
 ∈

(
T (k − 1)/N0, Tk/N0

]
.

For each k = 1, . . . , N0 set

ρk :=

{
σ
, if there exists � such thatσ
 ∈

(
T (k − 1)/N0, Tk/N0

]
,

Tk/N0, otherwise.

Then (ρk)
N0

k=1 are predictable stopping times and da,N0

k = ea,N0

k = ΔMρk
a.s.

for any k = 1, . . . , N0. Let us show that we can set (ẽa,N0

k )N0

k=1 and (ΔM̃ρk
)N0

k=1

have the same distribution (and thus can be assumed to coincide). First notice

that (ΔM̃ρk
)N0

k=1 are independent given F . Moreover, as by [56, Lemma 25.2]

FT (k−1)/N0
⊂ Fρk

⊂ FTk/N0
and as ea,N0

k = ΔMρk
for any k = 1, . . . , N0, for

any Borel set B ∈ X we have that

P
(
ΔMρk

∣∣FT (k−1)/N0

)
(B)

= E
(
1B(ΔMρk

)
∣∣FT (k−1)/N0

)
= E

(
E
(
1B(ΔMρk

)
∣∣Fρk

)∣∣∣FT (k−1)/N0

)
(∗)
= E

(
E
(
1B(ΔM̃ρk

)
∣∣Fρk

)∣∣∣FT (k−1)/N0

)
= E

(
1B(ΔM̃ρk

)
∣∣FT (k−1)/N0

)
= P

(
ΔM̃ρk

∣∣FT (k−1)/N0

)
(B),

where (∗) follows from Lemma 3.38. Therefore by Subsection 2.12 we can set

ẽa,N0

k := ΔM̃ρk
for any k = 1, . . . , N0, and (10.23) follows.

(10.13) follows from (10.19) and (10.20), where (10.20) holds by Lemma 10.5,
(10.21), (10.22), (10.23), and the triangle inequality.

Remark 10.8. What if we endow our Skorokhod space D([0, T ];X) with a dif-
ferent Skorokhod topology, say, with the J2, M1, or M2 topology (see [10, 112]
for the definition)? Then we will still have convergence in distribution in The-
orem 10.4 as J1 as a topology is stronger than any one of the aforementioned
(see e.g. [112, Subsection 11.5.2]).

Remark 10.9. Note that Theorem 10.4 does not hold if one changes the topol-
ogy of the Skorokhod space to the one generated by the sup-norm. If this is the
case, then D([0, T ], X) becomes nonseparable. In particular, if we set T = 1
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and X = R, and if we choose our martingale M to be a compensated standard
Poisson process, then M̃ has the same distribution as M . Let f : D([0, T ],R) →
[−1, 1] be a function such that

f(F ) := max
t∈[0,T ]\Q

|ΔF (t)| ∧ 1, F ∈ D([0, T ],R).

Then f is Lipschitz if D([0, T ],R) is endowed with the sup-norm, P(f(M̃) =

1) > 0 as M̃ has jumps of size 1 and as the first jump time has the exponential
distribution (recall that this distribution has a density on R+ thus Q has zero

measure with this distribution), but f(M̃n) = 0 as M̃n has jumps only in rational

points, so limn→∞ Ef(M̃n) �= Ef(M̃).

11. Exponential formula

In the present section we are going to provide another elementary characteriza-
tion of local characteristics. Namely, we will be generalizing a Lévy-Khinchin-
type result for general martingales which is of the form [52, Theorem II.2.47]
(see also [49]). First recall that for a given predictable stopping time τ a pro-
cess V is called a local martingale on [0, τ) if V τn is a local martingale for any
n ≥ 1 and for any announcing sequence (τn)n≥1 of τ (see Subsection 2.4 and
[52, Definition II.2.46]). Then the main result of the section is as follows.

Theorem 11.1. Let X be a UMD Banach space, M : R+ × Ω → X be a local
martingale. Let V be a càdlàg bilinear form-valued predictable process starting
in zero, ν be a predictable random measure on R+×X. Then (V, ν) are the local
characteristics ([[M c]], νM ) of M if and only if for any x∗ ∈ X∗ there exists a
process

At(x
∗) := −1

2
Vt(x

∗, x∗)+

∫
[0,t]×X

(ei〈x,x
∗〉−1− i〈x, x∗〉) dν(s, x), t ≥ 0, (11.1)

such that for a process G(x∗) : R+ × Ω → R defined by

Gt(x
∗) = E(A(x∗))t := eAt(x

∗)Π0≤s≤t(1 + ΔAs(x
∗))e−ΔAs(x

∗), t ≥ 0, (11.2)

and for a predictable stopping time

τG(x∗) := inf{t ≥ 0 : Gt(x
∗) = 0} = inf{t ≥ 0 : ΔAt(x

∗) = −1},

we have that

t �→ ei〈Mt,x
∗〉/Gt(x

∗), t ≥ 0, (11.3)

is a local martingale on [0, τG(x∗)).

Why is Theorem 11.1 connected to the Lévy-Khinchin formula? Assume for
a moment that M is quasi-left continuous. Then νM is non-atomic in time, so
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A does not have jumps and G(x∗) = eA(x∗) for any x∗ ∈ X∗, and thus by
Theorem 11.1 we have that τG(x∗) = ∞, hence

t �→ ei〈Mt,x
∗〉/eAt(x

∗)

= ei〈Mt,x
∗〉/e−

1
2 [[M

c]]t(x
∗,x∗)+

∫
[0,t]×X

(ei〈x,x∗〉−1−i〈x,x∗〉) dνM (s,x), t ≥ 0

is a local martingale. Furthermore, ifM additionally has independent increments
and if M0 = 0, then by Corollary 9.7 ([[M c]], νM ) are deterministic, hence At is
deterministic, so we have that eAt(x

∗) is deterministic for any t ≥ 1 and for any
x∗ ∈ X∗, and as ei〈Mt,x

∗〉 is integrable and uniformly bounded, we have that
t �→ ei〈Mt,x

∗〉/eAt(x
∗) is a martingale, so for any t ≥ 0 and x∗ ∈ X∗

Eei〈Mt,x
∗〉 = e−

1
2 [[M

c]]t(x
∗,x∗)+

∫
[0,t]×X

(ei〈x,x∗〉−1−i〈x,x∗〉) dνM (s,x), (11.4)

which is the Lévy-Khinchin formula (see e.g. [52, 102]).
Let us shortly recall to the reader the idea of the proof of Theorem 11.1 in

the real-valued setting (for the full proof we refer the reader to [52, §II.2d]). We
start with proving the “only if” part, i.e. first we show that (11.3) is a local
martingale given the corresponding local characteristics. Fix a local martingale
M : R+ ×Ω → R with the local characteristics ([M c], νM ) and fix u ∈ R. Then
by Itô’s formula [56, Theorem 26.7] for any t ≥ 0 we have that

eiuMt = 1 + iu

∫ t

0

eiuMs− dMs −
1

2
u2

∫ t

0

eiuMs− d[M c]s

+
∑

0≤s≤t

ΔeiuMs − iueiuMs−ΔMs.
(11.5)

Note that ∑
0≤s≤t

ΔeiuMs =

∫
R+×R

eiuMs−(eiux − 1) dμM (s, x) (11.6)

and ∑
0≤s≤t

iueiuMs−ΔMs =

∫
R+×R

iueiuMs−xdμM (s, x), (11.7)

so as νM is a compensator of μM , (11.5), (11.6), and (11.7) yield that

eiuMt +
1

2
u2

∫ t

0

eiuMs− d[M c]s−
∫
R+×R

(eiux−1− iux)eiuMs− dνM (s, x), t ≥ 0,

is a local martingale. Denote this local martingale by N and note that

Nt = eiuMt −
∫ t

0

eiuMs− dAs, t ≥ 0, (11.8)

where A = A(u) is defined by (11.1). For simplicity also denote Yt := eiuMt and
Gt := Gt(u) for any t ≥ 0. By a stopping time argument and thanks to the fact
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that G defined by (11.2) is predictable, càdlàg, and starts in 1, we may assume
that it almost never vanishes, so τG(u) = ∞, and thus we need to show that
t �→ Yt/Gt is a local martingale in t ≥ 0. Itô’s formula [56, Theorem 26.7] yields
that for any t ≥ 0

d
Gt

Yt
=

1

Gt−
dYt −

Yt−
G2

t−
dGt +Δ

Yt

Gt
− 1

Gt−
ΔYt +

Yt−
G2

t−
ΔGt

(i)
=

1

Gt−
dNt +Δ

Yt

Gt
− 1

Gt−
ΔYt +

Yt−
G2

t−
ΔGt

(ii)
=

1

Gt−
dNt +

1

Gt−(1 +At)
ΔNtΔAt

where (i) follows from (11.8) (so dYt = dNt+Yt− dAt) and the fact that dGt =
Gt− dAt due to the definition of a stochastic exponential (see [52, Theorem
I.4.61]), while (ii) follows for the similar reason and a direct computation (one
needs to simply set ΔGt = Gt−ΔAt and ΔYt = ΔNt + Yt−ΔAt). Therefore

we have that Yt/Gt = 1 +
∫ t

0
1

Gs−
dNs +

∑
0≤s≤t

1
Gs−(1+As)

ΔNsΔAs, which is

a local martingale as N is a local martingale and thanks to [52, Proposition
I.4.49].

The “if” part of Theorem 11.1 follows from the fact that as Z := Y/G is a
local martingale, and as G is predictable, Y = GZ = G− ·Z +Z− ·G+ [Z,G] =
G− · Z + Y− · A + [Z,G] (here we omit the difficulty with complex values, one
should consider real and imaginary parts separately), where G− · Z is a local
martingale as a stochastic integral w.r.t. a local martingale and [Z,G] is a local
martingale by [52, Proposition I.4.49], therefore Y −Y− ·A is a local martingale,
and hence A has the form (11.1) with the desired V and ν due to the uniqueness
of a predictable finite variation compensator (see [52, Theorem I.3.18]) and the
fact that Y− has absolute value 1, so A can be reconstructed from Y− ·A.

Let us finally prove Theorem 11.1. For the proof we will need the following
lemma.

Lemma 11.2. Let M : R+ × Ω → R be a local martingale. Then we have that
for any t ≥ 0 a.s.∫

[0,t]×R

|x|2 ∧ |x| dνM (x, s),

∫
[0,t]×R

|x|2 ∧ |x| dμM (x, s) < ∞. (11.9)

Proof. By a stopping time argument and by Doob’s maximal inequality (2.6) we
may assume that E supt≥0 |Mt| < ∞ and that for some constant C there is a.s.
at most one jumps exceeding C by the absolute value e.g. by setting M := MτC

where τC := inf{t ≥ 0 : |ΔMt| > C}. First let us show that∫
[0,t]×R

|x|21|x|≤C dνM (x, s),

∫
[0,t]×R

|x|21|x|≤C dμM (x, s) < ∞, (11.10)

which follows from the fact that

t �→ At :=

∫
[0,t]×R

|x|21|x|≤C dμM (x, s) =
∑

0≤s≤t

|ΔMs|2 ≤ [M ]t < ∞,
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and At locally has the first moment (so (11.10) for νM follows from (2.11)) as
At has jumps of at most value C2.

Let us show that∫
[0,t]×R

|x|1|x|>C dνM (x, s),

∫
[0,t]×R

|x|1|x|>C dμM (x, s) < ∞, (11.11)

which follows from our assumption on M , the fact that consequently

E
∫
[0,t]×R

|x|1|x|>C dμM (x, s) = E
∑

0≤s≤t

|ΔMs|1|ΔMs|>C ≤ 2E sup
t≥0

|Mt| < ∞,

and from (2.11). (11.9) follows from (11.10) and (11.11).

Proof of Theorem 11.1. Let us start with the “only if” part. Let (V, ν) =
([[M c]], νM ). Notice that for any x∗ ∈ X∗ by Taylor’s formula

ei〈x,x
∗〉 − 1− i〈x, x∗〉 ≈ 1

2
|〈x, x∗〉|2, x ∈ X,

for small 〈x, x∗〉 and

|ei〈x,x∗〉 − 1− i〈x, x∗〉| ≤ |〈x, x∗〉|+ 2 � |〈x, x∗〉|, x ∈ X,

for big 〈x, x∗〉, so by Lemma 11.2 and A.2 the integral∫
[0,t]×X

ei〈x,x
∗〉 − 1− i〈x, x∗〉 dνM (s, x), t ≥ 0, (11.12)

is well defined. Consequently, A is well defined.
Now let us show that (11.3) is a local martingale. As by Definition 2.12 and

by Remark 2.16 we have that a.s.

[[M c]](x∗, x∗) = [〈M c, x∗〉]t = [〈M,x∗〉c]t, t ≥ 0,

and since by Lemma A.2 we have that∫
[0,t]×X

ei〈x,x
∗〉−1−i〈x, x∗〉 dνM (s, x)=

∫
[0,t]×R

(eir−1−ir) dν〈M,x∗〉(s, r), t ≥ 0,

we can restrict ourselves to the one dimensional setting. Let X = R, M be one
dimensional. We will be using the setting of [52, Section II.2]. Let h(r) = r,
r ∈ R (though h is assumed to be bounded in [52, Section II.2], in our case
both

∫
(eir − 1 − ih(r)) dν〈M,x∗〉(s, r) and

∫
h dμ̄M are well defined by (11.12)

and by Theorem 3.30, so we can set h to be as defined). Then we have that the
representation of M given by formula [52, II.2.35] is

M = M0 +M c +

∫
h dμ̄M +

∫
[0,·]×R

r − h(r) dμM (s, r) +B = M c +

∫
h dμ̄M ,
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so by the uniqueness of this representation and by [52, Theorem II.2.47] the
desired follows.

Let us now show the “if” part. It is sufficient to show that V (x∗, x∗) =
[[M c]](x∗, x∗) a.s. for any x∗ ∈ X∗, and analogously to the proof of Theorem 7.3
it is sufficient to show that νx

∗
= ν〈M,x∗〉 for any x∗ ∈ X∗, where νx

∗
is defined

as a unique predictable random measure on R+×R such that for any elementary
predictable F : R+ × Ω× R → R+ one has that a.s.∫

R+×Y

F (s, ·, y) dνx∗
(s, ·, y) =

∫
R+×X

F (s, ·, 〈x, x∗〉) dν(s, ·, x).

In order to construct such a random measure it is sufficient to set a.s.∫
1A(s, ·)1B(y) dν

x∗
(s, ·, y) :=

∫
1A(s, ·)1B(〈x, x∗〉) dν(s, ·, x)

for any A ∈ P and B ∈ B(R). To this end note that V (x∗, x∗) = [[M c]](x∗, x∗)
a.s. for any x∗ ∈ X∗ as well as νx

∗
= ν〈M,x∗〉 a.s. by the fact that (11.3) is a

local martingale and by [52, Theorem II.2.47 and II.2.49].

Remark 11.3. Note that τG(εx∗) → ∞ a.s. as ε → 0 for any x∗ ∈ X∗ \ {0}.
Indeed, due to the definition of τG(εx∗) is it sufficient to show that∫

[0,t]×X

|ei〈x,εx∗〉 − 1− i〈x, εx∗〉| dνM (s, x) → 0, ε → 0,

which follows from the fact that for ε < 1

|ei〈x,εx∗〉 − 1− i〈x, εx∗〉| � |〈x, εx∗〉|2 ∧ |〈x, εx∗〉| � ε
(
|〈x, x∗〉|2 ∧ |〈x, x∗〉|

)
and from Lemma 11.2. It remains unknown for the author whether τG(x∗) → ∞
as x∗ → 0.

Remark 11.4. Let M have independent increments and let M0 = 0. In this
case one can show that analogously to (11.4)

Eei〈Mt,x
∗〉 = Gt(x

∗) = eAt(x
∗)Π0≤s≤t(1 + ΔAs(x

∗))e−ΔAs(x
∗), (11.13)

for any t ≥ 0 and x∗ ∈ X∗ even if t > τG(x∗). First note that τG(x∗) in this
case is a deterministic stopping time as G(x∗) is deterministic by Corollary 9.7.
Second, in order to prove (11.13) for t ≥ τG(x∗) (the case t < τG(x∗) follows
from Theorem 11.1) let r = τG(x∗). Then by the discussions in Subsection 3.6

0 = 1 +ΔAr(x
∗) = 1 +

∫
R+×X

1{r}(s)(e
i〈x,x∗〉 − 1− i〈x, x∗〉) dνM (s, x)

= 1 + E(ei〈ΔMr,x
∗〉 − 1− i〈ΔMr, x

∗〉|Fr−)

= Eei〈ΔMr,x
∗〉,
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where the latter follows as M has independent increments and as M is a mar-
tingale (so E(〈ΔMr, x

∗〉|Fr−) = 0). Therefore Eei〈ΔMr,x
∗〉 = 0 and as M has

independent increments

Eei〈Mt,x
∗〉 = Eei〈Mr−,x∗〉Eei〈ΔMr,x

∗〉Eei〈(Mt−Mr),x
∗〉 = 0,

so (11.13) is satisfied. Note that thanks to the techniques from Section 9 one
can omit the UMD assumption.

12. Characteristic subordination and characteristic domination of
martingales

In the present section we prove basic Lp-estimates concerning characteristic
subordination and characteristic domination.

12.1. Characteristic subordination

Let X be a Banach space, M,N : R+ × Ω → X be local martingales. Then N
is called to be weakly differentially subordinate to M if |〈N0, x

∗〉| ≤ |〈M0, x
∗〉|

a.s. and if [〈M,x∗〉]t − [〈N, x∗〉]t is nondecreasing a.s. for any x∗ ∈ X∗. Weak
differential subordination was intensively studied during past two years in [91,
113, 115, 116, 117, 119]. In particular, it was shown in [119, Subsection 7.4] that
if this is the case and X is UMD then

E sup
t≥0

‖Nt‖p �p,X E sup
t≥0

‖Mt‖p. (12.1)

In the present section we will consider a predictable analogue of weak differential
subordination which exploits local characteristics – characteristic subordination.

Definition 12.1. Let X be a Banach space, M,N : R+ × Ω → X be local
martingales. Then N is characteristicly subordinate to M if for any x∗ ∈ X∗

a.s.

(A) |〈N0, x
∗〉| ≤ |〈M0, x

∗〉|,
(B) [〈N, x∗〉c]t − [〈N, x∗〉c]s ≤ [〈M,x∗〉c]t − [〈M,x∗〉c]s,
(C) ν〈N,x∗〉 ≤ ν〈M,x∗〉.

(Recall that though M and N take their values in a general (not necessarily
UMD) Banach spaceX (soM c andN c may not have sense), 〈M,x∗〉 and 〈N, x∗〉
are real-valued martingales, so 〈M,x∗〉c and 〈N, x∗〉c exist, see Theorem 2.18).

Note that if M and N are continuous, then N is characteristically subor-
dinate to M if and only if N is weakly differentially subordinate to M . The
following two propositions show that weak differential subordination coincides
with characteristic subordination only in continuous case.

Proposition 12.2. Weak differential subordination does not imply character-
istic subordination.
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Proof. Let M be a purely discontinuous nonzero martingale with an a.s. finite
measure νM (e.g. a compensated standard Poisson process which stopped at
time point 1) and N = 1

2M . Then N is weakly differentially subordinate to M ,
but is not characteristically subordinate. Indeed, by Lemma A.2 we have that
a.s. for any Borel B ∈ X

νN ([0, t]×B) = νM ([0, t]× 2B), t ≥ 0. (12.2)

Thus we have that a.s. νM ([0, t] ×X \ {0}) = νN ([0, t] ×X \ {0}), and as νM

is finite, by (12.2) we have that νN � νM on a set of positive probability, as if
we assume the converse, then for the sets Cn = 2nB \ 2n−1B, −∞ < n < ∞,
where B ∈ X is the unit ball, we have that Cn = 2Cn−1, and hence by (12.2)
for any −∞ < n < ∞

νM ([0, t]× Cn) ≥ νN ([0, t]× Cn) = νM ([0, t]× Cn+1), t ≥ 0,

so νM is infinite (as Cn’s are disjoint, ∪Cn = X\{0}, and as νM �= 0, there exists
n and t such that νM ([0, t]× Cn) > 0), which contradicts our assumption.

Proposition 12.3. Characteristic subordination does not imply weak differen-
tial subordination.

Proof. It is sufficient to consider two independent compensated standard Pois-
son processes Ñ1 and Ñ2, as they are characteristically subordinate to each other
(because they have the same local characteristics), but they are not weakly dif-
ferentially subordinate to each other as they have jumps at different times a.s.,
i.e. ΔÑ1 �= 0 ⇒ ΔÑ2 = 0 and ΔÑ2 �= 0 ⇒ ΔÑ1 = 0 a.s. for any t ≥ 0.

Remark 12.4. What do the aforementioned examples demonstrate? These ex-
amples show that N is weakly differentially subordinate to M if N has smaller
jumps than M , and N is characteristically subordinate to M if N has the same
jumps as M but these jumps occur less often.

Let us now formulate the main theorem of the present section.

Theorem 12.5. Let X be a Banach space. Then X is UMD if and only if for
any 1 ≤ p < ∞ and for any local martingales M,N : R+ ×Ω → X such that N
is characteristicly subordinate to M one has that

E sup
t≥0

‖Nt‖p �p,X E sup
t≥0

‖Mt‖p.

The proof of the theorem is based on the canonical decomposition (see Sub-
section 2.7) and treating each case of the canonical decomposition separately.
Therefore we will need the following propositions.

Proposition 12.6. Let X be a UMD Banach space, (J,J ) be a measurable
space, μ and μ′ be quasi-left continuous optional random measures on R+ × J
such that for the corresponding compensators ν and ν′ we have that ν′ ≤ ν
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a.s. Then for any elementary predictable F : R+ × Ω × J → X and for any
1 ≤ p < ∞ we have that

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄′
∥∥∥p �p,X E sup

t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p

,

where μ̄ := μ− ν and μ̄′ := μ′ − ν′.

Proof. Let μCox and μ′
Cox be Cox processes directed by ν and ν′ respectively,

and set μ̄Cox := μCox − ν, μ̄′
Cox := μ′

Cox − ν′. Then by Theorem 3.22

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p �p,X EECox

∥∥∥∫
R+×J

F dμ̄Cox

∥∥∥p,
E sup

t≥0

∥∥∥∫
[0,t]×J

F dμ̄′
∥∥∥p

�p,X EECox

∥∥∥∫
R+×J

F dμ̄′
Cox

∥∥∥p,
where ECox is defined in Example 2.5. Thus it is sufficient to show that for a.e.
fixed ω ∈ Ω

ECox

∥∥∥∫
R+×J

F dμ̄′
Cox

∥∥∥p

≤ ECox

∥∥∥∫
R+×J

F dμ̄Cox

∥∥∥p. (12.3)

Let us now show (12.3). Fix ω ∈ Ω such that ν′(ω) ≤ ν(ω). Then both μCox

and μ′
Cox are time changed Poisson. Let ν′′ = ν − ν′, μ′′

Cox be the Cox process
directed by ν′′. As ω is fixed, μ′

Cox and μ′′
Cox are independent and μ′

Cox + μ′′
Cox

has the same compensator and hence coincides in distribution with μCox so we
can set μCox = μ′

Cox + μ′′
Cox, μ̄Cox = μ̄′

Cox + μ̄′′
Cox. Therefore (12.3) follows from

the fact that for a fixed ω ∈ Ω the process F is deterministic, the fact that a
conditional expectation operator is a contraction (see [46, Section 2.6]), and∫

R+×J

F dμ̄′
Cox = E

(∫
R+×J

F dμ̄Cox

∣∣∣σ(μ̄′
Cox)

)
,

as μ′
Cox and μ′′

Cox are independent for any fixed ω ∈ Ω.

We will also need the following proposition which is some sense extends
stochastic domination inequality [96, Theorem 2] (see also [79]).

Proposition 12.7. Let X be a Banach space, (ξn)
N
n=1 and (ξ′n)

N
n=1 be in-

dependent X-valued symmetric random variable such that for any Borel set
A ⊂ X \ {0} and for any n = 1, . . . , N one has that P(ξ′n ∈ A) ≤ P(ξn ∈ A).
Then for any convex symmetric function φ : X → R+ one has that

Eφ
( N∑
n=1

ξ′n

)
≤ Eφ

( N∑
n=1

ξn

)
. (12.4)

Proof. As (ξn)
N
n=1 and (ξ′n)

N
n=1 are symmetric, (12.4) is equivalent to

Eφ
( N∑
n=1

rnξ
′
n

)
≤ Eφ

( N∑
n=1

rnξn

)
, (12.5)
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where (rn)
N
n=1 is an independent sequence of i.i.d. Rademachers (see Defini-

tion 2.1). Thus it is sufficient to show (12.5). By an approximation argument
we may assume that (ξn)

N
n=1 and (ξ′n)

N
n=1 take finitely many values. By the

assumption of the proposition we have that for any n = 1, . . . , N the random
variable ξ′n has the same distribution as ηn(ξn)ξn, where for any x ∈ X \ {0} we

define a random variable ηn(x) on an independent probability space (Ω̃, F̃ , P̃)

to be such that ηn(x) ∈ {0, 1} a.s. and Eηn(x) =
P(ξ′n=x)
P(ξn=x) , where we set 0

0 := 0.

Fix ω ∈ Ω and ω̃ ∈ Ω̃. Then in order to show (12.5) it remains to prove that

Erφ
( N∑
n=1

rnηn(x)(ω̃)ξn(ω)
)
≤ Eφ

( N∑
n=1

rnξn(ω)
)
,

and as all the coefficients (ηn(x)(ω̃))
N
n=1 are either 0 or 1, the latter follows from

Jensen’s inequality (see [46, Proposition 2.6.29]) as
∑N

n=1 rnηn(x)(ω̃)ξn(ω) is

just a conditional expectation of
∑N

n=1 rnξn(ω) given σ(rnηn(x)(ω̃))
N
n=1.

Proof of Theorem 12.5. Without loss of generality (as ‖N0‖ ≤ ‖M0‖, see [115,
Lemma 3.6]) we can set M0 = N0 = 0. Let M = M c + Mq + Ma and N =
N c+Nq+Na be the canonical decompositions. Note that due to Definition 12.1
and Subsection 3.2 we have that ν〈N

q,x∗〉 ≤ ν〈M
q,x∗〉 and ν〈N

a,x∗〉 ≤ ν〈M
a,x∗〉

a.s. for any x∗ ∈ X∗, so N i is characteristically subordinate to M i for any
i ∈ {c, q, a}. By (2.9) it is sufficient to show that

E sup
t≥0

‖N c
t ‖p �p,X E sup

t≥0
‖M c

t ‖p, (12.6)

E sup
t≥0

‖Nq
t ‖p �p,X E sup

t≥0
‖Mq

t ‖p, (12.7)

E sup
t≥0

‖Na
t ‖p �p,X E sup

t≥0
‖Ma

t ‖p. (12.8)

First of all, (12.6) follows from (12.1). (12.7) follows from Proposition 12.6, the
fact that Mq =

∫
xdμ̄Mq

and Nq =
∫
xdμ̄Nq

by Theorem 3.30, and the fact
that Nq is characteristically subordinate to Mq. Finally, (12.8) follows from a
standard approximation argument (see e.g. Proposition B.1), the fact that any
purely discontinuous martingale with finitely many predictable jumps has a dis-
crete representation (see e.g. the proof of Proposition 3.37), Proposition 12.7,
the construction of a decoupled tangent martingale from the proof of Theo-
rem 3.39, the symmetrization argument (see the proof of Theorem 5.9), and the
fact that Na is characteristically subordinate to Ma.

12.2. Characteristic domination

We can straighten characteristic subordination in the following way. Let X be a
Banach space, M and N be X-valued martingales. Then N is characteristically
dominated byM if a.s. |〈N0, x

∗〉| ≤ |〈M0, x
∗〉| for any x∗ ∈ X∗, [[N c]]∞ ≤ [[M c]]∞

and νN (R+ × ·) ≤ νM (R+ × ·). Then the following theorem holds true.
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Theorem 12.8. Let X be a Banach space. Then X has the UMD property
if and only if for any (equivalently, for some) 1 ≤ p < ∞ and for any X-
valued quasi-left continuous local martingales such that N is characteristically
dominated by M one has that

E sup
0≤t<∞

‖Nt‖p �p,X E sup
0≤t<∞

‖Mt‖p. (12.9)

For the proof we will need the following proposition.

Proposition 12.9. Let X be a UMD Banach space, (J,J ) be a measurable
space, μ and μ′ be optional quasi-left continuous random measures on R+ × J
such that for the corresponding compensators ν and ν′ we have that ν′(R+×A) ≤
ν(R+ ×A) < ∞ a.s. for any A ∈ J . Then for any elementary B(R+)⊗F0 ⊗ J-
measurable F : R+ × Ω× J → X and for any 1 ≤ p < ∞ we have that

E sup
t≥0

∥∥∥∫
[0,t]×J

F dμ̄′
∥∥∥p �p,X E sup

t≥0

∥∥∥∫
[0,t]×J

F dμ̄
∥∥∥p

,

where μ̄ := μ− ν and μ̄′ := μ′ − ν′.

Proof. Without loss of generality we may assume that t �→ F (t, ·, ·) is a constant
a.e. on Ω × J as otherwise we just approximate F by a step F0-measurable
function and apply the whole proof below for each step of F separately.

The proposition follows analogously Proposition 12.6, but then we need to
show (12.3) in a difference way. Fix ω ∈ Ω such that

ν′(R+ ×A) ≤ ν(R+ ×A) < ∞, A ∈ J . (12.10)

Then by the definition of a stochastic integral (2.10), by the fact that F is
elementary predictable, and by the definition of a Cox process (see Subsubsec-
tion 3.4.1) there exist x1, . . . , xM ∈ X, independent Poisson random variables
(ξm)Mm=1 with parameters (λm)Mm=1 and independent Poisson random variables
(ξ′m)Mm=1 with parameters (λ′

m)Mm=1 satisfying λ′
m ≤ λm for any m = 1, . . . ,M

by (12.10) such that ∫
[0,t]×J

F dμ̄Cox =

M∑
m=1

xm(ξm − λm),

∫
[0,t]×J

F dμ̄′
Cox =

M∑
m=1

xm(ξ′m − λ′
m)

(see e.g. [56, p. 88] or [7, Section 23] for details on Poisson distributions). Now
by the fact that sum of two independent Poisson random variable is again has
Poisson distribution with parameter being the sum of the corresponding param-
eters and by independence of all ξm’s and ξ′m’s we can assume that there exists
a sequence of independent Poisson random variables (ξ′′m)Mm=1 with parameters
(λ′′

m)Mm=1 = (λm − λ′
m)Mm=1 such that ξm − λm = (ξ′m − λ′

m) + (ξ′′m − λ′′
m), and

then the desired follows from the same conditional expectation trick used in the
end of the proof of Proposition 12.6 and Theorem 3.22.



Local characteristics and tangency 663

Proof of Theorem 12.8. The “if” part follows directly from Proposition 3.17 as
the latter is a particular case of Theorem 12.8.

Let us show the “only if” part. By Proposition 3.17 we have that for the
continuous terms of the Meyer-Yoeurp decompositions M = M c + Md and
N = N c +Nd (see Remark 2.19)

E sup
0≤t<∞

‖N c
t ‖p �p,X E sup

0≤t<∞
‖M c

t ‖p. (12.11)

Also note that as M and N are quasi-left continuous, Md = Mq and Nd = Nq

(see Subsection 2.7 for the definition of Mq and Nq). Thus by Theorem 2.18, by
Proposition 3.17, and by the considerations above it is sufficient to show (12.9)
for M and N being purely discontinuous quasi-left continuous. First let us show
that if

E sup
0≤t<∞

‖Mt‖p < ∞,

then νM (R+ × B) < ∞ a.s. for any centered ball B ⊂ X (here B is the com-
plement of B). Indeed, as M is purely discontinuous, then by the fact that any
UMD Banach space has a finite Gaussian cotype q ≥ 2 (see [47, Definition 7.1.17,
Corollary 7.2.11, and Proposition 7.3.15]) and by Burkholder-Davis-Gundy in-
equalities [119, Subsection 6.1] for a family (γt)t≥0 of i.i.d. standard Gaussians
and for any δ > 0 we have that

E sup
0≤t<∞

‖Mt‖p �p,X EEγ

∥∥∥∑
t≥0

γtΔMt

∥∥∥p

≥ EEγ

∥∥∥∑
t≥0

γtΔMt1‖ΔMt‖>δ

∥∥∥p

,

(i)
�p,q E

(
Eγ

∥∥∥∑
t≥0

γtΔMt1‖ΔMt‖>δ

∥∥∥q)p/q

(ii)
= E

(
Eγ

∥∥∥∫
R+×X

γtx1‖x‖>δ dμ
M (t, x)

∥∥∥q)p/q

(iii)

� X E
(∫

R+×X

‖x‖q1‖x‖>δ dμ
M (t, x)

)p/q

�δ E
(∫

R+×X

1‖x‖>δ dμ
M (t, x)

)p/q

,

where Eγ is defined by Example 2.5, (i) follows from Kahane-Khinchin inequal-
ities [47, Theorem 6.2.6], (ii) holds by the definition of μM (see (2.14)), and
(iii) follows from the definition of a Gaussian cotype [47, Definition 7.1.17].
Therefore we have that∫

R+×X

1‖x‖>δ dμ
M (t, x) is finite a.s., (12.12)

and hence its compensator,∫
R+×X

1‖x‖>δ dν
M (t, x) = νM (R+ ×B) is finite a.s., (12.13)
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as well because for stopping times

τn := inf
{∫

[0,t]×X

1‖x‖>δ dμ
M (·, x) > n

}
we have that by (12.12) {τn = ∞} ↗ Ω up to a negligible set, and then (12.13)
follows by [52, Theorem I.3.17].

Now let Mm and Nm be as defined by (B.6). Then by Proposition 12.9, by
the definition of the characteristic domination, by Theorem 3.30, and by (12.13)
we have that

E sup
0≤t<∞

‖Nm
t ‖p �p,X E sup

0≤t<∞
‖Mm

t ‖p,

and thus
E sup

0≤t<∞
‖Nm

t ‖p �p,X E sup
0≤t<∞

‖Mm
t ‖p, (12.14)

holds true by Proposition B.2 and by letting m → ∞. Then (12.9) follows
from (12.11), (12.14), (2.9), and the fact that M and N are quasi-left continu-
ous.

Remark 12.10. It is not known whether Theorem 12.8 holds for general lo-
cal martingales. By Theorem 3.39 and by Proposition B.1 the main issue here
is in proving a similar statement for discrete martingales with independent in-
crements. Let us state this problem here as open. Let X be a Banach space,
1 ≤ p < ∞. Let (ξn)n≥1 and (ηn)n≥1 be X-valued mean-zero independent ran-
dom variables such that for any Borel B ∈ X \ {0}∑

n

P(ξn ∈ B) ≤
∑
n

P(ηn ∈ B).

Does there exists a constant C (perhaps depending on p and X) such that

E
∥∥∥∑

n

ξn

∥∥∥p ≤ CE
∥∥∥∑

n

ηn

∥∥∥p

?

By a standard symmetrization trick [66, Lemma 6.3] one can assume that ξn’s
and ηn’s are symmetric. But even the symmetric case is not known for the
author.

Appendix A: Tangency under linear operators

The goal of this section is to show that TM and TN are tangent for any linear
operator T from a certain family given M and N are tangent. Let us start with
bounded linear operators between Banach spaces.

Theorem A.1. Let X be a Banach space, M,N : R+×Ω → X be tangent local
martingales. Let Y be a Banach space, T ∈ L(X,Y ). Then TM and TN have
local characteristics and are tangent. Moreover, if N is a decoupled tangent local
martingale to M , then TN is a decoupled tangent local martingale to TM .
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The proof needs the following lemma.

Lemma A.2. Let X, Y , and Z be Banach spaces, M : R+ ×Ω → X be a local
martingale, T ∈ L(X,Y ). Then for any predictable function F : R+×Ω×Y → Z
we have that ∫

[0,·]×Y

‖F (s, ·, y)‖ dμTM (s, y),

is locally finite if and only if∫
[0,·]×X

‖F (s, ·, Tx)‖ dμM (s, x),

and if this is the case then∫
[0,·]×X

F (s, ·, y) dμTM (s, y) =

∫
[0,·]×X

F (s, ·, Tx) dμM (s, x). (A.1)

Moreover, if

E
∫
[0,t]×Y

‖F (s, ·, y)‖ dμTM (s, y) < ∞

or, equivalently,

E
∫
[0,t]×X

‖F (s, ·, Tx)‖ dμM (s, x) < ∞

for any t ≥ 0, then∫
[0,t]×Y

F (s, ·, y) dνTM (s, y)

=

∫
[0,t]×X

F (s, ·, Tx) dνM (s, x) < ∞, t ≥ 0.

(A.2)

Proof. The first part of the lemma follows directly from the definition of μM and
μTM (see (2.14)). (A.1) follows for a similar reason. (A.2) follows from (A.1),
the definition of a compensator random measure (see Subsection 2.8), the defi-
nition of a compensator process [52, Theorem I.3.17], and the uniqueness of the
compensator process.

Proof of Theorem A.1. Let us start with the first part of the theorem. We need
to show that TM and TN have local characteristics which coincide. First let us
show that TM and TN have the Meyer-Yoeurp decomposition. As M and N
are tangent, they have the Meyer-Yoeurp decomposition (see Subsection 3.1).
Let M = M c + Md and N = N c + Nd be this decomposition. Then TM =
TM c + TMd and TN = TN c + TNd are the Meyer-Yoeurp decomposition
as well since TM c and TN c are continuous and TMd and TNd are purely
discontinuous as for any y∗ ∈ Y ∗ we have that both 〈TMd, y∗〉 = 〈Md, T ∗y∗〉
and 〈TNd, y∗〉 = 〈Nd, T ∗y∗〉 are purely discontinuous (see Definition 2.14).



666 I. S. Yaroslavtsev

Let us show that both [[TM c]] and [[TN c]] exist and coincide. To this end it is
sufficient to notice that for any y∗ ∈ Y ∗ we have that a.s.

[[TM c]]t(y
∗, y∗) = [〈TM c, y∗〉]t = [〈M c, T ∗y∗〉]t

≤ ‖[[M c]]t‖‖T ∗y∗‖2 ≤ ‖[[M c]]t‖‖T‖2‖y∗‖2, t ≥ 0,
(A.3)

where we define ‖V ‖ := supz∗∈Z∗,‖z∗‖≤1 V (z∗, z∗) for any symmetric bilinear
form V : Z∗ × Z∗ → R for any Banach space Z. Therefore ‖[[TM c]]t‖ ≤
‖T‖2‖[[M c]]t‖ for any t ≥ 0, and [[TM c]]t defines a bounded bilinear form. The
same holds for [[TN c]]t. Equality [[TM c]]t = [[TN c]]t follows directly from the
fact that for any y∗ ∈ Y ∗ a.s. for any t ≥ 0 by (A.3)

[[TM c]]t(y
∗, y∗) = [[M c]]t(T

∗y∗, T ∗y∗) = [[N c]]t(T
∗y∗, T ∗y∗) = [[TN c]]t(y

∗, y∗).

The fact that νTM = νTN a.s. follows from Lemma A.2. Therefore TM and
TN have the same local characteristics, and thus are tangent.

Let us show the second part of the theorem. This part follows from Defini-
tion 3.3 and the fact that action of a bounded linear operator does not ruin
independence and martingality (so if N(ω) is a martingale with independent
increments, TN(ω) is so as well).

Another important type of operators are stopping time operators. Apparently,
they also preserve tangency.

Theorem A.3. Let X be a Banach space, M,N : R+ × Ω → X be tangent
local martingales. Then Mτ and Nτ are tangent. Moreover, if N is a decoupled
tangent local martingale to M , and if τ is an F-stopping time (where F is the
original filtration where M used to live), then Nτ is a decoupled tangent local
martingale to Mτ .

Proof. Let M = M c + Md and N = N c + Nd be the Meyer-Yoeurp decom-
positions. Then Mτ = (M c)τ + (Md)τ is the Meyer-Yoeurp decomposition
as 〈Mτ , x∗〉 = 〈(M c)τ , x∗〉 + 〈(Md)τ , x∗〉 is the Meyer-Yoeurp decomposition
since 〈(M c)τ , x∗〉 = 〈M c, x∗〉τ is continuous and since 〈(Md)τ , x∗〉 = 〈Md, x∗〉τ
is purely discontinuous by [56, Theorem 26.6]. For the same reason Nτ =
(N c)τ + (Nd)τ is the Meyer-Yoeurp decomposition as well. Moreover, by [56,
Theorem 26.6] we have that [[(M c)τ ]] = [[M c]]τ = [[N c]]τ = [[(N c)τ ]] a.s. It re-
mains to show that νM

τ

= νN
τ

. To this end it is sufficient to notice that
μMτ

= 1[0,τ ]μ
M and μNτ

= 1[0,τ ]μ
N , so by [52, Proposition II.1.30] (see also

[32, Subsection 5.4]) we have that νM
τ

= 1[0,τ ]ν
M = 1[0,τ ]ν

N = νN
τ

, so Mτ

and Nτ are tangent.
Let us show the second part. First recall that by Definition 3.3 N is a de-

coupled tangent local martingale if and only if N(ω) is a martingale with inde-
pendent increments with local characteristics ([[M c(ω)]], νM (ω)) for any ω ∈ Ω
(where Ω,F ,P is a probability space where M lives). As τ is an F-stopping time,
it depends only on ω, Nτ (ω) = N(ω)τ(ω) is a martingale with independent in-
crements having ([[M c(ω)]]τ(ω),1[0,τ(ω)]ν

M (ω)) as its local characteristics, so the
desired holds true.
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Appendix B: Martingale approximations

Here we present certain martingales approximation techniques shown in [119].
Recall that a function φ : R+ → R+ is called to have a moderate growth if there
exists α > 0 such that φ(2t) ≤ αφ(t) for any t ≥ 0.

B.1. Purely discontinuous martingales with accessible jumps

Let X be a Banach space, M : R+ ×Ω → X be a purely discontinuous martin-
gale with accessible jumps. Then by Lemma 2.20 there exist finite predictable
stopping times (τn)n≥1 with disjoint graphs which exhaust jumps of M . For any
m ≥ 1 let us define

Mm
t :=

m∑
n=1

ΔMτn1[τn,∞)(t) t ≥ 0. (B.1)

Then due to Lemma 2.11 Mm is a local martingale for any m ≥ 1 and by [119,
Subsubsection 7.5.2] the following proposition holds true.

Proposition B.1. Let X be a UMD Banach space, φ : R+ → R+ be a convex
function of moderate growth with φ(0) = 0, M : R+ × Ω → X be a purely
discontinuous martingale with accessible jumps such that

E sup
t≥0

φ
(
‖Mt‖

)
< ∞. (B.2)

For any m ≥ 1 let Mm be defined by (B.1). Then

E sup
t≥0

φ
(
‖Mm

t ‖
)
< ∞, m ≥ 1, (B.3)

and moreover

E sup
t≥0

φ
(
‖Mt −Mm

t ‖
)
→ 0, m → ∞. (B.4)

Proof. The case of φ(t) = tp, 1 ≤ p < ∞, was covered [119, Subsubsection
7.5.2]. The general case follows analogously. Indeed, first notice that [[Mm]]∞ ≤
[[M ]]∞ a.s. for any m ≥ 1 by [56, Theorem 26.6 and Corollary 26.15]. Thus
γ([[Mm]]∞) ≤ γ([[M ]]∞) by [119, Subsection 3.2], so by [119, Section 5] we have
that

E sup
t≥0

φ
(
‖Mm

t ‖
)
�φ,X Eφ

(
γ([[Mm]]∞)

)
≤ Eφ

(
γ([[M ]]∞)

)
�p,X E sup

t≥0
φ
(
‖Mt‖

)
< ∞,

and (B.3) holds true. Moreover, by [119, Subsubsection 7.5.2] we know that
[[M −Mm]]∞ → 0 monotonically a.s., so by [119, Subsection 3.2] we have that
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γ([[M − Mm]]∞) → 0 monotonically a.s., and hence by the dominated conver-
gence theorem, the fact that [[M − Mm]]∞ ≤ [[M ]]∞ a.s., by (B.2), and [119,
Section 5 and Subsection 3.2] we have that

E sup
t≥0

φ
(
‖M −Mm

t ‖
)
�φ,X Eφ

(
γ([[M −Mm]]∞)

)
→ 0, m → ∞,

so (B.4) follows.

B.2. Purely discontinuous quasi-left continuous martingales

Now let M : R+ × Ω → X be a purely discontinuous quasi-left continuous
martingale. Then by Theorem 3.30 (see also [32, Subsection 5.4] and [119, Sub-
section 7.2 and 7.5]) Mt =

∫
[0,t]×X

xdμ̄M , where μM is as defined by (2.14), νM

is the corresponding compensator, μ̄M = μM − νM . For each m ≥ 1 let

Mm
t :=

∫
[0,t]×X

x1[0,m](‖x‖) dμ̄M , t ≥ 0, (B.5)

or

Mm
t :=

∫
[0,t]×X

x1[1/m,∞)(‖x‖) dμ̄M , t ≥ 0. (B.6)

Then due to [119, Subsubsection 7.5.1] and [32] Mm is a local martingale and
the following proposition holds true by [119, Subsubsection 7.5.1].

Proposition B.2. Let X be a UMD Banach space, φ : R+ → R+ be a convex
function of moderate growth with φ(0) = 0, M : R+ × Ω → X be a purely
discontinuous quasi-left continuous martingale such that

E sup
t≥0

φ
(
‖Mt‖

)
< ∞.

For any m ≥ 1 let Mm be defined by (B.5) or (B.6). Then

E sup
t≥0

φ
(
‖Mm

t ‖
)
< ∞, m ≥ 1,

and moreover
E sup

t≥0
φ
(
‖Mt −Mm

t ‖
)
→ 0, m → ∞.

Proof. The proof is fully analogous to the proof of Proposition B.1.
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[35] D. Filipović, S. Tappe, and J. Teichmann. Jump-diffusions in Hilbert
spaces: existence, stability and numerics. Stochastics, 82(5):475–520, 2010.
MR2739608

[36] D.J.H. Garling. Brownian motion and UMD-spaces. In Probability and
Banach spaces (Zaragoza, 1985), volume 1221 of Lecture Notes in Math.,
pages 36–49. Springer, Berlin, 1986. MR0875006

[37] D.J.H. Garling. Random martingale transform inequalities. In Probability
in Banach spaces 6 (Sandbjerg, 1986), volume 20 of Progr. Probab., pages
101–119. Birkhäuser Boston, Boston, MA, 1990. MR1056706

[38] S. Geiss. A counterexample concerning the relation between decoupling
constants and UMD-constants. Trans. Amer. Math. Soc., 351(4):1355–
1375, 1999. MR1458301

[39] S. Geiss, S. Montgomery-Smith, and E. Saksman. On singular integral and
martingale transforms. Trans. Amer. Math. Soc., 362(2):553–575, 2010.
MR2551497

[40] S. Geiss and I.S. Yaroslavtsev. Dyadic and stochastic shifts and Volterra-
type operators. In preparation.

[41] B. Grigelionis. The representation of integer-valued random measures as
stochastic integrals over the Poisson measure. Litovsk. Mat. Sb., 11:93–
108, 1971. MR0293703

[42] B. Grigelionis. Martingale characterization of random processes with inde-
pendent increments. Litovsk. Mat. Sb., 17(1):75–86, 212, 1977. MR0451416

[43] E. Hausenblas. Maximal inequalities of the Itô integral with respect to
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[65] S. Kwapień and W.A. Woyczyński. Random series and stochastic integrals:
single and multiple. Probability and its Applications. Birkhäuser Boston,
Inc., Boston, MA, 1992. MR1167198

[66] M. Ledoux and M. Talagrand. Probability in Banach spaces. Classics in
Mathematics. Springer-Verlag, Berlin, 2011. Isoperimetry and processes,
Reprint of the 1991 edition. MR2814399

[67] E. Lenglart. Relation de domination entre deux processus. Ann. Inst. H.
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[76] P.-A. Meyer. Un cours sur les intégrales stochastiques. Springer, Berlin,
1976. MR0501332

[77] P.A. Meyer. Démonstration simplifiée d’un théorème de Knight. pages
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33(5):651–671, 1997. MR1473569

[97] D. Revuz and M. Yor. Continuous martingales and Brownian motion,
volume 293 of Grundlehren der Mathematischen Wissenschaften [Fun-
damental Principles of Mathematical Sciences]. Springer-Verlag, Berlin,
third edition, 1999. MR1725357

[98] M. Riedle and O. van Gaans. Stochastic integration for Lévy processes
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