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Chapter 1 Introduction 

Nowadays, the Internet seems ubiquitous. Where barely ni ne years ago the Internet 
was mainly the domain of universities and a handful of internet pioneers, today there 
are more than an estimated1 179 million users world wide and businesses are rapidly 
discovering the potentialof electranic commerce. At the basis of this success lies the 
internet protocol, lP for short. It is thanks to this protocol that computers everywhere, 
whether a personal computer or a powerful Cray, are able to interconnect and farm 
the fast growing network of computers called the Internet. 

lP is a relatively simple protocol. Data that has to be transferred over an lP network, 
be it an image, an audio fragment or a large document, is sent to the network in the 
form of packets. Each individual packet is then routed to the desired destination by 
the lP network itself, implying th at subsequent packets may weil follow difterent 
routes through the network. However, lP is not fail safe. No transfer guarantees are 
given and packets may be lost in the network if congestion occurs. For this reason lP 
is often referred to as a best eftort transfer service, the network doing the 'best' it can. 

To deal with this packet loss, lP is commonly paired with an additional protocol called 
the transmission contral protocol, TCP for short. TCP is a more complex protocol 
designed to reliably transfer lP packets over an lP network. If packets are lost in the 
network th en TCP ensures that they are resent. In addition, TCP regulates the flow of 
lP packets, decreasing the flow if the network is congested . However, the 
combination of Tep and lP still fails to provide transfer guarantees such as an upper 
bound on the number of packets lost by the lP network or the transfer delay any one 
given packet experiences. 

Work is currently under way to provide such quality of service (OoS) guarantees for 
the lP protocol, but there is still a lot of work to be done. In contrast, braad band 
networks based on the asynchronous transfer mode, ATM for short, already provide 
the desired OoS guarantees. In contrast to the TCP/IP protocols, which pravide for 
only one type of best eftort transfer service, the ATM network caters for a variety of 
transfer services ranging from best eftort to guaranteed delivery. These transfer 
services are also called ATM transfer capabilities, or ATCs tor short. 

Obviously, it would be ideal if TCP/IP traftic could be transferred over an ATM 
network and in th is way benefit from the OoS guarantees provided by the ATCs. 
However, accomplishing this is far from simple and a lot of issues have to be 
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resolved first. One of these issues is that an ATM network transfers data in smalI, 
fixed size chunks ca lied cells. An lP packet is therefore chopped into numerous 
smaller cells prior to transfer, and the loss of any one of these cells implies the loss of 
the complete lP packet. Another issue is that TCP regulates the flow of lP packets 
based on the assumption of a best effort transfer service and is thus less suited for 
ATCs which provide OaS guarantees. As aresuit, TCP/IP traffic may have difficulty 
cashing in on the aaS guarantees provided by an ATM network. 

In an effort to deal with some of these issues, a new ATC is currently being 
standardised under the name Guaranteed Frame Rate, or GFR for short. The GFR 
ATC is the only ATC that explicitly takes into account the packet based nature of lP 
traffic and thus promises to be better suited for the transfer of TCPIIP traffic than any 
of the other ATCs. This entire report is dedicated to investigating if this is indeed the 
case. 

To determine this, the advantages and disadvantages of using the various ATCs for 
the transfer of TCP/IP traffic are discussed in Chapter 2. On the basis of these 
discussions two ATCs are deemed promising and Chapter 3 discusses the first of 
these, ca lied the Available Bit Rate (ABR) ATC, in more detail. The other ATC is not 
surprisingly GFR and a simplified network model is used in Chapter 4 to analyse the 
expected performance of TCP/IP traffic over th is ATC as weil as the ABR ATC. 
Chapter 5 then delves deeper into how aaS guarantees are provided by the GFR 
ATC, comparing two different connection admission control algorithms. 

Chapter 6 represents the cumulation of all these efforts and details the set up used to 
simulate TCP/IP traffic over both ATCs. Based on the results obtained, conclusions 
are drawn about the expected performance of TCPIIP traffic over areal, operational 
ATM network. In addition, a non standardised ATC is introduced under the name 
GFR lite and is also simulated. The reason for this is that GFR lite is simpier than 
GFR and promises to be better suited for transferring TCP/IP traffic. 

Finally, in Chapter 7 conclusions are drawn and recommendations are stated as to 
how TCP/IP traffic can be best transferred over an ATM network. 

2 
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Chapter 2 Transferring TCP/IP traffic over ATM 

This discusses the advantages and disadvantages of using the various ATM transfer 
capabilities (ATCs) for the transfer of TCP/I P traffic. The main focus is on the 
guaranteed frame rate (GFR) ATC, discussed in section 2.3, as this ATC is relatively 
new and was designed specifically for the transfer of packet based traffic such as 
TCP/IP traffic. However, the 'older' ATCs are also discussed in section 2.2, allowing 
conclusions to be drawn in section 2.4 about which ATCs are best suited for the 
transfer of TCP/IP traffic. Those ATCs deemed most suitable are simulated in 
Chapter 6 in order to provide some insight into the expected performance of TCP/IP 
traffic over them. First, however, a general discussion about how TCP/IP traffic is 
transferred over an ATM network is given in section 2.1 . 

2.1 TCP/IP over ATM 

This section discusses how TCP/IP traffic is transferred over an ATM network 
irrespective ofwhich ATC is used. Here TCP/IP traffic is defined as the traffic 
generated between a source and destination between which a TCP session has 
been established. This traffic is transferred between the source and destination over 
an ATM virtual connection (VC). This report does not discuss how such a VC is setup 
but simply assumes this to be the case. 

Figure 1 iIIustrates the TCP, lP and ATM protocol stacks which are required to 
transfer the data belonging to a TCP session over an ATM network2 . A detailed 
description of each layer is not given here as numerous books have been written on 
the subject, see [23] and [27] for example. Instead a brief description is given of the 
how data is sent to and received from the network. First, the data th at has to be 
transferred is chopped into segments by the TCP layer and a 20 byte header is 
added. The maximum segment size (MSS) of these segments is negotiable per TCP 
session. Then, the TCP segments are handed down one by one to the lP layer where 
an additional 20 byte header is added, resulting in an lP packet. Subsequently, the 
ATM adaptation layer (AAL) adds an 8 byte AAL5 trailer before handing the resulting 
data block down to the A TM layer where it is chopped into blocks of 48 bytes. To 
each of these blocks a 5 byte header is added, resulting in a 53 byte ATM cell. 
Finally, the resulting ATM celiS are handed down to the physical layer for actual 
transfer over an ATM VC. At the receiving end the data is reconstructed by traversing 
the layers in the opposite direction, starting down at the physicallayer and ending 
back up at TCP layer. The receiver can determine which cells belang ta which lP 

2 LLC/SNAP encapsulation was not assumed, see [15J 
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packet thanks to the AAL5 protocol. This ensures that a bit in the ATM header is set 
in each last cell of any given lP packet. 

'--_______ ----'1 Data 

TCP layer 11 C TCP segment 
'---------"= 

lP layer 1 IiI lP paeket 

AAL5 ~ ~ I 

ATM layer L1C1C1ll1nl ATM eells 

Physieallayer 

Send to .,. Reeeive from 
ne~ork ~ ne~ork 

Ij TCP header 

DJ lP header 

~ AAL5 trailer 

I ATMheader 

Figure 1 The layers and headers used in the transfer of TCP/IP traffic over ATM 

An lP packet cannot be reconstructed, however, if even as little as one cell belonging 
to th at lP packet has been lost or discarded. Such a packet is commonly referred to 
as a corrupt packet and is discarded at the receiving end. Therefore, if celiloss does 
occur in the ATM network th en the transfer of the remaining cells belonging to the 
corrupt packet implies a waste of the cell rate available in the network. If these cells 
were discarded instead, the cell rate initially wasted in the transfer of the corrupt 
packet would now be available for the transfer of the other traffic in the network. 
Therefore, to increase the efficiency of the network a packet discard mechanism such 
as early packet discard (EPD), see for example [27], is desirabie. 

With respect to the mapping of TCP sessions to ATM VCs, two distinct mappings are 
of interest: 
1. The native mapping, where the traffic belonging to one TCP session is 

transferred over one VC. 
2. The router mapping, where the traffic belonging to multiple TCP sessions is 

transferred over one VC. 
The latter case is common if two lP routers are interconnected via an ATM network, 
the prior if TCP/IP sourees are directly connected to an ATM network. 

The manner in which the traffic flow over the VC responds to celiloss is expected to 
be very different for either mapping. In the native mapping, celiloss triggers the TCP 
congestion control mechanisms, see [26], possibly resulting in a decrease in the 
volume of the traffic flow. In the router mapping, TCP sessions suffering cellioss also 
respond in the same way. However, if relatively few sessions suffer cell loss then the 
resulting decrease of their traffic should have only a minor impact on the total traffic 
flow of all the TCP sessions combined. In conclusion, it is expected th at TCP wil! 
greatly influence the traffic flow over a VC for the native mapping, but th at this 
influence wil! decrease as the number of TCP sessions over the VC increases. 
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2.2 Current ATCs 

This section discusses the advantages and disadvantages of using the various ATCs 
already standardised and currently in use in operational ATM networks for the 
transfer of TCP/IP traffic. Each separate ATC is discussed in it's own subsection and 
no comparison is made between the different ATCs. Such a comparison is made in 
the last section, after the section discussing the GFR ATC. 

2.2.1 Deterministic bit rate 

The deterministic bit rate (DBR3) is standardised as an ATC by the 
telecommunication standardisation sector of the international telecommunication 
union (ITU-T), see [17], and has only two traffic parameters: 
• the peak cell rate (PCR) and the associated cell delay variance (CDV) tolerance 

'tPCR· 
On the basis of these two parameters quality of service (OoS) guarantees are given 
by the network to those cells that pass the generic cell rate algorithm test: 
GCRA(PCR,'tPCR), see [17]. Those cells that fail the test are discarded. Basically, all 
cells sent at the PCR or lower pass the GCRA test while all cells sent at a higher cell 
rate are discarded. As aresuit, DBR provides a OoS guarantee in terms of cells and 
this does not automatically imply any OoS guarantees in terms of packets. In the 
most extreme case the OoS guarantees could be satisfied without as much as one 
complete lP packet being delivered. For DBR th is is very unl ikely but for the ATCs 
discussed next, however, the chance of this happening is not so remote. 

Anther disadvantage of DBR is that it does not match the traffic characteristics of 
TCP/IP traffic. DBR would be ideally suited if the volume of TCP/IP traffic were 
constant and always exactly equal to that which the PCR could handle. However, this 
is not the case as: 
1. firstly, the slow start mechanism of TCP, see [26]. produces a bursty traffic pattern 

which is far from constant, and 
2. secondly, the same mechanism continually increases the volume of traffic being 

sent. 
Chapter 4 discusses the traffic characteristics of TCP/IP traffic more fully. 

As a result of this mismatch, network resources are not used efficiently. If the volume 
of TCP/IP traffic is larger than that which the PCR can handle but smaller than that 
which the ATM network can handle, then this traffic is still discarded. On the other 
hand, for a given DBR VC the network reserves a cell rate equal to PCR and this cell 
rate remains unavailable for the other traffic in the network, even during periods that 
no cells are being sent over the DBR VC. 

3 The constani bil rale (CBR) service calegory as specified by Ihe ATM Forum. see [2]. is identical 10 Ihe DBR ATC. 
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2.2.2 Statistica I bit rate 

The statistieal bit rate (SBR4) is standardised as an ATG by the ITU-T, see [17], and 
has five traffie parameters: 
• the PGR and eorresponding GDV toleranee tpeR, 
• the sustainable eell rate (SGR) and eorresponding GDV toleranee tSCR, 
• the maximum burst size (MBS). 
Furthermore, three variants of SBR are defined, namely SBR1, SBR2 and SBR3, 
eaeh of whieh will be diseussed next in a separate subsection. One thing all variants 
have in eommon, however, is that eells not passing the GGRA(PGR,tPCR) test are 
disearded. Also, like DBR, a disadvantage of SBR is that it provides a OoS guarantee 
in terms of eells and not in terms of packets. 

2.2.2.1 SBR1 

In this variant the eeliloss priority (GLP) bit in the ATM header has no funetion. Gells 
passing the GGRA(SGR, (MBS-1 )(1/SGR-1/PGR)+tSCR) test are given OoS 
guarantees, those eells failing the test are discarded. Basieally, SBR1 allows bursts 
of not more than MBS eells to be sent at a rate of maximally the PGR, as long as the 
resulting average eell rate does not exeeed the SGR. 

Another disadvantage of SBR1 is th at it does not match the traffie eharaeteristies of 
TGP/IP traffie. This issue is diseussed more fully in the previous seetion on DBR and 
the same arguments apply here. However, SBR1 is more suited to handle the bursty 
nature of TGP/IP traffie than DBR is due to the additional MBS traffie parameter. 

2.2.2.2 SBR2 

In this variant the GLP bit in the ATM header may be marked by the TGP/IP souree, 
where marking implies ehanging the GLP bit value from the default value of zero to 
the value of one. Gells marked as GLP=1 do not reeeive any OoS guarantees and 
are transferred on a best effort basis. Gells marked as GLP=Q are subjeeted to the 
GGRA(SGR, (MBS-1 )(1/SGR-1/PGR)+tMCR) test. Those eells that pass are given 
OoS guarantees, those that fail are disearded. Basieally, SBR2 is identieal to SBR1 
with the added possibility of sending additional best effort traffie as GLP=1 eells. 
These eells are subject to diseard if the network is eongested. Ouite often a paeket 
diseard meehanism is implemented in the network in combination with SBR in order 
to ensure th at if one eell of any given lP paeket is disearded, then so are the other 
eells of that paeket. 

An advantage of SBR2 is th at it caters to the traffie eharaeteristies TGP/IP traffie. 
Both the bursty nature of this traffie, as weil as it's eontinuously inereasing volume 
are eatered for. 

4 The varia bie bil rale (VBR) service calegory specified by Ihe ATM Forum. see (2). is idenlical 10 Ihe SBR ATC. 
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2.2.2.3 SBR3 

This variant is identical to SBR2 except that ClP=O cells not passing the 
GCRA(SCR, (MBS-1 )(1/SCR-1/PCR)+tMCR) test are now tagged5 as ClP=1 instead 
of being discarded. A disadvantage of SBR3 in this respect is that the ClP tagging is 
not packet aware. That is, if a cell of a particular packet is marked then the other cells 
of th at packet are not marked by default as weil. As a result a certain portion of a 
packet may be transferred on a best effort basis, while the remaining portion receives 
OoS guarantees. If all packets are split in this way and the network is congested, 
then it is possible for only corrupt packets to arrive at the destination. 

2.2.3 Available bit rate 

The available bit rate (ABR6) is standardised as an ATC bythe ITU-T, see [17], and 
has four traffic parameters: 
• the PCR and corresponding CDV tolerance tPCR, 
• the minimum cell rate (MCR) and corresponding CDV tolerance tMCR. 

ABR is unique as an ATC in th at it has a congestion control mechanism. An ABR VC 
receives feedback from the network specifying the maximum allowed cell rate (ACR) 
at which cells may be sent. This ACR fluctuates dynamically based on the amount 
congestion in the network but is always larger than or equal to the MCR, and smaller 
than or equal to the PCR. As long as the ABR VC does not exceed the ACR then all 
of the cells receive OoS guarantees. If the ACR is violated th en cells may be 
discarded by the network. Again, like for SBR and DBR, a disadvantage of ABR is 
that the OoS guarantee is specified in terms of cells and not in terms of lP packets. 

Another disadvantage of ABR is that, for the ABR congestion control mechanism to 
work, the TCP/IP source must be able to regulate the flow of it's traffic in accordance 
with feedback received from the network. Current TCP/IP sources typically send 
traffic the moment it is generated. From the viewpoint of the source the latter 
behaviour is much simpier to implement. 

TCP also has a congestion control mechanism by which it responds to packet loss in 
the network. Having two different and independent congestion control mechanisms 
operating at the same time might be seen as a disadvantage of ABR, especially if the 
one mechanism hinders the other. However, ABR has the potential advantage that 
virtually no cells are lost, in which case the TCP congestion control mechanism is not 
active at all. 

5 1I !he elP bit is set by the source it is called marking. il!he ClP bit is set by the network it is called tagging. 

6 ABR is also specified as service category by the AlM Forum, see [2]. 
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2.2.4 UBR 

The unspecified bit rate (UBR) is not standardised as an ATG by the ITU-T but is only 
specified as a service category by the ATM Forum, see [2] . Only two traffic 
parameters are defined: 
• the PGR and associated GDV tolerance tPCR. 

The UBR ATG provides no QoS guarantees whatsoever. All cells passing the 
GGRA(PGR,tPCR) test are transferred on a best effort basis, meaning subject to the 
availability of network resources. Gells failing the GGRA test are discarded. Basically, 
UBR allows a source to generate any traffic pattern as long as the cell rate is always 
lower than the PGR. 

An advantage of UBR is that it matches the traffic characteristics of TGP/IP traffic 
perfectly. No restrictions are placed on how bursty the traffic is, and the traffic volume 
is only restricted by the PGR. As this value is often chosen equal to the maximum 
possible in the network, namely the link cell rate, the latter is often no restriction at all. 
If the network is eongested then eells are discarded. Often a packet discard 
mechanism is implemented in the network in combination with UBR to ensure that if 
one cell of a particular lP packet is discarded then 50 are all the other cells. 

UBR is a best effort service, exactly like lP, and no use is made of the QoS 
guarantees available in an ATM network. One would expect, therefore, the 
performance of TGP/IP over UBR to be identical to the performance of TGP/IP over 
an all lP network. However, this is not the case as in an all lP network all traffic is 
treated equaF, whereas in an ATM network traffic is treated on the basis of priority. A 
disadvantage of UBR in this regard is that UBR has the lowest priority of all the 
ATGs. This implies that the amount of network resources available for UBR will in 
general be lower than it would have been if all the ATGs had equal priority. 

2.3 The GFR ATC 

This section discusses the advantages and disadvantages of using the GFR ATG for 
the transfer of TGP/IP traffic. First, the definition of the GFR ATG is given, after which 
it's suitability for Tep/IP traffic is discussed. Then, GFR is compared with SBR as 
both ATes are similar in many respects. These discussions serve as input for the 
final section of this where conclusions are drawn about which ATGs are likely to be 
the best suited for the transfer of Tep/IP traffic. 

2.3.1 Definition 

In this subsection the definition of the GFR ATe is given as it is currently being 
standardised by the ITU-T, see [17]. The ATM-Forum has also recently specified the 

7 The lP header does have a priorily field but this is ignored by most lP routers. 
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GFR as a service category, see [2]. but there are minor differences between both 
standards. These differences will not be discussed in this report and the ITU-T 
standard is the default standard used unless explicitly stated otherwise. It should be 
noted that GFR was specifically designed for the transfer of frames in general, not 
only lP packets. Therefore, in line with the terminology used in the ITU-T standard, 
this section uses the term frames instead of the term packets. Within the context of 
this report, however, frames will be understood to refer to lP packets only. 

_ , ,,,eNIM" t" 

The traffic characteristics of a GFR VC are captured in a connection traffic descriptor, 
which is specified by the following six traffic parameters: 

• the PCR and associated CDV tolerance 'tPCR, 

• the MCR and associated CDV tolerance 'tMCR, 

• the maximum frame size (MFS), 

• and the MBS. 

Based on this connection traffic descriptor an ATM cell is defined as conforming if 
the following three conditions are met: 

1. the cell passes the GCRA(1 /PCR,'tPCR) test[17] . Basically, this is the case if all 
cells are sent at a cell rate lower or equal to the PCR. 

2. the cell is either the last cell of a frame or the number of cells in this frame up to 
and including this cell is less than MFS. 

3. the ClP bit in the ATM header of the cell has the same value as the ClP bit in the 
header of the first cell of the frame to which the cell belongs. 

If a cell violates one or more of the above three conditions then it is defined as non­
conforming and may be discarded by the network. 

A frame is defined as conforming if all of it's cells are conforming and non-conforming 
as soon as one or more if it's cells are non-conforming. Furthermore, a frame is 
defined as a ClP=O frame if all of it's cells have a ClP value equal to zero, and is 
defined as a ClP=1 frame if all of it's cells have a ClP value equal to one. 

Besides specifying the values of the GFR traffic parameters, a source wishing to 
establish a GFR VC must also specify a requested OoS class8. In such a class the 
performance objectives of the network are specified . For GFR the only objective 
specified is the maximum allowed ClR and this objective must be met by the network 
for all cells belonging to conforming ClP=O frames which also pass the following 
frame based GCRA (F-GCRA) test[17]: 

F-GCRA(1/MCR, (MBS-1)( 1 /MCR-1 /PCR)+'tMCR). 

Simply stated, GFR not only guarantees that the cell rate at which cells are 
transferred across the network is always at least equal to MCR, but also guarantees 

8 A frame based aas class is currently being slandardised by!he ITU-T. 
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th at no corrupt frames are delivered. Frames passing the F-GCRA test will 
henceforth be referred to as QoS eligible frames, those failing the test will be 
referred to as non-QoS eligible frames. Figure 2 illustrates the conditions a frame 
must satisfy in order to be considered OoS eligible. 

Frame passes 
F-GCRA? 

Figure 2 Flowchart determining whether a frame is QoS eligible or not. 

The two following examples describe the QoS commitment that a source establishing 
a GFR VC can expect to receive: 

1. If the source sends only CLP=O frames, each consisting of fewer than MFS cells, 
and the source sends cells at a cell rate less than or equal to the MCR, then all of 
these frames should be delivered by the network with a minimum of cell loss. 

2. If the source sends only CLP=O frames, each consisting of fewer than MFS cells, 
and the source sends cells in bursts of maximally MBS cells at a cell rate not in 
excess of the PCR and follows each burst with an idle period, during which no 
cells are sent, long enough to ensure that the mean cell rate of the source is 
equal to or lower than the MCR, then all of these frames should be delivered 
across the network with a minimum of celiloss. 

Figure 3 iIIustrates the traftic patterns which correspond with the above two 
examples. 

mi mi 
I I I 

lil 
I ..... 

llPCR 

. ~ 
I I I 

mi CLP=O CeJl belonging to frame I 

• CLP=O CeJl belonging to frame 2 

~ CLP=O Cell belonging to frame 3 

time 

Figure 3 Two traffie patterns for whieh all frames should be delivered by a GFR VC with a 
PCR=2xMCR, a MFS=2 eells, and a MBS=3 eells. 

In addition to the above OoS commitment, the GFR ATC is expected to deliver both 
conforming, non-OoS eligible CLP=O frames and conforming CLP=1 frames on a 
best eftort basis, meaning subject to the availability of network resources. If 
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congestion occurs in the network then these frames may be discarded and it is 
expected that the ClP=1 frames belonging to a particular GFR VC are discarded 
prior to the ClP=O frames belonging to the same VC. However, it is also expected 
that the best eftort traffic belonging to a particular VC should not receive priority over 
the best eftort traftic of another VC, even if for example the first VC sends only 
ClP=O best eftort frames while the second VC sends only ClP=1 best eftort frames. 

With respect to the F-GCRA test two variants of GFR exist: 

1. GFR1, where the network does not perform ClP tagging, 

2. and GFR2, where the network may tag frames that do not pass the F-GCRA test. 

If tagging occurs by default for GFR2 then the ClP bit denotes whether a frame is 
QoS eligible or not. For GFR1 this is not the case as ClP=O frames are not 
necessarily all QoS eligible. 

2.3.2 Transferring TCPIIP traffic over GFR 

This subsection discusses the advantages and disadvantages of using the GFR ATC 
for the transfer of TCP/IP traftic. GFR is unique as an ATC in that it is the only ATC 
that is specifically designed to deal with the transfer of frame based traffic such as lP 
over an ATM network. This is most clearly iIIustrated by the QoS commitment which 
states that the cells which are delivered by the network should belong to complete 
frames only. For all the other ATCs the OoS commitment is stated in terms of cells 
and this does not automatically imply any OoS commitments in terms of frames. 
Obviously, the frame based QoS commitment is an advantage of GFR. 

Another advantage of GFR is th at all cells in a frame are marked or tagged with the 
same ClP value. This allows a TCP/IP source to teil the network which packets it 
considers important and which it considers less important. This is especially true for 
the GFR1 variant of GFR as tagging is not allowed in the network and all packets are 
transferred with the ClP value left as marked by the source. For the GFR2 variant 
the source has less contral as the ClP value may be changed if tagging occurs in the 
network. 

For the native mapping, where only one TCP session is transferred over aVC, the 
ClP distinction is of little use as all the packets are equally important. For the router 
mapping, however, there are multiple TCP sessions over the same VC and the ClP 
bit can be used for a number of purposes. For example: 

• All TCP acknowledgement (ACK) packets could be sent as ClP=O while the 
remaining data packets are sent as ClP=1. This is also valid for the native 
mapping. 

• Based on the priority fields in the lP header, high priority packets could be sent as 
ClP=O while the remaining lower priority packets are sent as ClP=1. 
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• During a given time interval the packets of a particular VC are all sent as ClP=Q 
while the packets of the other VCs are all sent as ClP=1 . After the time interval 
elapses the preferred VC is changed so that each VC in turn is given a chance to 
send it's packets as ClP=Q. 

An additional advantage of GFR is that it caters for a 'dumb' TCPIIP souree. That is, 
GFR does not require a TCP/IP souree to perform tagging or regulate it's traffic flow 
in any way. Instead a souree may send traffic the moment it is generated, leave the 
ClP equal the default value of zero, and still receive OoS guarantees. 

2.3.3 Comparing the SBR and GFR ATC 

In this subsection the differences and similarities between the SBR and GFR ATCs 
are highlighted. The reason for this is that the definition of the SBR ATC is similar to 
the definition of the GFR ATC in many ways, raising the issue of whether GFR is 
indeed a different ATC from SBR. For a telecom operator th is question translates to 
whether or not GFR should be implemented in the network if SBR already is. 

The GFR ATC has the same set of traffic parameters as SBR, with an additional MFS 
parameter. Similarly, like SBR, GFR also has two variants that use the ClP bit in the 
ATM header. In this regard, the GFR1 variant of GFR most resembles the SBR2 
variant of SBR as tagging does not occur in the network for either variant. Likewise, 
GFR2 most resembles SBR3 as both variants allow tagging to occur in the network. 
The SBR1 variant of SBR differs from GFR in that the ClP bit is not used and will 
therefore not be considered further. 

However, despite these similarities, there are also important differences. The most 
important is the nature of the OoS commitment which for GFR provides a 
commitment in terms of entire frames, whereas for SBR the commitment is specified 
in terms of cells only. As a result, in extreme cases SBR can fulfill it's OoS 
commitment without delivering as much as one complete lP packet. Another 
difference, linked to the first one, is that the discarding and tagging of cells by the 
network does not occur in a packet aware manner for SBR. 

To decrease these differences SBR could be augmented as follows: 

• Require the network to implement a packet discard mechanism in order to ensure 
that no corrupt packets are delivered by the network. 

• Require a TCP/IP souree to mark it's ClP=Q cells in such a way that all cells 
marked belong to complete packets and all of them pass the GCRA test. For 
SBR2 this implies th at no ClP=Q cells are discarded by the network, whereas for 
SBR3 this implies that no ClP=Q cells are tagged as ClP=1 cells. The net result 
of th is is that no corrupt ClP=Q packets should be delivered by the network. 

The latter requirement complicates the behaviour required of the TCP/IP souree. An 
advantage of GFR in this respect is that GFR caters for a 'dumb' souree, allowing the 
souree to simply send all traffic as ClP=Q. For GFR2, packets not passing the 
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FGCRA are then tagged as ClP=1, whereas GFR1 transfers all packets with the 
ClP value intact. 

The main difference that now remains between GFR and SBR is the MFS parameter. 
The advantage of this extra parameter is that it protects the network from a souree 
sending an infinitely long CLP=1 packet. Such a packet could wreak havoc in the 
network if sent at a sufficiently high cell rate. To see this note that if the network 
delivers the first cell of the packet, it is also expected to deliver the subsequent cells. 
Achieving this could violate the OoS commitments made to the other VCs also 
present in the network. Possibly, the MFS parameter can also aid the network in 
implementing a more efficient packet discard mechanism. 

In addition to the MFS parameter, GFR1 and SBR2 differ further in that GFR1 allows 
the sou ree to mark all those packets it considers important as CLP=O, whereas for 
SBR2 this marking must take into account the GCRA test to avoid cell discard. As a 
result, SBR2 restricts the freedom a TCP/IP source has in separating important traffic 
from less important traffic. As to the GFR2 and SBR3 variants, these are now virtually 
identical. 

To summarise, at the cost of additional complexity in the TCP/IP source and the ATM 
network, SBR can be augmented to resembie GFR almost completely and only 
GFR1 still offers certain advantages over SBR2. However, if SBR is not augmented 
th en GFR is c1early more suited for the transfer of TCP/IP traffic. In conclusion, GFR, 
especially the GFR1 variant, forms a worthy addition to the family of ATCs currently 
already standardised . 

2.4 Suitable ATCs 

In this section conclusions are drawn as to which of the ATCs discussed above are 
most suited for the transfer of TCP/IP traffic. The rest of this report will be based on 
these conclusions as only those ATCs considered suitable will be discussed further in 
the followings. Those ATCs considered less suitable will not be discussed again. 

Of the ATCs discussed above the DBR ATC and the SBR1 variant of the SBR ATC 
are deemed least suitable for the transfer of TCP/IP traffic. The reason for this is the 
mismatch between these ATCs and the traffic characteristics of TCP/IP traffic. As a 
result, it can be virtually impossible for a TCP/IP souree to fully utilise the reserved 
cell rate equal to MCR and benefit from the OoS guarantees offered by the ATM 
network. 

Based on the discussion in the previous section , the SBR2 and SBR3 variants of the 
SBR ATC are also considered less suitable than the GFR1 and GFR2 variants of the 
GFR ATC. The main reason for this is that both SBR variants require additional 
complexity in the TCP/IP souree in order for SBR to be comparable to GFR, and 
even then GFR1 is still preferabie to SBR2. Besides, it is very likely that at least a 
large portion of the TCP/IP sou rees will be 'dumb' and thus unsuited for use with 
SBR. 
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This leaves the ABR, UBR and GFR ATCs, all of which seem suitable for the transfer 
of TCP/IP traffic. However, the UBR ATC is not considered further because it 
provides no OoS guarantees and comparing it with the ABR and GFR ATCs is thus 
difficult. Besides, in a congested ATM network UBR is much less suited forTCP/lP 
traffic than ABR and GFR. Instead, a non standardised ATC ca lied GFR lite is 
introduced in section 6.2.3 and studied in it's place. Basically, GFR lite is a stripped 
down version of the GFR1 variant of GFR that can also be considered as a sort of 
UBR with OoS guarantees9. This non-standardised ATC holds promise of being more 
suited for the transfer of TCP/IP traffic than GFR1, especially for the native mapping. 

In conclusion, the ABR and GFR ATCs seem likely to be most suited for the transfer 
of TCP/IP traffic over ATM. In addition, a non-standardised ATC called GFR lite is 
also deemed suitable and will be introduced later on in section 6.2.3. 

In conclusion, the ABR and GFR ATCs seem likely to be most suited for the transfer 
of TCP/IP traffic over ATM. In addition, a non-standardised ATC ca lied GFR lite is 
al50 deemed 5uitable and will be introduced later on in 5ection 6.2.3. 

90riginally, !he GFR ATC also grew trom !he idea of adding QoS guaranlees la Ihe UBR ATC and was initially called UBR+, 
see [13]. 
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Chapter 3 ABR congestion co ntrol 

This analyses the ABR congestion control mechanism implemented in the Ascend 
CBX 500 ATM switch, a switch commonly used in currently operating ATM networks. 
This mechanism allows a congestion controlloop to be established between two 
Ascend switches, one acting as the sender and the other as the receiver. By means 
of this loop the receiving switch can indicate to the sending switch whether or not it is 
experiencing congestion and the sending switch can adjust the rate at which it is 
sending accordingly. The analysis is used in Chapter 6 in order to set up the ABR 
simulations. 

Firstly, a simplified model of ABR traffic is introduced in section 3.1 upon which the 
analysis in the subsequent sections is based. Section 3.2 then defines two 
performance measures, the celiloss ratio (CLR) and the efficiency, which are 
subsequently used to analyse the performance of the ABR congestion loop in a 
number of different scenarios. Sections 3.3 and 3.4 analyse the first two of these 
scenarios, the ramp-up and ramp-down scenarios, where the amount of non ABR 
background traffic in the network is assumed to suddenly f1uctuate. The results of 
these two scenarios are then used in section 3.5 which analyses the steady state 
scenario, where the amount of background traffic is assumed to be constant. Section 
3.6 presents the results for the final scenario where the ABR congestion loop is 
simulated in the presence of continuously f1uctuating background traffic. Section 3.7 
concludes the with an analysis of ABR fairness issues. 

3.1 Aggregate fluid flow model 

This section introduces the model upon which the subsequent analysis of the ABR 
congestion controlloop is based. The model is a simplification of what can be 
expected in an operational ATM network as multiple traffic f10ws over several 
different ABR VCs are grouped together to form an aggregate traffic flow over one 
single hypothetical ABR VC. This allows the analysis to be simplified considerably 
from a discrete event analysis to a fluid flow analysis, without the analysis losing it's 
validity for situations likely to occur in operational networks. The ABR mechanism 
used is also a slight simplification of the proprietary ABR mechanism implemented in 
the Ascend CBX 500, see Appendix 2. 

Figure 4 illustrates the ABR congestion control loop for the case of only one VC. The 
sending switch is assumed to be greedy in that it always has data ready to send. The 
VC used to transfer this data to the receiving switch is defined by it's MCR and PCR 
traffic parameters and is assumed to have a negligible transfer delay, implying that 
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data cells arrive almost instantaneously at the receiver. Congestion information 
pertaining to this VC is fed back from the receiver to the sender by means of 
resource management (RM) cells1o_ These are generated by the receiver periodically, 
one every T RM seconds, and are assumed to arrive at the sender after a fixed transfer 
delay ot t seconds_ The cell rate available tor the ABR data at the receiving switch is 
a function of the background traffic only_ This traffic is defined to have a higher 
priority than the ABR traffic_ No subsequent ABR congestion control loop controlling 
the send rate of the receiver is assumed_ 

Background 
traffic 

Data cells B~~---------- - ---- Bc 
Sender RM cells t Receiver 

Figure 4 ABR congestion control loop for the aggregate fluid flow model 

Congestion is detected at the receiver by means of agiobal congestion threshold Be­
lt the number ot cells in the receiving buffer is larger than the value of this threshold 
then the switch is congested and the congestion indication (Cl) bit in the RM cell is 
marked (CI=1)_ Otherwise, the Cl bit is left unmarked (CI=O)_ 

The sender adapts the allowed cell rate (ACR) of the VC on the basis of the RM cell 
binary feedback_ If an RM cell is received with it's Cl bit marked then the switch 
lowers the ACR according to the following rule: 

ACR n = ACR n_, x (1- RDF), (1 ) 

where RDF stands tor the rate decrease tactor and the index n denotes the nth ACR 
update_ It an unmarked RM cell is received then the ACR is increased according to 
the following rule: 

ACR n = ACR n_, + RIF x PCR (2) 

where RIF stands tor the rate increase factor. However, the ACR can never be 
increased above the PCR nor lowered below the MCR These parameters form the 
upper and lower boundaries between which the ACR is allowed to fluctuate_ 

In an operational network there will in general exist multiple VCs between any given 
two switches, each VC with it's own MCR, PCR, RIF and RDF values, and each VC 

10 Actually the Ascend CBX 500 uses either CCRM or BCM cells for feedback purposes, both proprietary RM cells. This 
assumes CCRM cells, referring to them simply as RM cells. Actually, the difference between the CCRM and BCM congestion 
control mechanisms is minor and the analysis presented in this is valid for both. 
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reeeiving it's own RM eells, one every T RM seeonds. This time interval of T RM seeonds 
between subsequent RM eells is fixed by the reeeiving switch and is equal for all 
VCs. However, the intervals need not be synehronised relatively, some VCs reeeiving 
their RM cells earlier than others. 

Instead of analysing all of these VCs separately, the aggregate fluid flow model 
models the total traffic flow of all these individual VCs by only one aggregate VC. In 
order to do this the parameters of the individual VCs must first be aggregated to form 
the parameters of the aggregate VC. The MCR and PCR values of this aggregate VC 
are defined as the sum of the individual MCR and PCR values respectively: 

where the summation over the index i denotes summation over the individual VCs. 
The RDF and RIF values of the aggregate VC are defined in terms of the parameters 
of the individual VCs by 

"I RIF; xPCR j 

RIF = --",--. -=---
, L'pCRj 

where, for the RDF formula, one additional assumption was made. Namely, the ABR 
congestion controlloop was assumed to be fair, where fair is defined in this context 
as each VC having it's MCR proportional share of the total allowed cell rate. In 
formula this is equivalent with 

The issue of fairness is diseussed more fully in seetion 3.7. 

The T RM interval of the aggregate VC is redefined as the original fixed T RM interval 
divided by N, the total number of VCs being modelled: 

T ~ TRM 

RM N 

The underlying idea here is th at the individual T RM intervals of the various VCs are 
assumed to be completely out-of-phase, and the starting times of the intervals are 
assumed to be spread evenly over one T RM interval. 

The ACR update rules for the aggregate VC are also altered in line with redefined 
T RM interval: 

ACR n = ACR n.
J 
(l-RDF) N, 

PCR 
ACR n = ACR n•J +RIFx N · 

(3) 

(4) 
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In the limit of an infinite number of VCs the redefined T RM interval becomes 
infinitesimally small implying that the ACR is continuously updated instead of 
discretely. For the remainder of the analysis this is assumed to be the case. A 
continuous analysis of a basically discrete process is often referred to as a fluid flow 
analysis, hence the name aggregate fluid flow model. 

3.2 Performance measures 

This section defines two performance measures which are used in the subsequent 
sections to quantify the performance of the ABR congestion control mechanism. The 
first of these measures is the CLR and it is defined as the number of cells lost in the 
receiving switch, due to buffer overflow, divided by the total number of cells sent by 
the sending switch during any given time period. In formula this corresponds to 

CLR = #Cells lost, 
#Cellssent 

where # denotes 'the number of. The second performance measure is the efficiency 
which is defined as the fraction of the time the buffer at the receiving switch was not 
empty during any given time interval: 

ffi 
. Total time - Time buffer empty 

e lClency =-----------'~ 
Total time 

Note that as long as the buffer is full the receiving switch has cells to send implying 
that all of the available cell rate is used. It is only when the buffer is empty that the 
available cell rate is left unused, implying th at the network resources are not being 
used as efficiently as they could. 

3.3 Ramp-up 

This section analyses both the behaviour and the performance of the ABR 
congestion controlloop in the case that the amount of high priority background traffic 
suddenly decreases. This implies th at the cell rate available at the receiver for ABR 
traffic suddenly increases. As aresuit the receiver will indicate back to the sender 
that it is not congested by means of periodic RM cells. In response, the sender will 
increase the ACR of the VC to match the extra cell rate available at the receiver. 

Suppose that the cell rate of the high priority background traffic is initially fixed at a 
value of Rhi cells/s and at time t=--r suddenly decreases to R10w cell/s. The cell rate 
available for the ABR traffic th en increases from a value of ARlow cell/s, equal to the 
LCR of the receiver minus Rhi. to ARhi cells/s, equal to the LCR of the receiver minus 
Rlow. Suppose alse that at time t=--r the buffer occupancy has just decreased to the 
value of the congestion threshold Be. The subsequent behaviour of the ACR at the 
sender and the buffer occupancy B at the receiver over time are then illustrated in 
Figure 5. 
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Figure 5 ACR and buffer occupancy as function of time for ramp-up scenario 

By assumption, the receiver is not congested at time t=-1: and will indicate this to the 
sender by sending an unmarked RM cell at time t=-1:. This RM cell will arrive at the 
sender at time to=O due to the assumed transfer delay of 1: seconds. The sender, who 
has meanwhile exponentially lowered the ACR to ACRQ, will then start linearly 
increasing the ACR and will continue to do this until receiving a marked RM cell from 
the receiver indicating congestion . This will occur at time ~own , exactly 1: seconds after 
the buffer occupancy at the receiver exceeds Be at time tcong. After time ~own the 
sender will again start lowering the ACR. 

Actually, Figure 5 only illustrates a typical example of the dynamic buffer and ACR 
behaviour. A number of implicit assumptions are hidden: 
1. Firstly, it is assumed that the PCR is larger than the ARhi. If this is not the case 

then the ACR simply increases to the PCR and the buffer empties itself, resulting 
in a stabie situation as both the ACR and the buffer occupancy now remain 
constant over time. The times thi, tcong and ~own are then undefined. As the 
resulting behaviour is somewhat trivial, the remaining analysis assumes th at PCR 
>ARhi. 
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2. Secondly, the ACR is assumed to reach the PCR at a time tpCR which is earlier 
than time 4Jown. If this is not the case then the ACR will continue to increase until 
time 4Jown instead of being limited by the PCR. The time tpCR is th en undefined. 

3. Thirdly, it is assumed that time tpCR is smaller than time tcong. If tpCR is larger than 
tcong but still smaller than 4Jown then th is influences the buffer occupancy slightly. 

4 . Fourthly, it is assumed that the buffer empties itself completely before the buffer 
occupancy starts increasing again . This increase in occupancy will begin as soon 
as the ACR exceeds the ARhi at time thi. It is possible however, th at the buffer 
does not empty itself completely before this time. In th is case 1empty is not defined. 

5. Lastly, it is assumed that the buffer occupancy does not exceed the maximum 
buffer size of Bfili . If this occurs before time 4Jown, buffer overflow will occur 
resulting in cell loss. 

Using the ACR update rules (3) and (4) , the CLR and efficiency over the time interval 
to to 4Jown can be expressed as function of Ba, Be, ACRo, ARhi , PCR, RIF, T RM and 1: . 

Both expressions are listed in Table 1 along with the expressions for the relevant 
parameters determining the behaviour iIIustrated in Figure 5. Exceptions 2, 3, 4 and 
5, mentioned in the previous paragraph, are taken into account in this tabie. The 
notations ACRhi , Bhi, ACRdown and Bdown are introduced for the ACR and buffer 
occupancy B at times thi and 4Jown respectively. 
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Ramp-up 
Glven Bo, Be, ACRo,ARhÎ~ :PCR,' RIF, TRM, t then define: 
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ARhi - ACRo ( TRM (AR hi - ACRo)2 0 J 
PCR x RIF 

, Bhi =max Bo - 2 PCRxRIF ' , 
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(PCR =TRM 
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TRM (ARhj - ACRo)2 
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CLR= 
Bdown - B fill 

# Cellssent 
, 

fEl~Jfflm!ilitltJ~,~Üi1il'IîItliJ!iiff'lji!f:'i,~i~~1i::J;;I~,!Ii! ' ~d~,', 
", . .. ; >c'!::' ",.>111'1:""'."(; "N:" "y,''''''' 5:i.···iliii 

CLR = O. 

Table 1 Performance of the ABR congestion controlloop in the ramp-up scenario. 
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3.4 Ramp-clown 

This section analyses the exact opposite scenario to the ramp-up scenario analysed 
in the previous section. Now, instead of suddenly decreasing, the amount of high 
priority background traffic suddenly increases. As aresuit, the amount of cell rate 
available at the receiver for the ABR traffic suddenly decreases, leading to 
congestion. The receiver will indicate th is congestion back to the sender by means of 
the periodic RM cells. In response, the sender williower it's ACR to match the 
reduced cell rate available at the receiver. Again, both the behaviour and the 
performance of the ABR congestion loop are analysed. 

Suppose that the cell rate of the high priority background traffic is initially fixed at a 
value of Rio cells/s and at time t=-t suddenly increases to Rhi cell/s. The cell rate 
available for the ABR traffic th en decreases from a value of ARhi cell/s, equal to the 
LCR of the receiver minus Rio, to ARlo cells/s, equal to the LCR of the receiver minus 
Rhj. Suppose also that at time t=-t the buffer occupancy has just increased to the 
value of the congestion threshold Be. The subsequent behaviour of the ACR at the 
sender and the buffer occupancy B at the receiver over time are then illustrated in 
Figure 6. 
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Figure 6 ACR and buffer occupancy as function of time for ramp-down scenario 



By assumption, the receiver is congested at time t=-t and wil! indicate this to the 
sender by sending a marked RM cell at time t=-t. This RM cell will arrive at the 
sender at time to=O due to the assumed transfer delay of t seconds. The sender, who 
has meanwhile increased the ACR to ACRo, will th en start lowering the ACR and wil! 
continue to do th is until receiving an unmarked RM cell from the receiver. This will 
occur at time tup, exactly t seconds after the buffer occupancy at the receiver drops 
below Be at time tune. After time tup the sender will again start increasing the ACR. 

Again, like in the ramp-up scenario, Figure 6 only iIIustrates a typical example of the 
dynamic buffer and ACR behaviour. A number of implicit assumptions are hidden: 
1. Firstly, note that ARlow is higher than the MCR. This should always be the case as 

the MCR is the minimum cell rate guaranteed to any ABR VC. 
2. Secondly, the ACR is assumed to reach the MCR at a time tMCR prior to tup. If th is 

is not the case th en the ACR will continue decreasing instead of being limited by 
the MCR. The time tMCR is then undefined. 

3. Thirdly, the time tMCR is assumed to be prior to tune. If tMCR is larger than tune but 
smaller than tup then this influences the buffer occupancy slightly. 

4. Fourthly, the buffer occupancy is assumed to reach the maximum buffer size of 
Bfill prior to tup. If this is not the case then no cell loss occurs. 

5. Finally, the buffer is not assumed to empty itself completely in the t seconds 
between tune and tup. If this does happen then this implies a loss of efficiency. 

The CLR and efficiency over the time interval to to tup can be expressed as a function 
of Bo, Be, ACRo, ARlow, MCR, RDF, T RM and t. Table 2 lists both expressions, along 
with the expressions for the relevant parameters determining both the behaviour 
illustrated in Figure 6. This table also takes into account the exceptions 2, 3, 4 and 5 
mentioned in the previous paragraph. The parameters ACRlow, Blow, ACRup and Bup 
are introduced for the ACR and buffer occupancy at times tlow and tup respectively. 
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Ramp-down 
Given Bo, Be, ACRo, AR/ow, MCR, RDF, TRM, 't then define: 

TRM 1 (AR,ow) TRM 1 (MCR) 
I,ow = ln(1- RDF) n ACRo ' IMCR = ln(1- RDF) n ACRo ' 

. TRM (AR,ow - ACRJ 
B'ow=mm(Bo+ -t,owAR,ow, Bjill ) , 

ln(I-RDF) 

tune = flow + tnum t f 
1 B, - B + AR,ow 1- (1- RDF) TR,W 

where tnum satis ies 1: ow e = t 
AR,ow nurn ACRo ln(l- RDF) 

:.' ,.; 

ACR = ACR (I_RDF)TRM 
up 0 , 

~ r 

B =B -rxAR - TRM ACR (I_RDF)TRM (I_(I_RDF)TRM), 
up e 'ow ln(1 _ RDF) 0 

Else if tune < tMCR < tune + 't 

T 
B - RM ACR (1- RDF) TRM (1- (1- RDF) TR.II ) 

Bup = e ln(l- RDF) 0 , 

-(tMCR -tunJAR,ow -(t"ne +r-tMCR)(AR,ow -MCR) 

Else if tune ~ tMCR 

df; auu < 0 then " 
B 

Efficiency = 1 + up , # cells sent12 = AR,ow x tup + B"p - Bo, 
lupAR,ow 

Else,/ ,..'.::,:"!i!:C'; . ; ,. 
Efficiency = 1, # cells sent

12 = AR,ow x tup + B"p - Bo' 

# 11 1 - T RM (AR,ow - ACRo) CLR _ # eells lost 
ce sast -Bo + -1'owAR, w -BfiI" ---------

ln(l- RDF) 0' # eells sent + # eells lost 

CLR = O. 

Table 2 Performance of the ABR congestion controlloop in the ramp-down scenario. 

11 The time t"..." cannot be expressed as function of the other parameters and numerical methods are required to determine it's 
value. 

12 Ignoring any cells lost due to buffer overflow at the receiving switch 
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3.5 Steady state 

This section analyses the behaviour and performance of the ABR congestion loop in 
the case that the amount of background traffic remains constant at a value of AR 
cells/s. In principle, the sender should adjust it's ACR to match this value after which 
a stabie situation has been reached. However, the ACR update rules, see equations 
(3) and (4), only allow to the ACR to either increase or decrease and not to remain 
sta bie. Hence, the ACR value will f1uctuate about the AR value except in the trivial 
cases that the AR is smaller or equal to the MCR or larger or equal to the PCR. For 
these two cases a stabie situation is reached as soon as the ACR is equal to the 
MCR or PCR. Both of these trivial cases will not be considered here. 

Figure 7 iIIustrates the behaviour of the ABR congestion controlloop. These figures 
were made using the ABR congestion controlloop simulator detailed in the next 
section, section 3.6. Table 3 lists the values of the parameters used. These values 
where chosen arbitrarily. 

265000 N (# VCs) 23 
cells/s 

TRM 30/N ms 

Be;,e 
16000 cells 

PCR N*300000 cells/s 

RIF 
2662 cells 

MCR N*4000 cells/s 

RDF 
1/32 

Os 't 

1/8 

Table 3 Values used in ABR simulation tooi to obtain Figure 7. 

The top right figure in Figure 7 illustrates the value of the ACR at the sender as a 
function of time. Clearly, the ACR oscillates about the AR value which is indicated by 
the horizontalline. The bottom left figure iIIustrates the buffer occupancy Bat the 
receiver as a function of time, the verticalline indicating the value of the congestion 
threshold Be. The top left figure combines these two figures, displaying the ACR 
value at the sender as function of the buffer occupancy at the receiver. This figure 
illustrates most clearly the cyclic nature of the congestion loop, the ACR and B values 
always circling around the 'sta bie' state defined by an ACR equal to the AR and a B 
equal to Be. The dot in the figure represents the stabie state. 

Figure 7 is suggestive in that it seems to indicate that the oscillation cycles become 
smaller and smaller as time progresses. This is not necessarily the case however 
and it is quite possible for the oscillation cycles to increase again after a period of 
decreasing. 
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Figure 7 Example of the behaviour of the ACR congestion control loop in the steady state 
scenario 

For the behaviour and performance of the ABR congestion control loop in the steady­
state scenario na new analysis is needed. Instead, the analyses of the ramp-up and 
ramp-down scenarios suffice! This is seen most clearly in the top right figure in Figure 
7 where each ACR oscillation consists of a ramp-up part followed by a ramp-down 
part. Setting the ACRo and Bo of the ramp-up analysis equal to the resulting ACRup 
and Bup of the previous ramp-down analysis, see Table 2, ties bath these analyses 
together at one end. At the other end, bath analyses can likewise be tied together by 
setting the ACRo and Bo of the subsequent ramp-down equal to the resulting ACRdown 

and Bdown of the current ramp-up analysis, see Table 1. This leads to an iterative, 
cyclic analysis th at completely characterises the steady state behaviour. 

In principle, a sta bie cycle, with the ACR and B values ending up at the same values 
to which they started, might be possible. Such a sta bie cycle would farm a closed 
ellipse in the top left figure of Figure 7. Ta achieve this requires ACRdown to be equal 
to ACRup as weil as requiring Bdown to be equal to Bup. It can be shown that, unless 
the ACR is equal to at least either the MCR or the PCR at same time, or the buffer is 
at least either empty or full at same time then, this double set of equations has na 
solution and a stabie cycle is not possible. 

26 



! , .tll u, .... (~ ...... , .UII4&' ... __ .. W"',...... 1.,,\ 'H oill ! I' I 

3.6 Fluctuating 

This section illustrates the behaviour of the ABR congestion controlloop in the 
presence of f1uctuating background traffic. This traffic is characterised by two periods, 
both of fixed length, and two corresponding fixed cell rates. During each period the 
amount of background traffic th at arrives is determined by the cell rate corresponding 
to th at interval. The interaction between the ABR congestion loop and this 
background traffic is already sa complex that an analytic study of the resulting 
behaviour and performance, such as the preceding ramp-up and ramp-down 
analyses, is no langer feasible. Instead, a simulator was constructed in Microsoft 
Excel. This allows the behaviour and performance of the controlloop to be simulated, 
an example of which was already seen in the previous section for the case of traffic 
with equal cell rates in bath periods, see Figure 7. 

Figure 8 illustrates the behaviour of the ACR and the buffer occupancy for the same 
setup that was used in the previous section, see Table 3. The only difference is that 
the background traffic is not constant but varies with an active period of 1/10 
seconds, during which cells are sent at a fixed rate of 200000 cells per second, and 
an less active period of 2/10 seconds, during which cells are sent at a fixed rate of 
50000 cell/s. The resulting average cell rate available for the ABR traffic is again 
equal to 265000 cell/s, as in the setup used in the previous section. The horizontal 
lines in the top right figure in Figure 8 illustrate the behaviour of the background traffic 
as a function of time. 

Clearly, the resulting behaviour is more complex than the behaviour in the steady 
state scenario. A closed cycle is shown in the top left figure of Figure 8, the buffer 
being equal to bath Bfill and zero at same time in line with discussion on stabie cycles 
in the previous section. However, such a cycle is na langer sta bie due to the 
f1uctuating background traffic, as the figure illustrates. Buffer overflow also occurs, 
unlike in the steady state scenario, resulting in a CLR larger than zero. This indicates 
that the ABR congestion control loop is not functioning correctly as, in principle, na 
celiloss is allowed for ABR. Ta overcome this either the RDF can be increased or the 
RIF can be decreased, or bath can be adapted simultaneously. Alternatively, the 
value of the T RM can also be altered, changing the period between subsequent ACR 
updates. In general such alterations lead to a further decrease in the efficiency of the 
controlloop which is already less than optimal given th at the buffer is empty during a 
short time interval, see the botlom left figure in Figure 8. The tuning of the RIF, RDF 
and T RM parameters is therefore a far from simple task in and is it difficult to bath 
guarantee no celiloss and use the network efficiently. 
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Figure 8 Example of the behaviour of the ACR congestion control loop in the deterministic 
on/off scenario 

3.7 Fairness 

This section discusses the issue of fairness amongst competing ABR VCs, Basically, 
each VC should get a fair share of the available cell rate in the network, with a 
minimum guaranteed cell rate equal to the MCR. What exactly constitutes a fair 
share is discussed, along with an analysis of how the RDF and RIF parameters of the 
ABR congestion controlloop can be chosen in order to optimise fairness, This 
analysis is similar to that presented in [5]. 

The aggregate fluid flow model is no longer assumed in this section. Instead, VCs are 
treated on an individual basis and the ACR update rules are again given by 
equations (1) and (2). Sourees generating ABR traffic are assumed to be greedy, 
implying that they always have data ready to send. 

Two definitions of what constitutes a fair share are common, resulting in the following 
two definitions of fairness: 

1. Equal fairness, where a fair share is defined as the total unreserved cell rate 
available for ABR traffic divided by the total number of VCs. The cell rate each VC 
gets in surplus of it's MCR is thus equal for all VCs, or in formula 

ACR~ - MCR; = ACR: - MCRj , 
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where the indices i and j refer to VCi and VCj respectively, and the index n refers 
to the nth ACR update, see equations (1) and (2). 

2. Weighted fairness, where a fair share is defined as an MCR proportional portion 
of the total unreserved cell rate available for ABR traffic. The cell rate each VC 
gets in surplus of it's MCR is thus proportional to it's MCR, or in formula 

ACR~ -MCR i ACR: -MCR; 

MCR i MCR; 

In the remainder of this section only weighted fairness is considered. One reason for 
this is that network operators will typically charge more for a VC with a higher MCR, 
implying that weighted fairness is preferabie. Another reason is that the Ascend CBX 
500, which is used as the default model of an ATM switch throughout this report, 
allows for the setting of MCR proportional per VC congestion thresholds on the ABR 
buffer. If the value of these thresholds is set proportional to the MCR th en they can 
be used to stimulate weighted fairness, congestion being detected earl ier for VCs 
with smaller MCR values. In the remainder of this section this is assumed to be the 
case. 

Defining 

(/ = ACR~ -MCR
i 

n MCR i ' 

allows for the introduction of 

as a measure of the divergence from fairness between VCi and VCj. The smaller the 
divergence, the greater the fairness between the two VCs. The ACR update rules, 
see equations (1) and (2), imply that 

if the ACR of both VCi and VCj is being decreased, and similarly imply that 

vij = Vij + RIFi 
X PCRi _ RIFj x PCRj 

n n-) MCR' MCR j 

if the ACR of both VCs is being increased. 

It is also possible for one VC to increase it's ACR while the other VC decreases it. 
This is the case if one VC has exceeded it's per VC threshold while the other has not. 
As these thresholds are assumed to be set proportional to the MCR this case 
automatically entails a decrease in the divergence13. 

Choosing the RDF equal for all VCs, 

13 This is only true under the assumption that ABR traffic sources are greedy. 
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and the RIF as follows 

RDF i = RDFi == RDF , 

RIF j x PCR i 

MCR j 

results in the following update rule for the divergence in case of ACR decrease 

Vi; = (1- RDF)x V ii 
" rl - I , 

and 

V~ - V~_ I = 0, 

in the case of ACR increase. 

Clearly, these update rules imply that successive ACR updates can only decrease or 
maintain the divergence, but never increase it. This is exactly what is desired. 
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Chapter 4 Performance of TC P/IP over a steady state ATM 
network 

This analyses the expected performance of TCP/IP traffic over the ABR and GFR 
ATCs for the case of a steady state network. Here the term steady state denotes the 
assumption that the amount of backgraund traffic in the ATM network is constant 
over time. More precisely, the cell rate available for an ABR or GFR VC is assumed 
to be constant at each ATM switch through which the VC passes. The switch with the 
minimum available constant cell rate (CeR) therefore determines the cell rate 
available for the VC and thus, ultimately, the goodput of the Tep/IP traffic. Here 
goodput is defined as the number of bytes of data received at the desired destination 
in complete lP packets per second and is the only performance measure considered 
in this. As each ATM cell has a payload of 48 bytes, the maximum goodput possible 
is given by ~max=CCR*48*MSS/(MSS+48) , where the CCR is assumed to be in cells/s 
and the last factor equal to MSS/(MSS+48) takes into account the Tep, lP and AAL5 
headers added to a TCP segment of MSS bytes, see section 2.1. These headers do 
not count as data and therefore do not contribute to the goodput. 

First, a brief summary of the TCP congestion contral mechanisms are given. Then, 
the ABR ATC is discussed, specifically the issues relating to the two, independently 
operating ABR and TCP congestion contral mechanisms. Finally, the expected TCP 
goodput is analysed for the GFR ATC. In this analysis a greedy TCP/IP source is 
assumed, implying that the source always has data ready to send. A source 
transferring a large file would be a typical example. The results of this analysis are 
used to set up the GFR simulations detailed in Chapter 6. 

4.1 TCP con ges ti on control 

This subsection briefly summarizes the TCP congestion control mechanisms as they 
are described in [26] . First, the TCP sliding window mechanism is explained briefly, 
as this mechanism lies at the basis of how TCP regulates it's flow of segments. Then, 
the slow start algorithm is reviewed , followed by the congestion avoidance algorithm. 
Finally, the fast recovery and retransmit (FRR) algorithm is detailed briefly. In the 
remainder of this it is assumed that Tep implements the FRR algorithm although it 
should be noted that certain TCP versions do not do this. It should also be noted that 
work is currently underway on a new TCP version called TCP Vegas, see [6]. This 
version promises to be more suitable for use over ATM networks than most current 
TCP versions. However, as TCP Vegas is not widely applied as yet it will not be 
considered in this report. 
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4.1.1 Sliding window 

This section reviews the sliding window mechanism which TCP uses to regulate the 
flow of segments. By means of this mechanism the destination informs the source of 
the maximum number of bytes it is willing to receive implying that the source can 
never send segments faster than the destination can handle. 

When segments arrive at the desired destination in the order in which they were sent, 
they are acknowledged by the destination who sends small segments ca lied ACKs 
back to the source. In these ACKs the destination not only indicates the cumulative 
number of bytes it has received in segments up to then, but also the maximum 
number of bytes it is willing to receive. The latter is also referred to as the offered 
window. 

Back at the source, this value of the ofte red window size limits the number of bytes 
and thus segments the source can maximally send. This value can either be higher 
or lower than the number of segments a source can send at that moment. If it is zero 
then the source may not send any new segments for the moment. In this way the 
destination can regulate the speed at which the source transmits data. 

In principle, each segment triggers it's own ACK, but it is also possible for multiple 
segments to be acknowledged by one and the same ACK. Such an ACK is referred 
to as a delayed ACK and is commonly sent if segments arrive at the destination out 
of order. If this happens the out of order segments are stored by the destination until 
the arrival of the missing segments which restore the correct ordering. These missing 
segments are then acknowledged along with the stored segments in one ACK. 

4.1.2 Slow start 

This section reviews the slow start algorithm which each TCP version is required to 
support. By means of th is algorithm TCP increases the number of TCP segments a 
source may send exponentially. For a full discussion on this algorithm see [26] 
section 20.6. 

The slow start algorithm uses a congestion window, not to be confused with the 
offered window discussed in the previous section, to limit the number of segments a 
source may send into the network. Initially, the congestion window is equal to one 
segment and a source may consequently send only one segment. Once th is segment 
is acknowledged by an ACK, the source is in principle free to send a new segment. In 
addition, the congestion window is also increased by one segment implying that the 
source may, in principle, send a second segment as weil . Whether or not the source 
may actually send these two new segments is subject to the size of the ofte red 
window, see the previous section. For each subsequent segment acknowledged, the 
congestion window is similarly increased by one segment and the source is again, in 
principle, allowed to send two new segments. 

The traffic flow generated by the slow start algorithm is both bursty, new segments 
being sent in pairs interspersed by idle periods during which the source waits for 
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subsequent ACKs, and continuously increasing in volume, due to the exponential 
growth of the congestion window. However, the congestion window cannot increase 
indefinitely as firstly, a maximum window size is defined, the value of which can be 
negotiated during the setup of the TCP session14, and seeondly, segment loss may 
oeeur in the network due to eongestion. The eongestion avoidanee and FRR 
algorithms detailed in the next seetions diseuss how segment loss is handled. 

4.1.3 Congestion avoidanee 

This subsection discusses the congestion avoidanee algorithm which is designed to 
temper the exponential growth of the slow start algorithm, described in the previous 
seetion, and deal with the loss of segments in the network. The congestion 
avoidanee and slow start algorithms are two independent algorithms, however, they 
are always implemented together and will be diseussed as sueh. For a full discussion 
of the algorithm see [26] section 21.6. 

The congestion avoidance algorithm places a threshold on the slow start congestion 
window. As long as the size of the congestion window is smaller than the value of this 
threshold, the size is increased exponentially by the slow start algorithm. However, 
as soon as the size exeeeds the threshold, the size is increased linearly instead of 
exponentially. More specifieally, if the size of the eongestion window is equal to cwnd 
then the size is inereased by 1/cwnd segments for eaeh ACK reeeived, instead of by 
one segment for eaeh ACK reeeived as in the slow start algorithm. Thus, eaeh ACK 
received now triggers the sending of only one new segment15, as opposed to two in 
the slow start algorithm. Once cwnd subsequent ACKs have been received the 
congestion window size has been increased by a total of one segment and the 
sou ree may send two new segments 15. The resulting traffic flow is therefore much 
less bursty than it is for the slow start algorithm, and the volume of traffic inereases at 
a much slower rate. 

In addition to tempering the growth of the congestion window, the congestion 
avoidance algorithm also deals with the retransmission of segments lost in the 
network. The loss of a segment is detected by the source if: 

• one or more duplieate ACKs are received . These ACKs are triggered by the 
reception of out of order segments at the destination, for example segments sent 
after a particular segment which is lost in the network. These duplieate ACKs 
acknowledge the last segment16 reeeived in correct order and so indicate to the 
source which segment was lost. This case is dealt with by the FRR algorithm 
diseussed in the next subsection. 

• the TCP retransmission timer expires indieating th at an ACK for a partieular 
segment has not been reeeived in time. The value of this timer is continually 

14 Assuming that the TCP window scale option is implemented. see [26] section 24.4 

15 If the offered window allows it, see 4.1.1 . 

16 Actually, an ACK indicates the number of the next byte of information it expects to receive, see [26] section 17.3 for further 
details. 
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modified in response to the time it takes for a segment to be acknowledged, the 
sa called round trip time. 

The latter case is dealt with by the congestion avoidance algorithm which retransmits 
the unacknowledged segment and initiates a new slow start. In addition, the value of 
the congestion window threshold is set equal to half the value of the congestion 
window at the moment the segment 1055 was detected. This results in an abrupt drop 
in the traffic flow generated by the source. 

4.1.4 Fast recovery and retransmit 

This subsection discusses the FRR algorithm which is designed to deal with the 1055 

of segments in a network which is not overly congested. The algorithm is triggered by 
the reception of duplicate ACKs, which are taken to indicate segment 1055, and 
results in the retransmission of the lost segment. However, unlike in the congestion 
avoidance algorithm, a new slow start is not initiated as, given the arrival of the 
duplicate ACKs, segments are apparently still arriving at the destination implying th at 
the network is not overly congested. A new slow start would therefore restrict the flow 
of traffic to severely. However, the FRR algorithm fails if multiple segments are lost 
simultaneously in the network, or if the retransmitted segment is also lost. Bath cases 
result in the timeout of the TCP retransmission timer and a subsequent new slow 
start. For a full discussion of the algorithm see [26] section 21.7. 

The FRR algorithm works as follows: 

• Upon reception of the third duplicate ACK (thus a totalof four ACKs for the same 
segment), set the congestion window threshold to half of the current congestion 
window size. 

• Retransmit the lost segment. 
• Set the congestion window size equal to the window threshold plus three 

segments (for the th ree duplicate ACKs). 
• For each subsequent duplicate ACK increase the window size by one segment 

and, if the window is sufficiently large, send a new segment not previously 
transmitted. 

• Upon reception of a non-duplicate ACK (triggered by the arrival of the 
retransmitted segment at the destination), lower the congestion window to the 
threshold value plus one segment (due to the received ACK) and send two new 
segments. 

• Proceed with the congestion avoidance algorithm. 

Of course, the transmitting of segments during the FRR algorithm remains subject to 
the restrictions placed on the source by the sliding window mechanism, see section 
4.1.1. 
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As an example of the FRR algorithm, suppose th at the size of the eongestion window 
was equal to Wmax at the time the first duplieate ACK arrived. Af ter reception of three 
duplicate ACKs, the window size is lowered to (Wmin+3) and the lost segment is 
retransmitted. Here Wmin=floor(Wmax/2) and floor denotes rounding down to the 
nearest integer. At this point the source has sent a total of Wmax segments into the 
network for which it has as yet not received an acknowledgement. Thus, before the 
source is allowed to send new segments into the network, an additional (Wmax-Wmin-
3) duplieate ACKs are required in order to increase the window size to Wmax again. 
The souree ean th en send an additional (Wmin-1) new segments into the network prior 
to the arrival of the first non-duplicate ACK triggered by the arrival of the 
retransmitted segment at the destination. This ACK acknowledges not only the 
retransmitted segment but also all the subsequent (Wmax-1) segments sent prior to 
the retransmission of the lost segment. The size of the congestion window is now set 
equal to (Wmjn+1) allowing two new segments to be sent. The congestion phase is 
now reentered, ending the FRR algorithm. In conclusion, the FRR algorithm results in 
the window size being decreased from Wmax to (Wmin+1), and (Wmin+1) new segments 
being sent into the network. 

4.2 ABR 

In this section the expected goodput of TCP/IP traffic over an ABR VC is discussed 
for a steady state network. If the ABR congestion control mechanism, see Chapter 3, 
functions correctly then the expected goodput should be equal to Ilmax, the maximum 
value possible. The reason for this is th at the ABR congestion control mechanism 
will eventually stabilise the allowed eell rate (ACR) of the TCP/IP source at the CCR, 
the minimum cell rate available in the steady state network. All the eells sent by the 
source in compliance with the ACR should arrive safely at the destination, resulting a 
goodput equal to the maximum possible. 

However, the TCP congestion control meehanisms ean have a detrimental effect on 
the goodput. For example, the TCP retransmission timer ean expire due to the 
delayed arrival of a segment, triggering a new slow start. As aresuit the traffic 
volume will drop drastically and the source will not be able to fully utilise the available 
ACR, implying a drop in goodput. This is hard to avoid as ABR provides no 
guarantees on the maximum transfer delay a ce 11 , and thus segment, experiences. A 
similar drop in goodput can occur if the ABR congestion loop malfunctions and cell 
loss occurs, possibly also resulting in a TCP slow start. 

4.3 GFR 

This section analyses the expected goodput of TCP/IP traffic over a GFR VC for the 
case ot a steady state network. Unlike for ABR, celiloss is allowed to occur tor GFR 
implying that the TCP congestion control mechanisms are of much greater influence 
on the goodput achieved by a TCP/IP source. First, the steady state network model 
upon which the subsequent analysis is based is discussed more tully. Then, the TCP 
traffic cycle resulting trom the FRR algorithm and the subsequent eongestion 
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avoidance algorithm is analysed. The slow start algorithm does not affect this TCP 
traffic cycle as it will be shown that in the steady state network model the FRR 
algorithm never fails. Finally, an analysis of the expected goodput is given. 

4.3.1 Steady state model 

This subsection discusses the steady state network model upon which the 
subsequent analysis is based. The model is a simplification of a real network as it 
mode Is an entire network by only one switch with a constant cell rate equal to CCR 
and a constant buffer equal to 8, see Figure 9. In a real network, a GFR VC will pass 
through multiple switches and the amount of cell rate and buffer space available at 
each switch will f1uctuate. The model used and the subsequent analysis performed 
are similar to those detailed in [19]. 

Souree B Destination 

PCR CCR 

T 

ACKs 

Figure 9 Steady state model of network 

A TCP/IP source is directly attached to the switch by a GFR VC, see Figure 9, and 
sends segments to the switch at a cell rate equal to the PCR, with PCR>CCR. All 
segments are assumed to be of equal size and result in MFS cells. This implies a 
TCP MSS equal to 48*(MFS-1) due to the 48 byte TCPIIP header overhead and the 
48 byte payload of the A TM cell, see section 2.1. The time that elapses between the 
sending of the segment by the switch and the arrival of the corresponding ACK back 
at the source, is assumed to be constant and equal to T seconds. Here T=,+1/1l, 
where, is the propagation delay from source to destination and back, and 1/11 = 
MFS/CCR and denotes the time required by the switch to send one entire segment. 
In a real network the value of T will f1uctuate due to the queueing delay experienced 
by both the segment and it's corresponding ACK as they are transferred between 
source and destination. It is implicitly assumed that the destination acknowledges 
each segment separately17. Often, TCP versions acknowledge segments in pairs, a 
reduction in ACK traffic which is especially handy during the slow start phase. 

17 It is also assumed that each segment is acknowledged immediately. Commonly, the operating system on which TCP runs 
generates new ACKs using a timer granularily in the order of 100 ms. $uch details are ignored in this report. 
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However, such a delayed ACK triggers the sending of more than two new segments 
at the source and results in a more bursty traffic pattern than in the case of non­
delayed ACKs. 

4.3.2 TCP traffic cycle 

This subsection analyses the cyclic TCP traffic pattern resulting from the repeated 
FRR and congestion avoidance algorithms. Initially, the source will use the slow start 
algorithm to increase the congestion window, eventually switching over to the 
congestion avoidance algorithm once the congestion window threshold is exceeded. 
This initial slow start will be ignored in the subsequent analysis which assumes that 
the source starts off in the congestion avoidance phase. It will be shown that a new 
slow start is never triggered, as in the steady state network only one segment is ever 
lost at one time and the FRR algorithm can handle it's retransmission successfully. 
This analysis also assumes that CCR < 2xPCR and deals with entire segments only, 
ignoring the fact th at each segment is chopped into cells by the ATM network. 
Furthermore, the size of the offered window, see section 4.1.1, is assumed to always 
be larger than the size of the congestion window. 

Table 4 iIIustrates an example of a possible TCP traffic cycle and this example wil! be 
used in the remainder of th is subsection to explain the various aspects of such a 
cycle in genera!. The source is assumed to start off in the congestion avoidance 
phase with a congestion window equal to five segments. All five segments are 
assumed to have already been sent and the ACK acknowledging the first of these is 
assumed to arrive at time t=O, see the first and second columns of row one in Table 
4. In response, the source sends out a new, sixth segment to the buffer, see the third 
column of row one in Table 4. As the source sends the segment at the PCR, which is 
larger than the CCR with which the buffer is emptied, the buffer temporarily fills up 
with th is segment, see column four of row one in Table 4. 

The ACK for the second segment sent arrives exactly 1/1J seconds later, see row two 
of Table 4. The reason for this is that the buffer empties segments at a rate of one 
per 1/1J seconds, implying that the interval between the first and second segments 
arriving at the destination is also equal to 1/1J seconds. As aresuit, the interval 
between both ACKs being sent and arriving back at the source is thus also equal to 
1/1J. The arrival of the second ACK triggers the sending of a new, seventh segment. 
The buffer, in the meantime, has emptied itself of the sixth segment and is thus only 
filled by the seventh segment. 

This process continues for the third and fourth ACKs, triggering the sending of two 
new segments, numbered eight and nine. Upon reception of fifth ACK, however, the 
congestion window increases by one segment, from five to six segments, see the fifth 
column of row 5 in Table 4. As aresuit, instead of sending only one new segment, 
the source now sends two new segments back to back, numbered ten and eleven. 
This results in a temporary buffer filling of these two segments, ignoring ATM cell 
aspeets. Note th at the sou ree has now sent six segments into the network, numbered 
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six through eleven, and the congestion window is also six segments, as it should beo 
The sixth segment can thus be considered as the first segment of the new congestion 
window, the seventh as the second etc. 

Exactly 1/1J seconds later, the ACK for segment six arrives and triggers the sending 
of a new segment numbered twelve. The reason for this is that the round trip time in 
th is example was set equal to IJT=5. As aresuit, there is no break between the 
window increase, triggered by the fifth ACK, and the arrival of the ACK belonging to 
the sixth segment, the first segment of the new congestion window. Therefore, when 
segment twelve arrives at the buffer, segment eleven has not yet been emptied. As a 
result, the buffer occupancy rises to two segments again . 

As the subsequent ACKs arrive one every 1/1J seconds, the buffer is never emptied 
again. Instead, the buffer is always filled by at least one segment and at most by two 
segments. In fact, the buffer occupancy continues to rise upon each subsequent 
window increase. For example, upon arrival of the eleventh ACK the congestion 
window is again increased by one segment and two new segments are again sent 
back to back. As aresuit, the buffer occupancy increases, being always filled by at 
least two segments and at most by three segments. 

In principle, the buffer occupancy could continue to increase in this way after each 
window increase. However, in this example the maximum buffer size was set equal to 
four segments implying that as soon the window increase from seven to eight 
segments buffer overflow occurs and segment 26 is discarded. This is detected by 
the source after the reception of the first duplicate ACK at time t=5T. No new 
segment is now sent, nor in response to the arrival of the second duplicate ACK, and 
as aresuit the buffer occupancy drops by two segments. However, upon reception of 
the third duplicate ACK, triggered by the arrival of segment 30 at the destination, 
segment 26 is retransmitted by the FRR algorithm. 

The FRR algorithm also halves the congestion window and subsequently increases it 
by three segments for the three duplicate ACKs, resulting in seven segments. As the 
source has now sent eight segments into the network unacknowledged, numbered 
26 through 33, it may not send any additional new segments until the congestion 
window increases to nine. In the meantime the buffer will continue to empty, in th is 
example emptying out completely. The FRR algorithm increases the congestion 
window by one for every duplicate ACK received, implying that the window will 
increase to nine upon reception of the fifth duplicate ACK. The new segment sent in 
response will be numbered one in order to illustrate the cyclic nature of the traffic 
pattern. The sixth and seventh duplicate ACKs also trigger new segments, numbered 
two and three. 

There is no eighth duplicate ACK however. Instead a delayed ACK arrives, triggered 
by the arrival of the retransmitted segment 26 at the destination. This ACK 
acknowledges segments 26 through 33. The FRR algorithm now sets the congestion 
window back to four segments plus one for the delayed ACK, resulting in a window of 
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five segments. As only three segments have been sent so far, numbered 1 to 3, the 
source sends two new additional segments, numbered 4 and 5. As aresuit, the buffer 
fills temporarily with these two segments. 

There is now a break equal to 1/IJ seconds during which no ACKs are received by the 
source. The reason for this is the round trip time, see the previous discussion, which 
is equal to IJT=5 in this example. As aresuit, the ACK for segment one does not 
arrive immediately after the sending of segment five but 1/IJ seconds later. During 
this break the buffer can empty itself of segment four, leaving only one segment in 
the buffer. The cycle is now complete, the end situation being identical to the begin 
situation. 
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',Tirneot , ' ACKreceived Send Segment Windowsize 
ireeeption ACK " tor segment , : " ,";",;, segment(s) sin buffer 

° 1 6 6 5 

1/11 2 7 7 

2/11 3 8 8 

3/11 4 9 9 

4/11 5 10,11 10,11 6 
T 6 12 11,12 
T+1/1l 7 13 12,13 

T +2/11 8 14 13,14 

T +3/1l 9 15 14,15 
T +4/!J, 10 16 15,16 
2T 11 17,18 16,17,18 7 
2T+1/1l 12 19 17,18,19 

2T +2/11 13 20 18,19,20 
2T+3/11 14 21 19,20,21 
2T+4/11 15 22 20,21 ,22 
3T 16 23 21,22,23 
3T+1/1l 17 24 22,23,24 

3T +2/11 18 25, 26 23,24,25 8 (discard 26) 

3T+3/1l 19 27 24,25,27 
3T +4/1l 20 28 25,27,28 
4T 21 29 27,28,29 
4T+1/11 22 30 28,29,30 
4T +2/11 23 31 29,30,31 

4T +3/11 24 32 30,31 ,32 

4T +4/1l 25 33 31,32,33 
5T 25 (triggered by 27) - 32,33 
5T+1/1l 25 (28) - 33 
ST +2/1l (start FRR) 25 (29) 26 (retransmit) 26 4+3=7 
5T +3/11 25 (30) - - 8 
5T +4/11 25 (31) 1 1 9 
6T 25(32) 2 2 10 
6T +1/11 25 (33) 3 3 11 
6T +2/11 (end FRR) 33 (26) 4,5 4,5 4+1=5 
6T+3/!J, - - 5 
Restart cycle 

Table 4 Example of Tep traffic cycle for Wmax=8, J.1T=5 and B/MFS=3. 

The above analysis focused on the example in Table 4. The gist of the analysis 
remains valid for the general case however, The source starts off in the congestion 
avoidance phase, gradually increasing the congestion window. As soon as this 
window increases beyond Wo=f1oor[IJT] there is no longer a break in the flow of ACKs 
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and the buffer occupancy will rise with each subsequent window increase. Here tloor 
denotes rounding down to the nearest integer. As a result, buffer overflow will occur 
as soon the window size reaches Wmax=(Wo+floor[B/MFS]). After the FRR algorithm 
has successfully retransmitted the lost segment the congestion avoidance algorithm 
is restarted with a window equal to Wmin=floor[Wmax/2]+1, completing the cycle. Note 
that it is possible that Wmin is larger than Wo and the source never experiences a 
break in the flow of ACKs. The above cyclic analyses remains valid however. 

The above analysis implicitly assumes th at CCR < 2xPCR. If this is not the case then 
the resulting traffic pattern will deviate from the one described above. However, 
typically the PCR will be equal to the link cell rate whereas the CCR will be in the 
order of the MCR and is generally much smaller. The assumption that CCR < 2xPCR 
is therefore not a restrictive one. An additional simplification in the above analysis is 
that it is based on entire TCP segments and ignores ATM cell aspects. The most 
important of these aspects is that sending 2xMFS cells (2 segments) to the buffer 
results in a maxima I buffer filling of 2xxxMFS cells instead of 2xMFS cells, where X is 
equal to (1-CCRlPCR) and denotes the part of the segment already transferred by 
the switch before the arrival of the final cell of that segment. However, this does not 
change the fact that per congestion window increase the maximal buffer filling 
increases by MFS. The effect these aspects have on the analysis are marginal and 
will be ignored. Another assumption the analysis makes is that the value of the TCP 
retransmission timer is large enough to avoid any unnecessary retransmissions, 
especially during the FRR algorithm. If this is not the case then a new slow start may 
be initiated and the above cyclic analysis breaks down. This is not an unreasonable 
assumption as the value of the retransmission timer is updated continuously in 
accordance with the measured packet round trip time. This value increases slowly 
during the cycle due to the filling of the buffer and, as aresuit, should be large 
enough to avoid unnecessary retransmissions during the traffic cycle. 

4.3.3 Goodput 

This subsection calculates the goodput achieved by the traffic cycle analysed in the 
previous section. The results are used in Chapter 6 to determine the value of the 
MBS traffic parameter used in the GFR simulations. The relationships between the 
CCR and MCR, and buffer Band MBS are also briefly discussed. 

The total number of segments sent during the congestion avoidanee phase and the 
subsequent FRR algorithm is given by: 

To see this, note that all the segments belonging to windows Wmin through to Wmax-1 
are delivered without problem. As soon W=Wmax only Wmax-1 segments are delivered 
as the last segment sent is lost due to buffer overflow. However, this lost segment is 
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retransmitted and the ACKs of these Wmax-1 segments still result in Wmax-1 additional 
new segments being sent. This leads to the above expression. 

The total time required by the switch to send these segments is given by: 

Here NIJl denotes the time required to sent N segments at rate Jl and 

represents the amount of time during the FRR algorithm that the switch buffer is 
empty. To see how this occurs note that when the window size is equal to Wmax, the 
switch buffer is continuously filled by floor(B/MFS) segments. Upon reception of the 
first two duplicate ACKs however, the source does not send any new segments, 
implying a decrease in switch buffer by two segments. After retransmission of the lost 
segment, upon reception of the third duplicate ACK, na new segments are sent until 
an additional f'Nmax-Wmin-1) duplicate ACKs are received. This implies that the buffer 
can empty a further maximum of f'Nmax-Wmin-1) segments, resulting in a tata I of 
(Wmax-Wmin+1) segments that can possibly be emptied from the buffer. If there are not 
that many segments in the buffer to begin with th en this implies that cell rate 
available at the switch is left unused, implying a loss in goodput. 

Similarly, ifWmin9No then 

t2 = maX[T(Wo +}- Wmin)-~ wof(Wmin + n),o] , 
J.1 n=O 

represents the time the output link of the switch is idle as a result of a congestion 
window being smaller than or equal to Wo and the flow of ACKs not being continuous. 
Each break in the flow of ACKs implies that the switch buffer empties and cell rate 
available at the switch is left unused. Subtracting the time the switch spent in sending 
segments from the total time the souree required to increase the window size to Wo 
gives the above expression for t2. 

The goodput is now given by 

N MFS-} 

N MFS ' 
-+/1 +12 
J.1 

where the (MFS-1 )/MFS factor takes into account the TCP/IP header overhead. 

The idle periods t1 and t2 are either both unequal to zero, or bath equal to zero. Ta 
see this suppose th at Wmax is even. Both t1 and t2 can then be shown to be equal to 
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zero as soon as f1oor[B/MFSj/floor[1l Tj ~ 1 and unequal to zero if this is not the case. 
Similarly, if Wmax is uneven then both can be shown to be equal zero if 
f1oor[B/MFS]/(f1oor[jl T]+1) :2: 1 and unequal if this is not the case. As a rough estimate 
of whether the maximal goodput of jlmax is achieved, the normalised buffer p=B/(CCR 
T) can be used. If p :2: 1 th en a maximal goodput of jlmax is achieved, otherwise the 
goodput achieved is lower. 
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Chapter 5 A Comparison of tw 0 CAC algorithms 

This compares two different connection admission control (CAC) algorithms. Such an 
algorithm is responsible for limiting the number of VCs simultaneously admitled onto 
the network. If this number is not limited and all VCs are simply admitled, then the 
network may become overloaded, implying that it can no longer provide OoS 
guarantees in terms of a maximum CLR or transfer delay. Without such an algorithm 
a GFR VC, for example, would not be able to provide the required OoS guarantees, 
implying in turn a 1055 of guarantees for the TCP/IP traffic being transferred over that 
VC. 

There are numerous different CAC algorithms, only two of which are compared in 
this. The reason for comparing these specific two is that both are currently 
implemented in the ATM network of KPN. One is implemented in the Ascend CBX 
500 ATM switch, whereas the other is implemented in a network planning tooi called 
the ATM end to end manager (AEEM). If, wh en and how discrepancies occur in the 
number of VCs admitled by either of these two algorithms is therefore of particular 
interest. 

First, section 5.1 discusses the GAN CAC algorithm detailed in [14], followed by 
section 5.2 which discusses the EMW algorithm detailed in [9]. Then, section 5.3 
compares both algorithms with respect to the number of VCs they admit onto the 
network, one algorithm being said to be more conservative than the other if it ad mits 
fewer VCs. Finally, in section 5.4 conclusions are drawn about which algorithm is 
preferabie and will be used to set up the simulations in Chapter 6. 

5.1 GAN 

This section briefly discusses the CAC algorithm detailed more fully in [14]. The 
letlers GAN refer to the first letters of the surnames of the three authors of this article. 
The algorithm is actually based on two approximations, the first of which shall be 
referred to as GAN fluid, the second as GAN Gaussian. Each approximation will be 
discussed in a separate subsection, after which the CAC algorithm resulting from 
these two approximations is discussed. 

5.1.1 GAN fluid approximation 

This subsection discusses the first of the two approximations on which the GAN CAC 
is based. This approximation is valid in the case of large switch buffers. The notion of 
an effective bandwidth is also introduced. The word bandwidth is part of the standard 
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terminology whenever CAC algorithms are concerned . In the context of this report 
bandwidth is understood to be equivalent to cell rate. 

Consider a source alternating between an 'on' state and an 'ofr state. During the 'on' 
state the source sends cells continuously at a fixed cell rate R. During the 'ofr state 
the source is idle. The length of the 'on' and 'ofr periods are independently, but not 
necessarily identically, exponentially distributed. The mean length of the 'on' period 
will be denoted by band the mean cell rate by m. The mean length of the 'ofr period 
can be determined from these two. 

Given an ATM switch with a bandwidth C<R and a buffer with size 8 being fed by 
one such source, then the time-independent, equilibrium probability of buffer overflow 
(&) can be shown to be equal to 

(
l-lÓ 1- XP ) 

c=pxexp lÓ (l-p)(l-x)' (5) 

where the following dimensionless ratios have been introduced for later convenience 
m 1 R 

p= R' lÓ=-B-' x= C· (6) 
1+ hC 

The ratios p and ~ are restricted to the interval (0,1), that is assuming th at O<m<R, 
8>0, C>O and b>O, whereas X lies somewhere in the interval (0,00). However, for a 
switch with bandwidth ~R, the buffer is emptied at least as fast as it is filled and 
thus &=0. This implies that equation(5) is only valid for X>1, & being equal to zero for 
X~1. Note th at the probability of buffer overflow is simply equal to the cell loss ratio 
(CLR), or in formula 

c=CLR. 

Equation(5) is furthermore subject to the stability restriction m/C<1, ensuring th at the 
rate at which the buffer is emptied(C) is greater than the average rate at which it is 
filled(m). If this condition is violated then the system of switch and source is unstable 
in that, as time goes to infinity, the buffer will always overflow, implying an &=1 . 

The purpose of a CAC method is to limit the CLR to a specified value, typically in the 
order of 10"6 or 10"7. Equation(5) can be used in this respect to determine whether a 
certain switch can or cannot admit a particular source, depending on whether the 
resulting CLR is smaller or larger than the specified value. Inverting equation(5) 
would allow the minimum switch capacity C required to limit the CLR to the specified 
value to be determined for a given source. However, th is inversion cannot be 
accomplished analytically and numerical techniques would therefore be required. 

To avoid this, article [14] makes the approximation PX=m/C=1. As the stability 
condition requires that m/C<1, this approximation allows for an explicit upper bound 
on the minimum required bandwidth to be obtained, 
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ab(l- p)R - B + )(ab(l- p)R - B)2 + 4Babp(l- p)R 

Cf = 2ab(l- p) 
(7) 

where 

a = In(~). 
Instead of specifying the minimum required switch bandwidth, equation(7) can also 
be seen as defining an 'effective' bandwidth for a given source, the value of which is 
larger or equal to the mean cell rate m of the source and smaller or equal to the 
maximum cell rate R: 

m ::;c
f 

::;R. 

To see that th is is true note that Ct satisfies the following limits, 
limcf = R, limcf = m, 
c~o c-+ J (8) 

and increases with increasing a (and thus decreasing 10). The last limit (10--+ 1) 
corresponds with the stability condition m/cf<1. This condition is violated tor Ct=m, 
resulting in instability and an 10=1. Note that, in the limit of continuous traffic (b--+ 00 

and m=R), Ct becomes Ras expected. 

5.1.1.1 Multiple sourees 

The above analysis deals with the case of one source only. For the case of N 
sources the situation becomes more complex, especially if the sources are not all 
identical with respect to their m, Rand bparameters. The expression for the buffer 
overflow probability, analogue to equation for 10 above, can now only be given 
explicitly for the case of N identical sources, see, and even th en cannot be explicitly 
inverted. In general therefore, numerical approximations are required to obtain an 
expression for the minimum required switch bandwidth for a specified CLR and a 
given set of sources. 

To avoid this, article [14] argues that an upper bound on the total required bandwidth 
for any N VCs is given simply by the sum of their individual effective bandwidths Ct. 
This approximation, which will henceforth be referred to as the GAN fluid 
approximation, is obtained in the limit of an infinite buffer and by ignoring the effects 
of statistica 1 multiplexing. It states that, as long as the switch reseNes Cf of its total 
capacity for each source, the CLR for all sources combined will be maximally equal to 
the specified e. 

5.1.1.2 GAN fluid CAC 

In conclusion, the GAN fluid CAC works as follows: for each new source determine 
its effective bandwidth and add this value to the sum of the effective bandwidths of 
the sources already admitted onto the network. If the resulting total bandwidth is 
greater than the switch bandwidth, the new source should be rejected, if it is less, the 
source may be admitted. 

47 

• filM • i i ' I i. " •• su '" ,. 



l _ _ N' I'! -WIl. '-'-'j& ..-----v __ -- "" __ '"_3" 

The maximum number of identical sources the switch can admit simultaneously is 
therefore equal to 

C 
nf =-· (9) 

Cf 

This expression will be usefullater on when the GAN fluid CAC is compared to the 
EMW lossless CAC. 

5.1.2 GAN Gaussian approximation 

This subsection discusses the second of the two approximations on which the GAN 
CAC is based. This approximation is based on statistical multiplexing and the 
ignoring of the buffer space available at the switches, and uses the Gaussian 
distribution to limit the CLR. The notion of an effective bandwidth is now no longer 
valid and an equivalent capacity is defined instead. 

A different approximation that can be made in the case of N exponentiallY distributed 
'on-oft' sources (see previous section) is based on ignoring the switch buffer (8:::::0) 
and using the centrallimit theorem. In the limit of infinite N, the central limit theorem 
states that the distribution of the total cell rate of all N sources will approach a 
Gaussian distribution with mean cell rate mand standard deviation cr given by, 

N N 

m= 2:m j , a 2 
= 2: a/ , 

;= 1 ;= 1 

where mi and cr?=mi(Ri-mi) are the mean cell rate and standard deviation of the cell 
rate belonging to source i. 

The probability (8) that the total cell rate will exceed the capacity of the switch (C) can 
now be calculated from the Gaussian distribution. As the buffer is ignored, this 
probability is equal to the ceilloss ratio (CLR) and we again have 8=CLR. Inverting 
the Gaussian distribution would thus allow the minimum required total switch capacity 
(Cg) to be obtained as function of the allowed CLR. In general however, this is not 
possible analytically and numerical techniques are required. To avoid this, article [14] 
uses an approximation valid for small 8 which results in, 

Cg =m+{3a, (10) 

where 

{3 = J- 21n(e) -ln(21l} 
This approximation will henceforth be referred to as the GAN Gaussian 
approximation. Note that it restricts 8 ::; 1/-J(21t); an artefact of the fact that the 
approximation is accurate for small 8 only. As the CLR is typically of the order 10-6 or 
10-7 this should not be a problem however and the approximation will be quite 
accurate. 

Instead of regarding Cg as the minimum required switch capacity, equation(10) can 
also be seen as defining an 'equivalent' capacity for a given mix of N sources, the 
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value of which satisfies CgE [m,oo). To see this, note that Cg satisfies the following 
limits 

lim Cg = oc), lim] Cg = m, 
&-+0 

&-+ ..[2; (11 ) 

and increases with increasing ~ (and thus decreasing E). The first limit (E~O) is due 
to the assumption of a Gaussian distributed total cell rate. This implies that a CLR=O 
is never possible as there is always a chance that the total cell rate of the N sources 
will exceed any finite switch capacity Cg, irrespective of how large Cg is. 

Unlike in the case of the f1uid approximation, it is now no longer possible to define an 
effective bandwidth per individual source. The value of the equivalent capacity Cg 
depends intrinsically on the mix of sources present. To see this more clearly let us 
restrict ourselves to the case of two different types of sources; one with parameters 
m1, b1, and R1, and the other with m2, b2, and R2. For the case of only one source of 
type 1 the equivalent capacity is given by 

Cg] =m] +f3~m](RI -ml ) ' 
while similarly, for the case of only one source of type 2, 

Cg2 = m2 + f3~m 2 (R2 - m2)· 

For the case of both sources being active simultaneously however, the equivalent 
capacity is given by 

Cgl2 = mi + m2 + f3~m l (RI - mi) + m2(R 2 - m2 ) , 

from which it is easily seen that 
Cgl2 < Cg] + Cg2 . 

Thus, the concept of an 'effective' bandwidth does not apply to the case of the GAN 
Gaussian approximation as it does to the case of GAN fluid. 

5.1.2.1 GAN Gaussian CAC 

The GAN Gaussian CAC method now works as follows: for each new source 
recalculate the equivalent capacity, taking into account all the sources already 
admitted onto the network. If the resulting new equivalent capacity is lower than the 
switch capacity then admit the source, if it is larger then reject the source. 

The maximum number of identical sources a switch can admit simultaneously is 
therefore given by 

n =_1 (I_ Xf3 2
(l-P)[ 1+ 4 -IJ), (12) 

g XP 2 f3 2x(l_p) 

an expression which can be obtained by inverting equation(1 0) for the case of only 
one type of source. This expression will be useful later when comparing the GAN 
Gaussian GAG with the EMW lossless GAG. 
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5.1.3 CAC based on both GAN approximations 

This subsection details how the GAN CAC algorithm uses the two approximations 
discussed in the previous sections to limit the number of VCs admitted onto the 
network. In section 5.3 the resulting CAC algorithm will be compared to the CAC 
algorithm which is discussed in the next section. 

The GAN CAC algorithm, discussed in article [14], assigns a total bandwidth to an 
arbitrary mix of N sources, also called an equivalent capacity (CGAN), equal to the 
minimum of the above two approximations, 

C GAN = min( Cg, t (cr); ]. (13) 

where (Ct)i denotes the GAN fluid effective bandwidth for the i-th source. A new 
source is now accepted by a particular switch as long as it does not increase CGAN 
beyond C, the capacity of the switch. Note that the maximum number of identical 
sources a switch can therefore admit simultaneously is given by 

nGAN =max(nr,ng ). (14) 

Whether the GAN fluid or the GAN Gaussian approximation determines the 
equivalent capacity CGAN depends on the mix of sources and the types of sources 
present. In article [14] it is argued that GAN Gaussian is the determining 
approximation for sources with a relatively large band small p. In this case the GAN 
fluid approximation will admit fewer sources onto the network and is therefore said to 
be more conservative than GAN Gaussian. This result is in correspondence with the 
assumption of a large (infinite) buffer B for the fluid approximation, and with the 
ignoring of the buffer for the Gaussian approximation. The idea is that for large bursts 
of cells(b) at a high cell rate(R), the buffer will be filled quickly and its effect can thus 
be safely ignored (8::>:<0). This is in line with the GAN Gaussian approximation. In the 
opposite case, namely sources with small bursts and a mean cell rate(m) close to the 
peak cell rate(R), sources are 'on' most of the time implying that the buffer is 
important and the effe cts of statistica I multiplexing can be ignored. This is line with 
the GAN fluid approximation. 

5.2 EMW lossless 

This section briefly discusses the EMW lossless CAC algorithm detailed more fully in 
[9] . Like the letters GAN, the letters EMW refer to the first letters of the surnames of 
the three authors of this article. The term "Iossless" is used to distinguish between 
the two CAC algorithms detailed in the article. Only the algorithm ensuring a CLR 
equal to zero is considered here, hence the name. 

The article takes an alternative approach to calculating effective bandwidths. A 
static, 'worst case' traffic pattern is now assumed where the length of the on and off 
periods are fixed instead of exponentially distributed. A source is now assumed to 
send at PCR during the on period, the length of which is characterised by a fixed 
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burst size of MBS cells. The fixed length of the off period is determined by the mean 
cell rate which is given by SCR (or MCR in the case of GFR). The most logical 
relation between these parameters and those used by GAN in the previous sections 
is given by 

m = SCR b = MES R = PCR. 
, PCR' (15) 

Note that three nearly equivalent sets of parameters are now in use, namely (m,b,R), 
(p,<I> ,xJ and (SCR, MBS, PCR). Actually, the parameters (P,<I> ,X) incorporate the 
additional switch parameters Band C as weil, highlighting the fact th at there are 
actually only three important parameters instead of five (i.e. m,b,R,B and C). All three 
sets will be used throughout this article, depending on which is more convenient at 
the time. 

For a given ratio of BIC, a so called effective bandwidth ensuring a CLR equal to zero 
can now be calculated for a given source, 

e = {RfjJ, fjJ ~ p, 
o m, fjJ 5. p. (16) 

This effective bandwidth, which lies somewhere between mand R (eoE [m,R)), will be 
henceforth referred to as EMW lossless. The equivalent capacity for N sources is 
now given by the sum of the individual effective bandwidths, 

N 

CEMW = ~::<eO )i ' (17) 
n=t 

where (eo)1 refers to the effective bandwidth of the i-th source. This implies th at if 
EMW lossless is used as a CAC algorithm then a new VC is only admitled as long as 
the current equivalent capacity plus the eo of the new VC remains under the capacity 
C of the switch. For a particular source, the maximum number of identical sources 
that a switch with capacity C can then handle and still ensure a CLR=O is given by 

C 
(18) 

5.3 Comparing GAN and EMW lossless 

In this section the two different CAC algorithms described in the previous two 
sections are compared with regard to the number of VCs each admits, one algorithm 
being ca lied more conservative than the other if it admits fewer VCs. On first glance, 
one might assume that as EMW lossless guarantees na celiloss (CLR=O), it should 
always be more conservative than GAN which allows a cell loss ratio larger than zero 
(CLR=E>O). After all, the EWM lossless algorithm calculates a lower bound on the 
number of VCs that may be safely admitled onto the network. If GAN were to admit 
fewer VCs than this lower bound th en it would only imply an inefficient use of network 
resources. This section shows that EMW lossless is often less conservative the GAN, 
furthermore determining for which types of VCs, and mixes of these VCs, this is the 
case. 
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To see that GAN can indeed be less conservative than EMW lossless it is sufficient 
to note the following: 
• The exponential distribution underlying GAN fluid implies that as the CLR--+O, 

Ct--+R (see equation(8)). 
• The Gaussian distribution underlying GAN Gaussian implies that as the CLR--+O, 

Cg--+<XJ (see equation(11)). 
• For EMW lossless we have that eo<R (unless SCR=PCR but this violates the 

assumption that p<1). 
The first two points imply that as the CLR decreases CGAN--+L:R;. This, combined with 
the third point, implies that for sufficiently small E, CGAN>CEMW. When this happens, 
GAN requires a switch to reserve a larger amount of bandwidth than EMW lossless 
for the same set of sources. This is equivalent with GAN admitting fewer VCs than 
EMW onto the network and therefore, with GAN being more conservative. 

In the case of only one type of source the critica I value of e below which GAN f1uid 
admits fewer VCs than EMW lossless can be determined by inverting the inequality 
no>nt. This results in 

(19) 

and a similar expression for GAN Gaussian can be obtained by inverting no>ng: 

Gg = ~ex{-2xp6_p)(1-;r} (20) 

It should be noted th at both equations were obtained under the assumption th at $~p, 
implying that eo>m. If this is not the case th en the critical values of E simply become 
Et=1 and Eg=1/"(21t), in accordance with the limits in equations(8) and (11), and GAN 
is always more conservative than EMW lossless for a typical value of E (say 10-6). 

For a given source and a specified value of the CLR=E it is now possible to determine 
whether or not EMW lossless is more conservative than GAN by comparing the Et 
and Eg values with the specified E. If E<Et th en GAN fluid is more conservative than 
EMW lossless with respect to this source, whereas if E>Et the opposite is true. For 
GAN Gaussian the same holds with Et replaced by Eg. Note that the minimum taken 
over the Gaussian and fluid approximations in equation(13) implies that GAN (both 
fluid and Gaussian) ad mits nGAN=max(ng, nt) of these sources onto the network. Thus, 
GAN is more conservative than EMW lossless for a given source only if both Et and Eg 
are smaller than E. If either Et or Eg is larger than E then the opposite is true. 

Instead of having to recalculate Et and Eg for each new source and having to compare 
these with the specified E, it is more useful to be able to specify beforehand which 
types of sources will satisfy E,<I> and/or I>g<1> for a specified 1>. Section 5.3.1 does just 
this and sections 5.3.2 and 5.3.3 extend the obtained results to the case of two or 
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more source types. Finally, section 5.3.4 describes a crude but simple test th at can 
be used to determine when EMW lossless is more or less conservative than GAN. 

5.3.1 One type of sou ree 

This subsection formulates a theorem stating when the EMW lossless CAC algorithm 
is more conservative than the GAN algorithm. The theorem is applicable to the case 
of one source type only but is used as the basis of the comparisons in the next two 
sections which deal with the case of two or more source types. 

Equations(19) and (20) can be inverted to obtain the maximum allowed p as a 
function of ~ and X for specified E. This results in the following equation, 

l- aXifJ 
Pf=ifJ 1 ,,2' (21) 

-ax'l' 
in the case of GAN f1uid and, 

2 + xf3 2 
- f3~ x 2 13 2 + 4x(1- ifJ) 

Pg=ifJ 2{l+ifJxf3 2 ) ' (22) 

in the case of GAN Gaussian. The following theorem is now valid 

Theorem 1 For a specified value ofthe cellloss ratio, EE(0,1/-/(21t», and for a given source 
with parameters (p, ~, X), EMW lossless is more conservative than GAN (with respect to this 
source) if and only if p<max(pr, pg). 

Proof Assume first that EMW lossless is more conservative than GAN and will thus admit 
fewer sources. This implies that nGAN=max(ng, nr) is Jarger than no, which in turn implies that 
at Jeast one of either Cr or Cg is smaller than eo. The latter is only possible if ~>p as otherwise 
eo=m and both Cr and Cg are larger than m for EE(O, 1/-/(2n», see equations(8) and(II). This 
means that equations( 19) and (20) are valid and that E>Er and/or E>Eg. 
• Assume that E>Er. Inverting the inequality E>Er results in the constraints p<pr for 

~2<l/(ax) and p>prfor ~2~I /(ax) . For I/(ax»I, only the first constraint is applicable as 
~E(O, l) . For l/(ax)::;1 again only the first constraint is applicable as for ~2~I /(ax) we 
have Pr~ I, and we already know that p E (0,1). Thus we are left with the constraint p<pr, 
valid for ~2<l/(ax). Actually, in order to avoid ppO, ~ must aJso satisfy the sharper 
constraint ~<I /(ax). Note that as we assume that for the given source E>Er, ~ must 
automatically satisfy ~<lI(ax); otherwise we have a contradiction. 

• Assume that E>Eg. Inverting the inequality E>Eg results in a second order equation with 
two roots P+ and p.=Pg, where 

2 + x/3 2 ± /3~ X2 /32 + 4x(l- ifJ) 
P ± = ifJ 2(1 + ifJxf3 2 ) . 

The constraints on p now become p<pg or P>P+. but it can be shown that p+~$ implying 
that the constraint P>P+ is inconsistent with the assumption that p<$. Therefore p must 
satisfy p<pg. 
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Combining the above two cases, we now have that p must satisfy p<rnax(pr, pg), proving the 
theorem one way. 

Assume, on the other hand, that p<max(pr, pg). It is easy to prove that both Pt<~ and Pg<~, 

thus implying that p<~ as wel\. Therefore, equations( 19) and (20) are again valid. By 
construction, substituting p back into these equations wi11 results in E satisfying either one or 
both of the following constraints, E>Er or E>Eg. This imp lies that EMW lossless is more 
conservative than GAN, proving the above theorem the other way. 

Figure 10 and Figure 11 iIIustrate the restrictions placed on p as a function of ~ for 
given X and a. The area under the GAN fluid curve denotes the values of p for which 
EMW lossless is more conservative than GAN fluid, the same holding for the area 
under the GAN Gaussian curve. Clearly two distinct cases can be distinguished 
which can be shown to correspond with the cases ax>1 and ax<1. 
• For ax<1 it can be proven that Pt>Pg, implying that GAN fluid is always less 

conservative than GAN Gaussian. The GAN fluid restrietion therefore determines 
whether GAN is more or less conservative than EMW lossless; GAN being less 
conservative if P<Pt. 

• For ax>1 however, Pt becomes smaller than pg as ~ increases. Now GAN fluid is 
the determining restrietion for small values of ~ , whereas GAN Gaussian becomes 
the determining restriction as 4> increases. Note that for ~>1/(ax) GAN fluid 
becomes more conservative than EMW lossless regardless of the value of p (see 
also the above proof). 

This behaviour is in line with the assumptions underlying the two GAN 
approximations; GAN Gaussian becoming the determining approximation for large b 
(and thus large 4» and small p (and thus large R which in turn implies large xJ 
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5.3.2 Two types of sou rees 

This section extends the results obtained for the case of one source type in the 
previous section to the case of an arbitrary number of sources of two different types 
mixed together. This is less straightforward than that it may seem due to the fact that 
the GAN Gaussian CAC depends intrinsically on the mix of the two types and not 
only on the two types individually (see section 5.1.2 for more details). 

Defining source type 1 by the parameters (p1, X1, $1), equations(18), (9), (14), (21) 
and (22) then determine n10. n1f, n1g, P1f and P1g respectively. Similarly, defining 
source type 2 by the parameters (P2, X2, $2) results in n20. n2f, n2g, P2f and P2g. For a 
given number of sources of type 1 (n1) it is now possible to determine the maximum 
number of sources a switch with finite capacity C and buffer 8 can admit of type 2 
(n2). The resulting boundary in two dimensional (n1,n2) space will be called the CAC 
boundary as it determines the boundary of admissible mixes. Only mixes Iying within 
the CAC boundary can be safely admitted without fear of increasing the CLR beyond 
the specified value. 

For the EMW lossless CAC the CAC boundary is linear and is given by 

(23) 

as in this case the CAC is based on the adding up of the individual effective 
bandwidths of both source types. For the GAN fluid CAC, which is also based on the 
summation of effective bandwidths, the resulting linear CAC boundary is 

(24) 
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For GAN Gaussian however, the CAC boundary is na langer linear but convex and 
can be obtained by inverting equation(10) to obtain n2 as a function of n1. The 
resulting CAC boundary is given by 

n2 = - XJPJ nJ +_1_(2 + p2d2) --P-~nJ4XJPJ(dJ -dz) +d2(P2dz +4), (25) 
X2PZ 2X2P2 2X2P2 

where we have introduced 
dJ =XJ(l-PJ)' d z =X2(l-PZ)' 

for convenience. Note that for GAN the CAC boundary is now defined by the 
maximum of the GAN fluid and GAN Gaussian GAG boundaries or, more precisely, 
for a given n1 sources of type 1, the GAN GAG can admit the maximum of 
equation(24) and (25) n2 sources of type 2. 

Four distinct situations are now possible: 
1. If n10>max(n1f, n1g) and n2o>max(n2f, n2g) then EMW lossless is less conservative 

than GAN, irrespeetive of the mix of sou rees. This is beeause both the GAN fluid 
and GAN Gaussian GAG boundaries now lie wholly within the EMW lossless GAG 
boundary, see for example Figure 12. This implies that it is possible for EMW 
lossless to admit a particular mix of the two sources which GAN does not. This 
case is equivalent with the case P1>max(Pf, pg) and P2>max(Pf, pg). 

C=144 Mbps, 8=1200 eells, CLR=1e-6 

Figure 12 Example of CAC boundaries for nl0>max(n1f' nlg) and n20>max(n2f, n2g)' 

2. If n1f>n10 and n2f>n20 then EMW lossless is more conservative than GAN, 
irrespective of the number of sources of type 1 or 2 mixed together. This is 
because the EMW lossless CAC boundary now lies entirely within the GAN fluid 
CAC boundary, implying that any mix of sources that EMW lossless ad mits, GAN 
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will certainly admit. Figure 13 illustrates this clearly. This case can be shown to be 
equivalent with the case Pl<P1f and P2<P2f. 
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Figure 13 CAC boundaries tor n1l>n10 and n21>n20. 

3. If nlt<nl0<nlg and n20<n2g (or vice versa) then EMW lossless can be either more or 
less conservative than GAN depending on the mix of sources. On first glance this 
might seem strange as one might expect the EMW lossless GAG boundary to lie 
wholly within the GAN Gaussian GAG boundary. However, this is not always the 
case due to the convexity of the GAN Gaussian GAG boundary, as Figure 14 
clearly illustrates. This case is equivalent with P1f<Pl<Plg and P2<P2g. 
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C=144 Mbps, 8=1200 eells, CLR=1e-6 
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4. Finally, if nlg<n1Q<n1f and n2t<n20<n2g (or vice versa) then EMW lossless can be 
either more or less conservative than GAN, depending on the mix of sources. 
Figure 15 illustrates this clearly. This case is equivalent with Plg<Pl<P1f and 
P2t<P2<P2g. 
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5.3.3 The general case 

This section extends the results obtained for the case of two source types in the 
previous section to the case of an arbitrary number of source types. This extension is 
now relatively straightforward . 
If each source type individually satisfies the GAN f1uid restriction P<PI then GAN will 
be less conservative than EMW lossless for any mix of sources. If, on the other hand, 
each source satisfies p>max(PI, pg) then EMW lossless wil! always be less 
conservative GAN. If neither of these two cases hold th en EMW lossless can be 
either more or less conservative than GAN depending on the mix of sources. There is 
now no easy way to determine beforehand which of the two CACs will be more 
conservative. 

5.3.4 Simplified restrictions 

In this section a crude but simple test is devised to determine whether GAN is more 
conservative than EMW lossless for a given set of sources. The test is based on a 
simplification of the GAN f1uid and GAN Gaussian restrictions (PI and pg) and is only 
applicable for the case ax>1. 

From equations (6) and (15) we see that, for a given source, ax>1 requires PCR to 
be larger than a critical value PCRcrit given by 

C 
PCRm, = - (26) 

a 
Figure 16 shows PCRcrit as a function of the CLR (and thus a) for a given switch 
capacity echosen equal to 144 Mbps, slightly lower than the standard STM-1 rate of 
155 Mbps as switches often reserve some capacity as backup. In this case, for a 
typical CLR=1 0-6

, PCRcrit",,11 (Mbps) which is a relatively small value and a source 
with a PCR>PCRcrit should therefore not be an uncommon occurrence. From now on 
we will assume that all sources under consideration satisfy ax>1. 
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Figure 16 PCRc,H as function of the CLR. 

As was already noted in section 5.3.1, if ~>1/(ax) then GAN fluid is always more 
eonservative than EMW lossless (see also Figure 11). Using equations (6) and (15) 
we see th at this corresponds with a maximum burst size of MBSmax given by 

MBS == B PCR 
max C ax- 1 

(27) 

If a sou ree has a MBS>MBSmax then th is implies that for th is sou ree GAN fluid is 
more eonservative than EMW lossless. Figure 17 iIIustrates the MBSmax as a funetion 
ofthe PCR for B=1200(eells), a value ehosen somewhat arbitrarily, C=144(Mbps) 
and a CLR=1Q-6. Clearly, MBSmax is not so large as to make it unlikely that a souree 
will have a larger MBS. 
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Figure 17 MBSmax as function of the peR. 

For ax>1 the GAN f1uid restrietion Pt has a maximum value as ean be clearly seen 
from Figure 11. Using equations (6) and (15) we see that th is implies a maximum 
value of the SCR whieh ean be shown to be given by 

seR = peR (1- ~1- 1 J. (28) 
ma.,j 2 al' 

If a sou ree has a SCR>SCRmax,t then it is impossible for this sou ree to satisfy P<Pt for 
any value of ~. Therefore, GAN f1uid is now more eonservative than EMW lossless. 

Similarly, the GAN Gaussian restrietion pg has a maximum value too, implying a 
maximum SCR whieh ean be shown to be given by 

peR 
seR""x g = 2 • (29) 

, 1 + xP 
For sou rees with an SCR>SCRmax,g, GAN Gaussian is always more eonservative 
than EMW lossless, irrespeetive of the value of ~. 

Figure 18 iIIustrates both SCRmax.f and SCRmax,g as function of the PCR for the same 
B, C and CLR as used in the previous figure. Clearly, both SCRmax,t and SCRmax,g 
are not so large as to make it unlikely that a sou ree will have a larger SCR. 
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Figure 18 SCRmax,f and SCRmax,g as function of the peR. 

Equations (27), (28) and (29) now constitute a set of simplified restrictions which can 
be used to determine on a crude scale whether GAN is certainly more conservative 
than EMW lossless, or there is a chance that GAN may be more conservative. The 
idea is simply th at if for a given source MBS<MBSmax then SCRmax,f determines a 
lower bound on the SCR above whieh GAN is certainly more conservative than EMW 
lossless. SCRmax,g similarly forms a lower bound if the MBS>MBSmax. Figure 19 
illustrates this concept. Thus, if, for a given mix of sources, all sou rees individually lie 
above the simplified lower SCR bounds, then GAN is more conservative than EMW 
lossless. Note that the simplified restrictions are crude in that it is still possible for 
GAN to be more conservative the EMW lossless if some or all of the sources lie 
below the simplified lower SCR bounds. 
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Figure 19 Simplitied restrietions tor determining whether GAN is more conservative than EMW 
lossless in (MBS,SCR) space, with C=PCR=144(Mbps) and CLR=10-6. 

5.4 Conclusions 

This section summarises the results of the previous sections, stating in which cases 
the EWM lossless CAC algorithm is more conservative than the GAN CAC algorithm, 
and in which cases it is less conservative. Based on these conclusions, one of the 
two CAC algorithms is selected as preferabie and used in Chapter 6 to set up the 
GFR simulations. 

For a given mix of souree types, a sufficient condition for ensuring th at EMW lossless 
is more conservative than GAN is that each souree type individually satisfies P<Pt, 
with PI given by equation(21). A sufficient condition for ensuring that EMW lossless is 
less conservative than GAN is that each souree type individually satisfies p>max(pt, 
pg), where pg is given by equation(22). The latter condition can be crudely simplified 
for sou rees with a PCR>PCRcril, where PCRcril is given by equation(26). For such 
sou rees GAN is more conservative if: 
• the MBS<MBSmax and the SCR>SCRmax,t, where MBSmax is given by equation(27) 

and SCRmax,t by equation(28), 
• or, the MBS>MBSmax and the SCR>SCRmax,g, where SCRmax,g is given by 

equation(29). 

If neither of these conditions are satisfied th en EMW lossless can either be more or 
less conservative than GAN, depending on the mix of souree types. No conclusions 
can now be drawn on the basis of the individual sou ree types alone, it is the actual 
mix of sou ree types which determines which of the two CAC methods is more 
conservative. 

Based on these results, the EMW lossless CAC is considered preferabie to the GAN 
CAC algorithm. The reason for this is that although the EMW lossless CAC algorithm 
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represents the most conservative CAC algorithm one could possibly require. the GAN 
CAC algorithm is still more conservative for certain mixes of source types. This would 
not necessarily be bad if the mixes of source types for which this occurred were 
unlikely to occur in an operational network. However. there is no reason to assume 
this to be the case. 
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Chapter 6 Simulating TCP/IP traffic over ATM 

The best way to quantify the performance of TCP/I Pover ATM is by measuring 
actual traffic throughput in an operational ATM network. Measurement data of this 
kind has been collected for UBR and DBR, see [10] and [7] for example. However, for 
GFR and ABR no such data exists yet. In the case of GFR th is is because current 
ATM switches do not yet support GFR. In the case of ABR the reason is that the first 
ABR networks have only recently become operational. Therefore, in order to ga in 
some insight into the expected performance of TCP/IP over these ATCs, simulations 
are useful. 

Various simulation studies of TCP/IP traffic over ATM have been performed and can 
be found in literature, see for example [21]. [25], [3], [4]. [24], [20], [11]. [12], and [22]. 
However, most of these studies focus on one particular ATC only and do not 
compare various ATCs on the basis of their performance. Comparing the results of 
the various simulation studies for different ATCs is also not possible due to the 
differing simulation setup used. Furthermore, few studies simulate both the case of 
one TCP session over one ATM VC, as weil as the case of multiple TCP sessions 
over one VC. Also, the standardisation of GFR by the ITU-T18 is still under way and 
older GFR simulations are not always fully compliant with this evolving standard. 
Therefore, it was deemed useful to perform a new set of simulations. 

In line with the conclusions reached in Chapter 2, only the ABR and GFR ATCs were 
simulated in this. In addition section 6.2.3 introduces a non-standardised ATC called 
GFR lite which was also simulated. First, sections 6.1, 6.2 and 6.3 detail the 
simulation setup used, after which the results obtained are discussed in section 6.4. 
Then, section 6.5 draws conciusions about the performance of the ATCs simulated 
based on these results . 

6.1 General setup 

This section details the setup and parameters common to all the simulations 
performed in this. Most importantly, the native and router setup are introduced, as 
weil as the fast and slow background traffic scenarios. Furthermore, the switch 
architecture that was used is discussed along with various OoS and CAC issues. 

The simulation packet used to perform the simulations was STCP, see Appendix 1. 
The advantage of this simulation packet is th at it does not model the behaviour of 
TCP/IP but uses the original TCP/IP source code found in BSD 4.4 Lite. Furthermore, 

18 GFR has already been slandardised as ATM service category by the ATM-Forum. see [2]. 
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the source code of STCP can be freely downloaded from internet, allowing 
modifications to be made quite easily. The TCP fast and slow timers, see [26], were 
kept at their default values of 200 ms and 500 ms respectively for all simulations. The 
fast timer is used by the TCP delayed ACK algorithm whereas the slow timer is used 
by various timers, such as the retransmission timer, and denotes the timer 
granularity. 

Two distinct simulation setup were considered: 

1. the native setup, where TCP/IP sources are directly connected to the ATM 
network and each has it's own VC to it's desired destination. Only one TCP 
session is assumed per VC, see the native mapping in section 2.1. 

2. and the router setup, where TCP/IP sources are connected indirectly to the ATM 
network via a router. TCP/IP traffic belonging to multiple sources is now 
transferred over one and the same VC between routers. There are thus multiple 
TCP sessions over the same VC, see the router mapping in section 2.1. 

All TCP/IP sources were considered to be greedy in that they always have data ready 
to send. Destinations, on the other hand, have no data to transfer and only transmit 
ACKs. An example of such a TCP session would be an FTP session transferring a 
large file. 

Besides the TCP/IP traffic generated by the sources, ATM background traffic was 
also generated and fed into the network. This traffic has a higher priority than the 
TCP/IP traffic and is intended to simulate traffic generated by other ATCs such as 
DBR. This background traffic consists of bursts of cells, the lengths of which are 
exponentially distributed , interspersed with exponentially distributed idle periods 
during which no cells are sent. Such traffic is often called on/off traffic. The following 
two scenarios were considered: 

1. the slow scenario, where the background traffic consists of bursts of cells with a 
mean size of 24000 cells sent at a cell rate of 243333 cells/s and an average cell 
rate of 10000 cells/s. 

2. the fast scenario, which is identical to the slow scenario except that the mean 
burst size is now 1000 cells, implying that the on and off fluctuations in the 
background traffic are much more rapid. 

Note that as the average cell rate decreases in the slow scenario or the average cell 
rate increases in the fast scenario, the traffic behaviour converges to th at of 'constant' 
traffic. In the slow scenario this is because the on or off periods during which the 
traffic is constant become longer and longer, whereas in the fast scenario th is is 
because the fluctuations in traffic volume become so rapid that they 'average' out. 
The fast and slow scenarios detailed above were chosen to be representative of non 
'constant' domain. 

The simulated ATM switches were modeUed along the lines of the Ascend CBX 500, 
a switch currently being widely deployed in operational networks. More specifically, 
the link rate was set equal to 365,000 ceUs/s, which corresponds approximately with 
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155 Mbps, and the buffer size available for TCP/IP traffic was set equal to 16000 
cells. The buffer available for the higher priority background traffic was set equal to 
128 cells. The ABR implementation used in the simulations was also modelled along 
the lines of the implementation used in this switch. As the CBX 500 does not 
implement GFR, various GFR implementations were simulated, all designed to 
require a minimum in modifications to the existing switch architecture. 

OoS class 3, see [16], was assumed for all VCs. This implies that no bounds are 
placed on the maximum delay a cell may experience, while the CLR is limited to a 
maximum in the order of 10-6

. In order to ensure th at this maximum is respected a 
CAC algorithm is required. For GFR and GFR lite the most obvious candidate for 
such a CAC algorithm would be the GAN CAC algorithm, see section 5.1, as this is 
implemented in the CBX 500 by default. However, as section 5.4 concludes that the 
EMW lossless CAC algorithm is preferabie to the GAN CAC algorithm, the EMW 
lossless CAC algorithm is used instead. This is not entirely unrealistic as the AEEM 
implemented by KPN Telecom uses the EMW lossless CAC to admit scheduled 
PVCs. For ABR the CAC algorithm used in the simulations simply reserves a cell rate 
equal to the requested MCR for a given ABR VC. 

The propagation delay was set to t=30 ms, a value typical for a WAN or Internet 
environment. In a LAN environment this delay is much smaller. The actual round trip 
time of any given TCP session varies however, depending on the level of congestion 
in the network. If the network is congested then this implies that the switch buffers in 
the network are full and cells will experience an additional queueing delay. 

All simulations were run for a duration of 120 seconds. Increasing this value further 
was not found to significantly influence the resulting performance results. 
Furthermore, each simulation was repeated 3 times, each run being initialised with a 
different set of random seeds. These seeds determine the realisation of the 
background traffic. 

Table 5 summarises the values of the global setup parameters specified so faro 
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ATM switch ' Link rate = 365000 cells/s 
Buffer TCP/IP traffic = 16000 cells 
Buffer background traffic = 128 cells 

Background traffic, . PCR = 243333 cells/s 
Slow scenario Average cell rate = 100000 cells/s 

Mean burst size = 24000 cells 
Background traffic, PCR = 243333 cells/s 
Fastscenario Average cell rate = 100000 cells/s 

Mean burst size = 1000 cells 
TCPtimers Fast timer = 200 ms 

Slow timer = 500 ms 
Propagation delay . t = 30 ms 
Simulation.: . Duration = 120 s . : .,.-~"--;; .- . '~ " " 

Random seeds run 1 = 612, 1113, 1025 I," 
I" '. . Random seeds run 2 = 971, 24, 3612 
, . ;" ",- - . : ~ '. :'.' .. - Random seeds run 3 = 4, 9918, 352 

Table 5 Global simulation parameters 

6.2 Native setup 

This section explains the native setup more fully. The specific details of how each 
ATC was simulated in the native setup are given in the appropriate subsections. 

Figure 20 shows the setup that was used to simulate TCP/IP sources directly 
attached to an ATM network. Two source sets were used, labelled 1 and 2 
respectively. Sources in source set 1 each have their own VC passing through 
switches 1 and 3 and ending at the desired destination. For source set 2 the same 
holds except that the VCs now pass through switch 2 instead of switch 1. ACKs are 
transferred from the destinations back to the sources via a different route through 
switch 4. 
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Switches 1 and 2 have their full link rate available for the TCP/IP traffic generated by 
the sources. The traffic passing through these two switches me ets at switch 3, which, 
in addition, is also being fed with high priority DBR background traffic. This 
background traffic leaves a cell rate of 121667 ce 11 sis unreserved and available for 
reservation by the source VCs carrying TCP/IP traffic. Switch 3 thus forms a 
bottleneck in the network and congestion can be expected to occur as a results . 

6.2.1 GFR 

This subsection completes the details of the setup used for the GFR simulations in 
the native setup. Four different GFR implementations are introduced as weil as the 
smalI, medium and large source types which make up the source sets 1 and 2. 

The four GFR implementations are all based on a first in first out (FIFO) queue with 
an EPD discard threshold BEPD set at 3000 cells19, see Figure 21. The buffer of 
13000 cells above this threshold is reserved for OoS-eligible frames. 

eells in _. ____ --'~IS out 

.. 
13000 3000 

Figure 21 Schematic diagram of GFR buffer implementation 

Listed in order of increasing complexity the implementations are: 

1. Basic GFR, where as soon as the total number of cells in the buffer exceeds 
BEPD, non-OaS eligible frames are discarded irrespective of the VC to which they 
belong. 

2. Basic+ GFR, where as soon as the number of cells belonging to non-OaS eligible 
frames in the buffer exceeds BEPD, non-OoS eligible frames are discarded 
irrespective of the VC to which they belang. 

3. Per VC GFR, where, in addition to BEPD , each VC has it's own discard threshold 
and a non-OaS eligible frame belonging to a particular VC is discarded only if 
• the tata I number of cells exceed BEPD and, 
• the number of cells belonging to that particular VC exceeds VCEPD . 

4. Per VC+ GFR, where, in addition to BEPD, each VC has it's own discard threshold 
and a non-OoS eligible frame belonging to a particular VC is discarded only if: 
• the tata I number of cells belonging to non-OaS eligible frames exceed BEPD 

and, 
• the number of cells belonging to non-OaS eligible frames and that particular 

VC exceeds VCEPD. 

19 The value of 3000 cells was chosen somewhat arbitrarily. A larger value results in less buffer being reserved for OoS eligible 
traffic and fewer VCs being admitted onto the network by the CAC algorithm. A smaller value unduly restricts the flow of non­
OOS eligible traffic. The value of 3000 cells was found 10 be areasonabie compromise. 
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The four implementations described above are valid for both the GFR1 and the GFR2 
variant of the GFR ATC, see section 2.3.1. To simplify the simulation of the above 
implementations, GFR2 was assumed. This implies that all non-OoS eligible frames 
were tagged as CLP=1, whereas OoS eligible frames have CLP=O. The simulation 
outcome does not depend on this assumption however, and the results are valid for 
both GFR1 and GFR2. 

Note that no per-VC scheduling mechanisms such as weighted fair queueing, see for 
example [25], were simulated. The reason for this is twofold . Firstly, such 
mechanisms are not implemented in the Ascend CBX 500 and would therefore 
require considerable adaptation of the existing switch architecture. The four 
implementations above require only a minimum in adaptation of the existing 
architecture. Secondly, a GFR like implementation using per VC scheduling was 
simulated and is discussed in section 6.2.3. 

Three source types were defined, labelled smalI, medium, and large. Table 6 lists 
the values of their respective parameters. 

Smal! MCR = 150 cells/s 
PCR = 23585 cells/s 
MFS = 32 cells 
MBS = 128 cells 
TCP window scale factor = 0 (65525 bytes) 
eo = 1140 cells/s 
VCEPD = 4 cells 

Medium MCR = 4717 cells/s 
PCR = 58962 cells/s 
MFS = 94 cells 
MBS = 376 cells 
TCP window scale factor = 1 (2x65535 bytes) 
eo = 4717 cells/s 
VCEPD = 128 cells 
MCR = 23585 cells/s 
PCR = 365000 celiS/S 
MFS = 190 cells 
MBS = 950 cells 
TCP window scale factor = 4 (16x65535 bytes) 
eo = 23585 cells/s 
VCEPD = 642 cells 

Table 6 Parameters of the three sou ree types in the native GFR setup 

The first four parameters in Table 6 are the standard GFR traffic parameters, see 
section 2.3.1, and they define the GFR VC. The first three parameters were chosen 
based on expected typical source types. The small source type corresponds roughly 
to a typical Ethernet client with a small MCR and MFS, and a PCR equal to the 
maximum LCR of an Ethernet cabie. The large source type corresponds to a possible 
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corporate. native ATM client directly attached to the ATM network with a large MCR 
and MFS. and a maximum PCR equal to the LCR of the switches. The medium 
source type fills in the gap between these two. The MBS values were determined 
using the steady state TCP throughput analysis. see section 4.3 .3. The minimum 
value was set to four times the MFS in order to accommodate the FRR algorithm2o. 
For the small and medium sources this value was sufficient. For the large source. 
however. an even larger value was required . 

The fifth parameter in Table 6 is the TCP window scale factor and this determines the 
maximum TCP window size. see the section on the window scale option in [26] for 
further details. The value of the TCP window scale factor was chosen in order to 
alloweach source type to increase it's window size to at least Wmax• the maximum 
steady state window size based on the MCR and MFS parameters. see section 4.3.2. 

The sixth parameter shown in Table 6 is the EMW lossless effective bandwidth eo. 
see section 5.2. This value is determined by the PCR< MCR and MBS traffic 
parameters in combination with the unreserved cell rate21 and buffer space reserved 
for OoS eligible frames at switch 3. If for a given mix of source types the sum of the 
eo values is smaller than or equal to the cell rate available for TCP/IP traffic then the 
mix will be admitled by the EMW lossless CAC algorithm. Table 7 shows one such 
admissible mix and this mix was used for the GFR simulations. Listed are the number 
of sources of each source type in each of the source sets 1 and 2. The total number 
of sources is 23 and the sum of their effective bandwidths can be shown to be 
equal22 to the unreserved bandwidth at switch 3. The network is therefore full in the 
sen se th at a new VC with an MCR greater than zero will not be admitled by the CAC 
algorithm. 

Source set 1 4 small 
3 medium 
1 large 

Souree set 2 8 small 
5 medium 

.... :: 2 large 

Table 7 Number and type of sourees in souree sets 1 and 2 

The seventh and final parameter listed in Table 6 is the value of the per VC discard 
threshold. needed for both the per VC and the per VC+ GFR implementations. These 
values were obtained by dividing the 3000 eells below the BEPD threshold amongst 

20 The FRR algorithm requires 3 duplicate ACKs to be received prior to retransmission of a discarded frame. Therefore a MBS 
minimum of 3xMFS is desirabie. However, simulations indicate that the first ACK triggered by an out of order segment is often 
not a duplicate ACK due to alterations in the window size field of the TCP header. Therefore, retransmission often takes place 
only after reception of 4 ACKs triggered by out of order segments, making a minimum MBS of 4xMBS desirabie. 

21 An alternative method would be to treat the DBR background traffic as a GFR connection with MCR=PCR in which case eo 
should be calculated with the totallink cell rate of the switch and not the unreserved cell rate. In this case this leads to higher 
values of eo. 

22 Actually the sum of the eo values is slightly larger than the available cell rate of 121667 celi/s at switch 3. However, as EMW 
lossless is very conservative (CLR=O) this will be ignored. 
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the sou rees in sou ree sets 1 and 2 proportional to their respective MCR values. 
Another option would have been to divide the 3000 cells equally between all sou rees, 
or to divide them proportional to the MBS. However, the Ascend CBX 500 allow per 
VC thresholds to be set proportional to the MCR, 50 this is what was implemented in 
the simulations. 

6.2.2 ABR 

This subsection completes the description of the setup used to simulate TCP/IP 
traffic over ABR in the native setup. Actually, the native setup used differs slightly 
from that shown in Figure 20 in that ACKs are no longer routed back independently 
over a separate switch, see Figure 22. Instead, ACKs are routed back in the opposite 
direction to the TCP/IP traffic, together with the periodic RM cells generated by the 
ABR congestion loop, see Chapter 3. The differing setup was used purely for 
simulation convenience. Routing the ACKs back over a separate switch or together 
with the RM cells does not significantly influence the simulation results. 
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Figure 22 ABR native setup 

At switch 1 the ACR value for each individual VC passing through is regulated by the 
ABR congestion controlloop existing between switch 1 and switch 3. Similarly, for 
switch 2 the ACR for each VC is regulated by the loop between switch 2 and switch 
3. Furthermore, each individual source-destination pair has it's own individual ABR 
congestion controlloop to regulate the ACR at the souree. Each souree periodically 
sends RM cells into the network and these are looped back by the destination. The 
intermediate switches along the VC update the explicit cell rate field in the RM cell 
according to the current value of the ACR in the switch, a mechanism also called 
explicit rate marking, see [17]. The sou ree then adapts it's own ACR according to the 
value specified in the explicit cell rate field. The interval between subsequent RM 
cells, denoted by T RM, was set equal to 30 ms. This value was also used for the 
congestion loops between the switches. 

Similar to the GFR setup, three souree types are defined, see Table 8, and the same 
souree sets are used as in the GFR simulation, see Table 7. For ABR a simpier CAC 
algorithm is used than EMW lossless. Now a VC is admitled only if the sum of the 
MCR values of all admitled VCs is less than cell rate unreserved in the network. 
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Souree sets 1 and 2 thus again form an admissible set. In fact, more VCs can be 
safely admitted but this was not done in order to compare the ABR and GFR 
simulations as fairly as possible. 

The first two parameters listed Table 8 are the ABR traftic parameters. The value of 
these was chosen identical to the values used in the GFR simulations, see Table 6. 
The third parameter listed is the initial cell rate (ICR) and it's value is given by 

ICR = MCR+ PCR -kMCR, 
2 

(30) 

with k=6. The ICR denotes the cell rate at which each souree type initially begins 
sending data, before the ABR congestion controlloop has had a chance to adapt the 
allowed cell rate (ACR). The formula used above corresponds with the formula used 
to configure the ICR in the Ascend CBX 500. In general, k can vary, allowing the ICR 
to range anywhere between the MCR and the PCR. A value of k=6 was chosen to 
limit the ICR in order so as not to immediately flood the network with data. 

MCR = 150 cells/s 
PCR = 23585 cells/s 
ICR = 516 cells/s 
RDF = 1/4 
RIF = 1/2048 
VCcong = 4 
TCP window scale factor = 0 
MCR = 4717 cells/s 
PCR = 58962 cells/s 
ICR = 5565 cells/s 
RDF= 1/4 
RIF = 1/128 
VCcong = 114 
TCP window scale factor = 1 
MCR = 23585 cells/s 
PCR = 365000 cells/s 
ICR = 28920 cells/s 
RDF = 1/4 
RIF = 1/128 
VCcong = 569 
TCP window scale factor = 4 

Table 8 Parameters of the three sou ree types used in the native ABR setup. 

The next two parameters listed in Table 8 are the RDF and RIF factors of the ABR 
congestion controlloop, see Chapter 3. The value of these was determined by using 
the ABR simulation tooi described in section 3.6. To this end, the 23 individual VCs 
listed in Table 7 were modelled by one aggregate VC, as detailed in section 3.1, and 
the background traftic was modelled as having fixed instead of exponentially 
distributed on and oft periods. The values of the RDF and RIF were then determined 
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by requiring that the CLR for the aggregate VC was equal to zero in both the slow 
and fast background scenarios23• This required a minimum RDF of at least 1/4 and a 
maximum RIF of at most 2-6. The values of the individual VC RDF and RIF 
parameters then follow from these two values in combination with the two fairness 
equations, see section 3.7, and the following two equations 

RIF x PCR = L RIF; X PCR; , 

(l-RDF)x ACR = 'I ACRj(l-RDF;) . 

Here, the parameters on the left side of the equations refer to the aggregate VC, 
whereas the parameters on the right side of the equation refer to the individual VCs 
which are indexed by the letter i. The idea behind these two equations is that, at the 
end of a time interval T RM, the updated ACR for the aggregate VC should be equal to 
the sum over the updated ACRi values. The resulting RDF and RIF values were then 
rounded down to the nearest 1/2k value, with kan arbitrary integer. This in line with 
the configurable RDF and RIF values in the Ascend CBX 500. 

The sixth parameter in Table 8 lists the value of the per VC congestion threshold. 
This is used in combination with the global congestion threshold Be, set at the Ascend 
CBX 500 default value of 2662 cells, to determine whether or not a VC is congested . 
A VC is defined as being congested if both the total number of cells in the buffer is 
greater than Be, and the number of cells in the buffer belonging to that VC is greater 
than VCcong• The value of the threshold was determined by sharing the 2662 cells 
below the global congestion threshold amongst all 23 VCs, each VC receiving an 
MCR proportional share. This is in line with the discussion on the per VC thresholds 
and fairness, see section 3.7. 

The final parameter in Table 8 lists the value of the TCP window scale factor, chosen 
identical to th at in the GFR setup, see Table 6. 

6.2.3 GFR lite 

This subsection completes the description of the setup used to simulate TCP/IP 
traffic over GFR lite in the native setup. The GFR lite implementation considered 
below is identical to GFR1 (no cell tagging) in all aspects except that cell marking is 
not allowed and all cells must be sent as CLP=O. As such, the implementation 
considered does not coincide with a standardised ATC. However, a proposal for an 
ATC similar to GFR lite has just recently been submitted to the ITU-T as a simplified 
variant of the GFR ATC. 

The reasons for simulating GFR lite are twofold : 

1. GFR lite with per VC scheduling based on the ABR congestion control loop can 
be implemented without requiring major modifications to the Ascend CBX 500 

23 The slow background scenario was determining tor the required RDF and RI F values. 
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switch architecture. In contrast, a per VC scheduling implementation of GFR 
would require major modifications, the reason only FIFO scheduling was 
considered, see section 6.2.1. However, being similar to GFR, the performance of 
su eh a GFR lite implementation ean be eonsidered indieative of how GFR would 
perform if a per VC seheduling meehanism were implemented instead of a FIFO 
seheduler. 

2. GFR lite has the potentialof being better suited for TCPIIP traffic than the GFR 
ATC. This is because GFR lite does not use the ClP bit, requiring less complexity 
from the network as illustrated by the buffer implementations used . 

The following two GFR lite implementations were simulated: 

1. UBR+, based on the buffer implementation shown in Figure 23 in combination 
with FIFO seheduling. Basieally, the implementation is the same as that used for 
the GFR simulations, see Figure 21, except that the EPD threshold BEPD is now 
set to 13000 cells24 instead of 3000 cells. The reason for this difference is th at no 
buffer is now reserved for OoS eligible frames above the threshold. A frame 
arriving at a switch is accepted if the number of cells currently in the switch buffer 
is below BEPD• If this is not the case then the frame is discarded, irrespective of 
whieh VC it belongs t~ . From the network viewpoint, UBR+ is thus very much like 
UBR with EPD. The main difference is that a minimum cell rate is guaranteed. 

BE PO 
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Figure 23 Schematic diagram of UBR+ buffer implementation 

2. ABR-, also based on the buffer implementation shown in Figure 23 but now in 
combination with per VC scheduling based on the ABR congestion loop. This 
implies that cells belonging to the individual VCs are emptied from the buffer at 
eell rates determined by the individual ACR values of these VCs. From the 
network viewpoint, ABR- thus resembles ABR with EPD. The main difference is 
that celiloss ean now oeeur. 

Three souree types were again defined, identieal to those defined in the GFR setup, 
see Table 6. Also, the EMW lossless CAC algorithm was again used and as the 
buffer available for eells belonging to OoS frames remains equal to 13000 eells, the 
two source sets given in Table 7 still form an admissible mix. Finally, the parameters 
of the ABR congestion controlloop were chosen identical to those used in the ABR 
setup, see Table 8. 

24 The value of 13000 cells was chosen somewhat arbitrarily. Lowering this value only decreases the buffer space available for 
Irattic and unduly restricts !he flow. Increasing !he value increases !he risk of buffer overflow and the subsequent forced discard 
of cells, leading to corrupt frames. The value of 13000 ceUs was found to be areasonabie compro'llise. 
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6.3 Router setup 

This section explains the router setup more fully, highlighting the differences with the 
native setup. The specific details of how each ATC was simulated in the router setup 
are given in the appropriate subsections. 

Figure 24 shows the setup used to simulate TCP/IP sourees indirectly attached to an 
ATM network via a router. Similar to the native setup, there are two sou ree sets 
labelled source set 1 and 2 respectively. However, unlike in the native setup, each 
source no longer has it's own individual VC connecting it to it's desired destination. 
Instead, all the TCP/IP traffic generated by the sources in source set 1 is transferred 
over one and the same VC between router 1 and switch 3. Likewise, all the traffic 
between router 2 and switch 3 is transferred over only one VC. The ACKs are routed 
back separately over switch 4. 
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Figure 24 Router setup 

Like in the native setup, background traffic is again fed into switch 3. This switch will 
therefore form a bottleneck in the network and congestion can be expected to occur 
as aresuit. 

Both routers are assumed to have a link cell rate equal to 365000 cells/s, identical to 
the link rate of the switches. The buffer size was set to 128000 cells, a value found to 
be large enough to avoid frame loss in the routers. Typically, router buffers are 
indeed large but this is primarily done to avoid the router architecture from influencing 
the TCP/IP performance. 

6.3.1 GFR 

This subsection completes the details of the setup used to simulate GFR in the router 
setup. The parameters of the two VCs setup between routers 1 and 2 and switch 3 
are given, as weil as the souree types making up source sets 1 and 2. The setup 
used was tuned so as to match as closely as possible the GFR simulations tor the 
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native setup. In this way the results for both the native and router setup can be 
compared more readily. 

The same GFR implementations as in the native setup were simulated, namely basic, 
basic+, per VC and per VC+ GFR, see section 6.2.1 . Three source types were again 
defined, also labelled smalI, medium and large respectively. Table 9 lists their 
respective parameters. 

Small LCR = 23585 cells/s 
MSS = 1488 bytes 
TCP window scale factor = 0 (65535 bytes) 

Medium LCR = 58962 cells/s 
MSS = 4464 bytes 
TCP window scale factor = 1 (2x65535 bytes) 

Large LCR = 365,000 cells/s 
MSS = 9072 bytes 
TCP window scale factor = 4 (16x65535 bytes) 

Table 9 Parameters of the three souree types in the GFR router setup 

The first parameter listed in Table 9 is the link cell rate (LCR) and denotes the 
maximum cell rate at which the source type can send frames to it's router. This value 
was chosen identical to the value of the PCR in the native setup, see Table 6. 

The second parameter in Table 9 is the TCP maximum segment size (MSS). A 
segment of this size is augmented with a TCP header of 20 bytes, an lP header of 20 
bytes and an AAL5 header of 8 bytes before being chopped in blocks of 48 bytes for 
placement in the payload of an ATM cell, see section 2.1. Therefore, a segment of 
MSS bytes results in (MSS+48)/48 ATM cells. The value of the MSS in bytes was 
chosen so as to result in the MFS number of cells given listed in Table 6. 

The third and final parameter listed in Table 9 is the TCP window scale factor already 
discussed in section 6.2.1. The values listed are identical to those in the native setup, 
see Table 6. 

The composition of the source sets 1 and 2 was kept identical to that in the native 
setup, see Table 7. 

Table 10 lists the values used for the parameters of VC 1, connecting router 1 to 
switch 3, and VC 2, connecting router 2 to switch 3. The first four parameters are the 
standard GFR traffic parameters, see section 2.3.1 . The MCR and MBS values were 
chosen equal to the sum over the source sets of the individual eo and MBS values in 
the native setup25, see Table 6. The MFS value was set equal to the maximum value 

25 Anolher oplion would have been 10 set Ihe MCR equal 10 Ihe sum of Ihe MCRs of Ihe individual VCs. However. as each VC 
has a dedicaled cell rale of e. al irs disposal in Ihe native selup. il was deemed fairer for Ihe sake of comparison 10 set the MCR 
equal 10 Ihe sum of Ihe individual e. values. 



used in the native setup. The PCR value was set equal to the maximum possible, 
namely the link cell rate of the routers. 

MCR = 42296 cells/s 
PCR = 365000 cells/s 
MFS = 190 cells 
MBS = 2590 cells 
eo = 42296 cells/s 
VCEPD = 1042 cells 
MCR = 79875 cells/s 
PCR = 365000 cells/s 
MFS = 190 cells 
MBS = 4804 cells 
eo = 79875 cells/s 
VCEPD = 1956 cells 

Table 10 Parameters of the two ves in the GFR router setup 

The fifth parameter in Table 10 is the EMW lossless effective bandwidth, see section 
5.2. The sum of these two effective bandwidths is identical to the sum of the 
individual effective bandwidths in the native setup. The two VCs can therefore be 
admitled onto the network by the EMW lossless CAC, as was the case with the VCs 
in the native setup. 

The sixth and last parameter in Table 10 is the per VC discard threshold which is set 
equal to the sum of individual per VC discard thresholds in the native setup, see 
Table 6. As there are only two VCs in the router setup, the effect of the per VC 
thresholds on the performance is expected to be less than that in the native setup 
where there are 23 VCs. 

6.3.2 ABR 

This subsection completes the description of the setup used to simulate TCP/IP 
traffic over ABR in the router setup. Actually, the router setup used differs slightly 
from that shown in Figure 24 in that ACKs are no longer routed back independently 
over a separate switch, see Figure 25. Instead, ACKs are routed back in the opposite 
direction to the TCP/IP traffic, together with the periodic RM cells generated by the 
ABR congestion loop. Like in the case of the ABR native setup, the difference is 
purely for simulation convenience. Routing the ACKs back over a separate switch or 
together with the RM cells does not significantly influence the simulation results . 

78 



, ... _!I q. !! ua ! J l , W I f IJ I M Wi l ! l.!.ll'''_'' " .. . ... 

Background 
traffic D 

2 

RM eells 

ACKs& 
RM eells 

Figure 25 ABR router setup 

e 

i 
n 
a 
t 
i 
o 
n 
s' 

In contrast to the native ABR setup, no RM cells are now generated by the TCP/IP 
sources. Only switch 3 periodically generates RM cells, sending them to either router 
1 or router 2. The interval T RM between subsequent RM cells was set equal to 30 ms, 
identical to the native setup. 

The same three source types as in the GFR setup were used, see Table 9, as weil as 
identical source sets, see Table 7. Table 11 lists the values of the parameters used 
for the two VCs. The first two parameters are the ABR traffic parameters and their 
values were chosen identical to the values used in the GFR setup, see Table 10. The 
third parameter is the ICR and it's value was determined using equation (30), as in 
the native ABR setup. Likewise, the values of the RIF and RDF parameters were 
determined by using the ABR simulator described in section 3.6, as was the case in 
the native ABR setup. Finally, the value of the per VC congestion threshold is listed, 
each VC again receiving an MCR proportional share of the 2662 cells below the 
global congestion threshold Be. 

Table 11 Parameters of the two VCs in the ABR router setup 
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6.3.3 GFR lite 

This subsection completes the description of the setup used to simulate TCP/IP 
traffic over GFR lite in the router setup. Only the UBR+ implementation was now 
considered as the ABR- implementation requires at least one additional switch to be 
added between the source and destination in the router setup in order for the ABR 
congestion controlloop to function. 

The three source types used were identical to those used in the GFR setup, see 
Table 9. Likewise, the source sets used were identical to those in Table 7 and the 
parameters of the two VCs are given by Table 10. 

6.4 Results 

This section presents and discusses the results of the simulations detailed in the 
previous sections. In subsection 6.4.1 the performance of the different ATC 
implementations are compared with respect to the number of cells transferred. In 
subsection 6.4.2 the same is done with respect to the number of frames. Subsection 
6.4.3 compares the implementations with respect to how efficiently each succeeds in 
utilising the total cell rate available in the network. Then, in subsection 6.4.4, the 
implementations are compared on the basis of how fairly the cell rate available in the 
network is shared between the competing VCs. Subsection 6.4.5 compares the 
implementations on the basis of how fairly identical sources are treated and finally, 
subsection 6.4.6 comments brieflyon the CLR. 

For completeness the seven different ATC implementations that were simulated are 
again listed here: 

1. Basic (GFR), 

2. Basic+ (GFR), 

3. Per VC (GFR), 

4. Per VC+ (GFR), 

5. ABR, 

6. UBR+ (GFR lite), 

7. ABR- (GFR lite). 

In addition two setups were considered, the native and the router setup, as weil as 
two background scenarios, the slowand the fast scenario. This leads to a total of 4 
different setup scenarios aptly named: 

1. Router slow, 

2. Native slow, 

3. Router fast, 
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4. Native fast. 

The ABR- GFR lite implementation forms an exception in that it was only simulated 
for the native setup and not the router setup, see subsection 6.3.3. 

6.4.1 MeR guarantee 

This subsection compares the different ATC implementations on the basis of either 
the mean cell rate achieved by the three different source types in case of the native 
setup, or the mean cell rate achieved by the two VCs in case of the router setup. Of 
particular interest is whether or not a mean cell rate equal to at least MCR is 
achieved. The differences between the results for the two background scenarios are 
also discussed. 

6.4.1.1 Native setup 

Figure 26 shows the mean cell rate achieved by the smal! source types in the native 
setup for both the fast and slow background scenarios. The horizontalline indicates 
the MCR equal to 150 cells/s. Clearly, all the ATC implementations under 
consideration achieved a mean cell rate higher than the MCR although, for the case 
of ABR and ABR-, this was only barely the case. 

Figure 27 similarly shows the mean cell rate achieved by the medium source types in 
the native setup as weil as the corresponding value of the MCR. Clearly, all ATC 
implementations achieve a mean cell rate in excess of the MCR. For the large source 
types, however, this is not always the case as is illustrated in Figure 28. Clearly, both 
the basic and per VC GFR implementations fail to utilise the guaranteed cell rate of 
MCR in the slow background scenario, and the basic+ GFR implementation 
succeeds in doing so only barely. The per VC+ GFR implementation, along with the 
other remaining ATCs do succeed in achieving a mean cell rate clearly in excess of 
the MCR. 
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Figure 28 Mean cell rate achieved by the large souree types in the native setup. 

Router setup 

Figure 29 shows the mean cell rate achieved by VC 1 in the router setup for both the 
slowand fast background scenarios. The horizontal line indicates the MCR equal to 
42296 cells/s. Clearly, all ATC implementations achieve a mean cell rate in excess of 
the MCR. Figure 30 similarly shows the mean cell rate achieved by VC 2 along with 
the corresponding MCR value. Now the basic and per VC GFR implementations 
achieve a mean cell rate only just equal to the MCR, whereas the other 
implementations have no problem achieving a cell rate in excess of the MCR. 
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Figure 29 Mean cell rate achieved by VC 1 in the router setup. 
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Figure 30 Mean eeU rate aehieved by VC 2 in the router setup. 

In general it is clear from all five figures that the cell rate achieved in the slow 
background scenario is always lower than that achieved in the fast background 
scenario. This indicates that the slow scenario resulted in sources pertorming a larger 
number of TGP slow starts. This is due to the severe congestion and subsequent 
frame 1055 which occurs when the volume of background traffic suddenly increases 
after being small for a relatively long period, see the ramp down analysis in section 
3.4. For the fast scenario this also occurs but as the fluctuations in traffic volume are 
more rapid they average out and the congestion resulting from a sudden increase in 
traffic volume is less severe. 

6.4.2 lep goodput 

lhis subsection compares the different ATG implementations with respect to the 
mean TGP goodput achieved by the three different source types. Here TGP goodput 
is defined as the number of bits of data received per second in complete, non 
duplicate frames at the destination. This does not include the overhead produced by 
TGP, lP and AAL5 headers. The differences in the results between the native and 
router setup are discussed, as weil as those between the slowand fast background 
scenario. 

If no partial or duplicate packets arrive then the ATM cell rate and the TGP goodput 
are related as follows: 

MSS 
TCP goodput = (A TM eell rate )x 48 x 8 x . 

MSS+48 

The factor 48 comes from the 48 byte payload of the ATM cell whereas the factor 8 
pertorms the conversion from bytes to bits. The MSS/(MSS+48) takes into account 
the lGP, lP and AAL5 headers, 48 bytes in total, see section 2.1. 
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Figure 31 shows the mean goodput achieved by the small source types. The 
horizontalline indicates the goodput that one would expect on basis of an MCR equal 
to 150 cell/s using the above conversion formula26. This value will be ca lied the MCR 
goodput. Clearly, all ATC implementations succeed in achieving a higher mean 
goodput than the MCR goodput, although the ABR and ABR- implementations 
succeed in doing so only barely. 

Figure 32 shows the mean goodput for the medium source type along with value of 
the corresponding MCR goodput. It is clear that for the native setup all ATC 
implementations achieve a goodput in excess of the MCR goodput. For the large 
source types, however, this is not the case, as can be seen in Figure 33. Both the 
basic and basic+ GFR implementations do not succeed in achieving the MCR 
goodput in the native slow setup scenario. The basic+ GFR implementation does 
succeed in doing so but only barely. 

In general it is clear from all three figures that the mean goodput is lower for the slow 
background scenario than it is for the fast background scenario. This is line with the 
lower mean cell rate in the slow scenario, see the previous section. With respect to 
difference between the native and router setup the three figures indicate a different 
trend. The small source types generally achieve a higher goodput in the router setup 
than in the native setup, the notabie exception being UBR+. This behaviour is 
reversed for the large source types. For the medium source types the goodput is 
roughly equal for both setup, at least for the GFR implementations. The reason for 
this behaviour is that in the router setup no distinction is made between different 
sources with respect to ClP tagging. All the traffic flowing to the routers from the 
individual sources is tagged as if originating from one virtual source. The net result of 
this is that the number of frames th at are tagged belonging to small source types wil! 
be lower in the router setup than in the native setup where tagging occurs for each 
source type individually, on the basis of the MCR. Similarly, the number of frames 
tagged belonging to large source types will be higher in the native setup as the large 
source types are no longer 'protected' by a large MCR value. 

26 The MCR value applies only to the native setup as in the router setup the three source types have no MeR traffic parameter 
defined. 
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86 



- ---------- -------------

I El Router Slow El Native Slow 0 Router Fast 0 Native Fast I 

16,5 -,-------- ------- - - ----, 

Basic Basic+ P er VC Per UB R + A BR AB R­

VC+ 

Figure 33 Mean goodput achieved by the large souree types 

6.4.3 Total ceU rate 

This subsection compares the different ATCs with respect to the total cell rate 
achieved by all the TCP/IP sources together. Here the total cell rate is defined as the 
sum of the cell rates achieved by the individual VCs. As the background traffic 
consumes an average cell rate of 100000 cells/s, see Table 5, and the total switch 
capacity is equal to 365000 cells/s, this leaves on average a cell rate of 265000 cell/s 
available for TCP/IP traffic. 

Figure 34 shows to what extent each ATC implementation was able to utilise the 
available cell rate of 265000 cells/s. Clearly, none of the implementations succeed in 
doing 50 completely, although UBR+ comes close. Also evident from Figure 34 is that 
the ranking of the various setup scenarios with respect to the total achieved cell rate 
is independent of the ATC implementation. Last in line, with alowest total achieved 
cell rate, comes the router slow setup scenario, followed by the native slowand 
router fast setup scenarios. First in line, with a highest total achieved cel! rate, comes 
the native fast setup scenario. That the slow scenario results in a lower total cell rate 
than the fast scenario comes as no surprise given th at the mean cell rate for the 
individual VCs was also lower, see section 6.4.1. That the native setup results in a 
higher total cell rate than the router setup is less obvious but can be explained by the 
drop in goodput achieved bythe large source types, see the previous section. The 
increase in goodput achieved by the smal! source types is obviously not sufficient to 
compensate this. 
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6.4.4 Fairness 
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This subsection compares the various ATC implementations on the basis of fairness. 
Two definitions of fairness are considered , equal fairness and weighted fairness, see 
section 3.7. For both definitions a fairness index is constructed and subsequently 
used to compare the performance of the different ATCs. The differences in fairness 
between the various setup scenarios are also discussed briefly. 

For both equal and weighted fairness the following fairness index is defined: 

F 
. . d Aehieved eelJ rate - (MCR + Fair share) 

aImess In ex = , 
MCR + Fair share 

where the definition of what constitutes a fair share depends of the definition of 
fairness used. The closer the index is to zero, the higher the level of fairness. For 
equal fairness a fair share is given by 

F
· h Sum aehieved eelJ rates - Sum MCRs 
ms~= , 

Number of YCs 

whereas for weighted fairness it is given by 

Fair share = MCR (Sum aehieved eell rates - Sum MCR) . 
SumMCRs 

Here summation refers to the summation over all the individual VCs. 

Figure 35 shows the mean value of the both indexes for the three source types in the 
case of the native slow setup scenario. Clearly, ABR and ABR- tend more towards 
weighted fairness than they tend towards equal fairness. This is not unexpected 
given the choice of RIF and RDF parameters, see section 6.2.2 . As to the various 

88 



----------------------------------------------

GFR implementations and UBR+, these tend neither towards equal fairness nor 
towards weighted fairness. Clearly, the small source types receive more than their 
weighted fair share. Of the various GFR implementations, the per VC+ 
implementation performs only marginally better, much less than one would expect on 
the basis of the per VC thresholds which are set proportional to the MCR. Worse still , 
the per VC implementation, which also implements per VC thresholds, shows no 
improvement whatsoever. 

These results are confirmed in Figure 36, which shows the mean value of both 
indexes for the native fast setup scenario. 

Figure 37 and Figure 38 show the indexes of the two VCs in the router slowand 
router fast setup scenarios respectively. The various ATC implementations now show 
neither a clear tendency towards equal fairness nor towards weighted fairness. In 
general VC 2 gets more than it's equal share but less than it's weighted share, and 
VC 1 vice versa. 
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Figure 35 Equal and weighted fairness indexes for the three source types in the native setup 
and slow background scenario 
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Clearly, the above figures illustrate th at the value of the fairness index is smaller for 
the router setup than for the native setup. This is only to be expected as in the native 
setup there are 23 separate competing VCs, whereas in the router setup there are 
only 2. The issue of fairness is much less relevant for the router setup than it is for 
the native setup. The background scenario does not seem to be of significant 
influence on the fairness index. 

6.4.5 Variation 

This subsection compares the various ATC implementations on the basis of the 
variation in the mean goodput achieved by sources of the same source type. 
Basically, two such identical sources should each achieve an equal goodput and the 
variation is thus also a measure of fairness. A variation index is introduced and 
subsequently used as a basis for comparison . The difference between the variation in 
the various setup scenarios is also briefly discussed , 

The variation index is defined as follows: 

Variation index = a 95 
, 

Mean achieved cell rate 

where U95 denotes the 95% confidence interval for the mean achieved cell rate, see 
Appendix 1. Ideally, if all identical sources received the same goodput then the 
variation index would be equal to zero, 

Figure 39 shows the value of the variation index for both the native fast and router 
fast setup scenarios. Clearly, ABR shows the least variation, with GFR lite in the 
native setup showing the greatest. Figure 40 shows the same behaviour for the slow 
background scenario. 
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Figure 40 Variation index for native (Ieft) and router(right) setup in the slow background 
scenario 

Glearly, Figure 40 iIIustrates that the variation in the router setup is smaller than that 
in the native setup for the case of the slow background scenario. This result is 
somewhat surprising as, given that the individual sources are all lumped together and 
treated as equal, one would expect the variation to be larger in the router setup. In 
the fast background scenario this is indeed the case although only slightly so. A 
possible explanation for th is behaviour is that the TGP traffic cycles of the various 
sources become synchronised in the router slow setup scenario. This can occur if 
during a period in which the network is congested each source loses at least two of 
it's frames. All the sources then initiate a new TGP slow start at approximately the 
same time. As aresuit the traffic pattern generated by identical source types is 
virtually identical, resulting in a smaller variation. For the native slow setup scenario 
th is TGP synchronisation is less likely to occur as each VG is tagged individually 
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implying that the chance of each VC losing at least two frames during a congestion 
period is smaller. 

6.4.6 CLR 

This subseetion eomments brieflyon the issue of the eeliloss ratio (CLR) for the 
various ATC simulations. As a maximum CLR in the order of 10-6 is the only OoS 
commitment specified by OoS cia ss 3, a violation of this maximum ClR thus implies 
a violation of the OoS commitment. 

For GFR the EMW lossless CAC algorithm was used and as aresuit the ClR for 
eells belonging to OoS eligible frames should be equal to zero, much lower than the 
upper bound of 10-6

. This was indeed the case for all four implementations as only 
CLP=1 eells were disearded and no CLP=O cells. 

For the GFR lite implementations EWM lossless was also used but the distinction 
between eells belonging to OoS and non-OoS eligible frames can now no longer be 
based on the ClP value as all cells have ClP=O. Instead, a formal distinction based 
on the F-GCRA is required, as in section 2.3.1. However, an alternative way to 
speeify the OoS commitment is to say th at the cell rate at which cells are delivered 
should at least be equal to the MCR, and that all these cells should belong to entire 
lP paekets only. In this respect GFR lite fulfills it's OoS eommitment. 

For ABR the CAC algorithm used simply reserves a cell rate equal to the MCR for 
eaeh ABR VC. However, there are now no non-OoS eligible frames and all frames 
are eligible for OoS commitments. It is up to the ABR congestion controlloop to limit 
the maximum ClR experienced and this can be achieved by tuning the RIF and RDF 
parameters, see Chapter 3. The ClR experienced was equal to zero for all 
simulations exeept the simulation in the native slow setup scenario. The ClR 
experienced in this simulation was in the order of 10-3 whieh is in violation of the 
maximum allowed CLR. This indicates that the values of the RIF and RDF 
parameters chosen based on the ABR simulator, see section 3.6, were not chosen 
eonservatively enough27 . This result is indicative of the diffieulty of tuning the ABR 
eongestion loop and the complexity of providing OoS commitments over ABR. 

Note that for ABR the ClR pertains to the total number of cells lost. For GFR and 
GFR lite, on the other hand, the CLR pertains only to the total number of eells lost 
belonging to OoS eligible frames. The total number of eells lost for GFR and GFR lite 
was always higher than the total number lost for ABR. 

6.5 Conclusions 

This seetion draws eonclusions regarding the suitability of the various ATC 
implementations simulated for the transfer of TCP/IP traffic. Based on the results 
diseussed in the previous section conclusions are first drawn for the native setup, and 

27 For a discussion on the reasons tor this discrepancy belween the Excel ABR simulator and the actual simulation of TCP/IP 
over ABR see Appendix 1. 
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then for the router setup. These conclusions are made based on the results for both 
the fast and slow background scenarios combined. The reason for this is that both 
scenarios represent extremes of the possible background traffic in a real network. 
The various implementations should therefore be able to perform for both scenarios. 

It is important to realise that these conclusions are only valid within the simulation 
framework used. For example, only a limited number of GFR, ABR and GFR lite 
implementations were considered while many more are possible, a notabie example 
being per VC scheduled GFR implementations. Also, it was assumed that the TCP 
version used byeach individual TCP/IP source was same. In a general internet 
environment various TCP versions, for example TCP Vegas, will be in use and this 
can greatly influence the performance results. Similarly, the same propagation delay 
was assumed between each TCP/IP source-destination pair. In a general internet this 
value will fluctuate depending on the physicallocation of source and destination. 
Another assumption is that there are no malicious users intent on violating their ATM 
traffic contract. Certain ATC implementations, for example UBR+, are notably less 
suited for protecting the network and other non-malicious users trom such violators. 

6.5.1 Native setup 

In this subsection conclusions are drawn about the suitability of the various ATC 
implementations for transferring TCP/IP traffic in the case of only one TCP session 
per ATM VC. The implementations are compared with respect to the CLR, the mean 
achieved cell rate and goodput, as weil as the total achieved cell rate, fairness and 
variation . Table 12 summarises most of these results, using a "+" and "-" to indicate 
whether a particular implementation performed weil or not, and a "0" to indicate that 
the implementation performed neither good not bad. 

Goodput Fairness 

o o 

+ + 

+ + + 

+ + 

+ + + 

+ 

CLR 
(OoS) 

+ 

+ 

+ 

+ 

+ 

+ 

Table 12 Summary of performance results for native setup simulations 

Of all seven implementations considered only the ABR implementation was unable to 
fulfill the OoS commitment in terms of a maximum CLR. One way to avoid this OoS 
violation would be to decrease the RIF and increase the RDF of the ABR congestion 
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control loop. However, th is leads to an inefficient use of network resources and does 
not preclude cell loss from occurring for a different simulation setup. This is due to 
inherent difficulty of having both the TCP and ABR congestion control mechanism 
operating simultaneously. As long as no cells are lost, only the ABR congestion 
contral mechanism functions. However, as soon as celiloss does occur, the TCP 
congestion contral mechanism also kicks in. This combination is potentially 
disastrous if both mechanisms are out of phase. To explain this, note that due to the 
TCP slow start algorithm a TCP/IP source does not behave as a greedy source from 
the viewpoint of the ATM network. A slow start decreases the volume of traffic 
generated bya source suddenly. This implies that the ACR of the source will 
increase linearly when the number of frames in the network draps below the per VC 
congestion threshold value. The traffic volume, in the meantime, increases 
exponentially implying th at the network will be flooded by a sudden surge of frames. 
This leads to more celiloss and new TCP slow starts, resulting in a vicious cycle. 

The only implementations that failed to utilise the cell rate equal to MCR reserved for 
them, were the basic and per VC GFR implementations. The reason for this failure 
lies in the TCP congestion contral mechanism which is triggered after frame discard 
has occurred. The TCP FRR algorithm efficiently retransmits frames but if it fails th en 
no new frames are sent until the timeout of the retransmission timer. This implies that 
the TCP/IP source is idle for a time equal to the TCP raund trip time. After 
retransmission a new TCP slow start is initiated and it takes a while for the volume of 
traffic to build up again . The relatively long retransmission time combined with the 
TCP slow start mechanism greatly reduce the number of frames sent into the 
network. The reason the basic and per VC GFR implementations fail to utilise the 
reserved MCR while the other implementations succeed, is due to the greater 
number of retransmission timeouts which apparently occur for these two 
implementations. 

TCP retransmission timeouts can also lead to duplicate frames arriving at the 
destination. These duplicate frames represent a waste of the cell rate used to transfer 
them and lead to a discrepancy between the achieved cell rate, an A TM performance 
parameter, and the achieved goodput, a TCP performance parameter. However, 
there were no implementations that achieved a cell rate in excess of the MCR but 
failed to achieve a goodput in excess of the MCR goodput. The basic+ GFR 
implementation, however, succeeded in doing so only barely. 

The UBR+ GFR lite implementation succeeded best in utilising the cell rate available 
in the network. Compared to the other GFR, FIFO implementations, this was because 
the UBR+ implementation used the switch buffers more efficiently. However, if a less 
conservative CAC algorithm than EMW lossless is used, then this difference should 
become less pronounced. The reason for this is that, for the buffer setup shown in 
Figure 21 , a less conservative CAC algorithm will admit a larger number of VCs than 
those listed in source sets 1 and 2, see Table 7. For GFR this implies that the buffer 
space above the EPD threshold can be used more efficiently. For UBR+, however, a 
less conservative CAC algorithm has little to no effect on the buffer usage. However, 
a less conservative CAC algorithm could have a detrimental effect on the CLR and 
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the cell rate achieved as more VCs compete for the same resources. The ABR and 
ABR- GFR implementations succeed least in utilising the available cell rate. This is 
due to the conservative ABR congestion loop which severely restricts the ACR. 

Only the ABR and ABR- GFR lite implementation are fair in the sen se of weighted 
fairness. All the other FIFO based implementations fail in sharing the available cell 
rate amongst the VCs in a fair way, either weighted or equal. 

The ABR implementation shows the least variation in goodput achieved by identical 
sources. Surprisingly, the ABR- GFR lite implementation shows the greatest 
variation. This can be explained by the location at which celiloss occurs. For all the 
implementations other than ABR-, celiloss only occurs at switch 3, see Figure 20. 
For ABR-, on the other hand, celiloss mainly occurs at the boundary switches, 
switches 1 and 2. Given that the number of sources in source set 1 is unequal to the 
number of sources in source set 2, and that the network resources available in switch 
1 and switch 2 are equal, the amount of competition between the sources in both 
source sets differs. For a given source in source set 2 therefore, cell loss will occur in 
switch 2 more often than it will occur in switch 1 for a source of the same source type 
in set 1. This results in a greater variation in the achieved goodput between sources 
of the same source type. 

In conclusion, the basic and per VC GFR implementations are not suitable for the 
transfer of TCP/IP traffic as they cannot pravide the required MCR rate guarantees. 
The ABR implementation would be ideal if no cell loss occurred but this can only be 
avoided if the ABR congestion controlloop is very conservative, resulting in an 
inefficient use of network resources. Besides, if cell loss does occur then the double 
TCP and ABR congestion contral mechanisms can cause the OoS commitments to 
be violated. In all, ABR is difficult to use for the transfer of TCP/IP traffic. 

More suited is the ABR- GFR lite implementation, especially if fairness is important. 
In section 6.2.3 it was argued that the performance of ABR- could be considered 
indicative of the performance of a GFR implementation using per VC scheduling. 
Such a GFR implementation should therefore also be suitable. However, in section 
2.3 it was already concluded that the GFR ClP bit distinction is of no use in the case 
of only one TCP session per ATM VC. GFR lite does not have this distinction and as 
a consequence is also easier to implement in the network than GFR. 

If fairness is not an issue then the UBR+ GFR lite implementation is most suited due 
to the efficient use of network resources. Of the two remaining GFR implementations 
the per VC+ implementation performs better. Again, the required ClP distinction 
unnecessarily complicates the GFR implementations. 

6.5.2 Router setup 

This subsection draws conclusions about the suitability of the various ATC 
implementations for transferring TCP/IP traffic in the case of multiple TCP session 
per ATM VC. The implementations are compared with respect to the ClR, the mean 
achieved cell rate and goodput, as weil as the total achieved cell rate, fairness and 
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variation. Table 13 summarises most of these results, using a "+" and "-" to indicate 
whether a particular implementation performed weil or not, and a "0" to indicate th at 
the implementation performed neither good not bad. 

'Impleme'ntation MC~ . ". Goodput Faimess Variation ClR 

i,;:, Guarantee (OoS) 
> 

.Basic 0 - - - + 
., '. .. <';;' 

Basic+ + - - - + 

PerVC !' 0 - - - + 
<. 

PerVC+ : + - - - + 

ABR 'i" ~:! : .•. + 0 - + + 

UBR+" · "J. + + - - + 

Table 13 Summary of performance results tor router setup simulations 

Both VCs in the router setup were able to fulfill the requested OoS commitments in 
terms of a maximum ClR for all of the implementations considered. Likewise, both 
VCs succeed in achieving a mean cell rate in excess of the reserved cell rate equal 
to the MCR in all of the implementations. With respect to the goodput achieved by the 
individual sou rees transferred over these two VCs, only the UBR+ GFR lite 
implementation succeeded in always achieving a goodput in excess of the MCR 
goodput as defined for the native setup. This implementation also succeeded best in 
utilising the cell rate available in the network. Of the four GFR implementations, per 
VC+ performed the best in this regard. 

With respect to faimess there is no clear reason to prefer one implementation over 
another. With respect to the variation of goodput between sources of the same 
souree type, the ABR implementation clearly performs the best. This implementation 
also showed the least variation in the performance results for the slowand fast 
background scenarios. 

In conclusion, in contrast to the native setup, all the ATC implementations considered 
are suitable for the transfer of TCP/IP traffic. The UBR+ GFR lite implementation, 
however, is preferabie due to the simple implementation and the efficient use of 
network resources. More complex implementations using ABR congestion control 
mechanisms or per VC thresholds provide little added benefit. The reason for this is 
th at there are relatively few competing VCs in the router setup due relatively large 
amounts of network resources reserved byeach VC. 

The per VC+ GFR implementation performs the best of all GFR implementations. 
This implementation has the added advantage over the UBR+ GFR lite 
implementation of the ClP distinction. In the case of multiple TCP sessions over the 
same ATM VC the ClP bit can be used to some advantage, as concluded earlier in 
section 2.3. 
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Chapter 7 Conelusions & Ree ommendations 

7.1 Conclusions 

Of all ofthe current ATM transfer capabilities (ATCs), the Guaranteed Frame Rate 
(GFR) and Available Bit Rate (ABR) ATCs are the most suited for the transfer of 
TCP/IP traffic. Chapter 2 reaches this conclusion after making a qualitative 
comparison of the current ATCs on the basis of the formallTU-T standard[17j28. As a 
result, the Deterministic Bit Rate (DBR), Statistical Bit Rate (SBR) and Unspecified 
Bit Rate (UBR) ATCs are all deemed less suited for the task of transferring TCPIIP 
traffic. 

A further comparison of the GFR and ABR ATCs requires the performance of TCP/IP 
traffic over both ATCs to be quantified. This is done in Chapter 6 where TCP/IP traffic 
is simulated over both ATCs and the simulation results are compared. In addition, a 
simplified variant of the GFR ATC, not using the celiloss priority (ClP) bit, is 
proposed under the name GFR lite and is also simulated. In order to be able to 
perform the simulations, choices were made as to how the ATCs should be 
implemented. Such choices are necessary because the formal ITU-T standard does 
not specify any specific implementation and there are many compliant 
implementations possible. Of the possible implementations four GFR implementation 
were considered, all based on a first-in-first-out (FIFO) buffer in combination with a 
frame discard mechanism, one ABR implementation was considered, based on the 
Ascend CBX 500 ABR implementation, and two GFR lite implementations were 
considered , one based on a FIFO buffer and the other on the Ascend ABR 
implementation 

A general conclusion that can be drawn trom the simulation results is that more than 
the ATC it is the implementation ofthe ATC that determines the actual performance. 
This is most clearly iIIustrated by the four GFR implementations considered . Of these 
four, only two implementations enable a VC to always succeed in achieving a TCP 
goodput in excess of what one would expect based on the cell rate reserved in the 
network for that VC. The effect the implementation has on the performance is also 
iIIustrated in Table 14 which clearly shows the trade-off th at exists between the 
network efficiency and the fairness, along with the complexity of the implementation 
required. Increasing the fairness of a given ATC requires a more complex 

28 GFR is currenUy still being standardised. 
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implementation of that ATC and this generally implies a less efficient usage of 
network resources. 

Implementation Efficiency 

UBR+ (GFR lite) 
Basic (GFR) 
Per VC (GFR) 
Basic+ (GFR) 
Per VC+ (GFR) 
ABR- (GFR) 
ABR 

Fairness Complexity 

Table 14 Trade-off between efficiency and fairness, along with the required implementation 
complexity. 

A more specific conclusion that can be drawn from the simulation results is that, 
within the framework of the simulation setup used and the ATC implementations 
considered, the GFR ATC and GFR lite variant are preferabie to the ABR ATC. There 
are a number of reasons for this. Firstly, ABR is not always able to fulfill it's quality of 
service (OoS) commitment in terms of celiloss. Of course, this may be due to the 
somewhat primitive ABR implementation considered. Secondly, GFR and GFR lite, 
especially the UBR+ variant, succeed in using the available network resources more 
efficiently than ABR does. The only advantage ABR has is that it is fair, sharing the 
available network resources amongst competing virtual connections (VCs) 
proportional to the cell rate reserved byeach VC. However, the ABR based GFR lite 
implementation also has this advantage and it can be expected that a GFR 
implementation based on per VC scheduling would also be comparably fair. Finally, 
GFR and especially GFR lite do not require an 'intelligent' ATM network interface 
card (NIC) as a NIC which marks all cells as ClP=O suffices. In contrast, ABR 
requires the NIC to be ABR compatible, implying that the NIC is required to be 
capable of generating resource management (RM) cells and adapting it's output cell 
rate. GFR and GFR lite are thus ideally suited for old, 'Iegacy' NICs and do not 
require a router or TCP/IP source to update it's NIC. 

7.2 Recommendations 

• The GFR1 variant of the GFR ATC should be implemented in operational ATM 
networks and used for the transfer of TCP/IP traffic between lP routers. The 
GFR2 variant is less suited for this purpose as it does enable the router to mark 
the traffic it considers important as ClP=O. 

• A simplified version of the GFR1 variant of the GFR ATC, not using the ClP bit, 
should be standardised and used for the transfer of TCP/IP traffic between 
TCP/IP end systems. This report proposes su eh a variant under the name GFR 
lite. 

• No more effort should be made to further standardise the GFR2 variant of GFR. 
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Summary 

Of the traffic currently transferred over the Internet, the largest part is generated by 
sources which implement the transmission control and internet protocols, TCP and lP 
tor short. This report investigates how such traffic can best be transferred over a 
network based on the asynchronous transfer mode (ATM). Such a network differs 
from a network based on lP in numerous ways, most notably in being able to provide 
quality of service (OoS) guarantees. 

There are a variety of ATM transfer capabilities (ATCs) which could be used to 
transfer TCP/IP traffic over an ATM network. Of these, this report concludes th at the 
Available Bit Rate (ABR) ATC and the new Guaranteed Frame Rate (GFR) ATC 
pro mise to be best suited for the transfer of TCP/IP traffic. 

ABR is unique as an ATC in th at it uses a congestion control mechanism in order to 
provide OoS guarantees. This report investigates an example of such a mechanism 
and it's effe cts on the transfer of TCP/IP traffic. Of special interest is the interaction 
between the ABR and TCP congestion control mechanisms. 

GFR is unique as an ATC in th at it specifically designed for the transfer of frame 
based traffic such as lP. GFR provides it's OoS guarantees by means of a 
connection admission control (CAC) algorithm. This report compares two such 
algorithms commonly used in operational networks in order to determine which is 
preferabie. 

In addition, this report introduces a variant of the GFR ATC under the name GFR lite. 
This non-standardised ATC variant has the advantage of being simpier than GFR 
without losing it's suitability for TCP/IP traffic. 

In order to quantify the performance of TCP/I P traffic over these three ATCs, a 
performance analysis is made based on a simplified network model. To quantify the 
expected performance in a real network environment simulations are performed. 

Based on the simulation results obtained, this report concludes that bath GFR and 
GFR lite are best suited for the transfer of TCP/IP traffic. The ABR ATC is considered 
less suited because it is difficult to both efficiently use the available network 
resources and to provide the required OoS guarantees. 



List of Abbreviations 

AAL 
ABR 
ACK 
ACR 
ATC 
ATM 
CAC 
CDV 
ClP 
ClR 
DBR 
EPD 
F-GCRA 
FIFO 
FRR 
GCRA 
GFR 
ICR 
lP 
ITU 
ITU-T 
lCR 
Mbps 
MCR 
MFS 
MSS 
PCR 
OoS 
RDF 
RIF 
RM 
SBR 
SCR 
TCP 
UBR 
VC 

ATM adaptation layer 
Available bit rate 
Acknowledgement 
Allowed cell rate 
ATM transfer capability 
Asynchronous transfer mode 
Connection admission control 
Cell delay variance 
Cell loss priority 
Cell loss ratio 
Deterministic bit rate 
Early packet discard 
Frame based GCRA 
First in first out 
Fast recover and retransmit 
Generic cell rate algorithm 
Guaranteed frame rate 
Initial cell rate 
Internet protocol 
International telecommunication union 
Telecommunication standardisation sector of the ITU 
Link cell rate 
Mega bits per second 
Minimum cell rate 
Maximum frame size 
Maximum segment size 
Peak cell rate 
Ouality of service 
Rate decrease factor 
Rate increase factor 
Resource management 
Statistical bit rate 
Sustainable cell rate 
Transmission control protocol 
Unspecified bit rate 
Virtual connection 
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Appendix 1 

In order to simulate TCP/IP traffic over an ATM network a modified version of the 
STCP simulator developed by Sam Manthorpe at the Laboratoire de Réseaux de 
Communication was used. STCP is an event-driven, queue based simulator based 
on the original TCP code found in BSD 4.4 Lite, also known as TCP-lite, see [28] . All 
important TCP mechanisms such as slow-start, congestion avoidance and fast 
retransmit and recover are supported. The source code of STCP can be freely 
downloaded from 
http://lrcwww.epfl.ch/-manthorp/stcp/. 

The modifications made to STCP source code are listed below: 
• Frame based tagging( F-GCRA) was added for the GFR simulations. 
• A CLP=1 EPD mechanism was added for the GFR simulations. 
• Per VC accounting in the switches was added for the GFR simulations. 
• lP rauter emulation was added for the router setup. 
• The ABR congestion contral mechanism implemented in the Ascend CBX 500 

was added for the ABR simulations. 

Verification 

As a first step the above modifications were fully tested to ascertain that each 
performed as expected . As a second step the entire simulation package was tested 
in order to verify th at it worked as expected. Two different methods were used to 
achieve this: 

• Theoretical 
Simulation results for a steady state network were compared with the theoretica I 
results for a steady state network obtained in Chapter 4. Similarly, the simulated 
behaviour of the ABR congestion control loop was compared with the behaviour 
expected from the analysis in Chapter 3. In the first case the simulation resu lts were 
shown to closely match the theoretically predicted results, as Figure 41 clearly 
iIIustrates. However, in the latter case discrepancies occur as can be clearly seen 
fram Figure 42. 

Initially, the simulated behaviour of the ACR in Figure 42 is identical to the theoretical 
behaviour. However, after a short while the behaviour begins to deviate. This is not 
unexpected, however, for the following reasons: 
The theoretical analysis in Chapter 3 assumes th at at the moment that the switch is 
ready to update the ACR, it also receives an RM cell informing it whether or not it 
may increase the ACR. In a real operational network this is an unrealistic assumption 
as an RM cell may arrive at a switch at any time and trigger an immediate ACR 
update. As aresuit the period between subsequent ACR updates f1uctuates. This is 
clearly iIIustrated in the above figure where the deviation first occurs because in the 
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simulations the ACR starts increasing again earlier than it does in the theoretical 
analysis. 
The theoretica I analysis is based on the assumption of a greedy ABR source which 
always sends as much data as the ACR allows. However, from the viewpoint of the 
ATM network a TCP/IP source is farfrom greedy as the TCP congestion control 
mechanism can lower the flow of TCP/IP traffic to below th at allowed by the ACR. 
Due to these differences, discrepancies in the behaviour of the ACR occur and 
propagate in time, resulting in widely differing behaviour. The discrepancies between 
the theoretical and simulated ACR behaviour therefore do not indicate that the STCP 
simulator is incorrect. On the contrary, the fact th at the behaviour is initially identical 
and that the subsequent behaviour is comparable is taken to indicate that the STCP 
simulator functions correctly. 
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Figure 42 Simulated and theoretica I behaviour of the ACR as function of time 

• Simulation 
The following TCPIIP over ATM simulations described in literature were 
reconstructed and simulated, allowing the obtained results to be compared: 

• 'A simulation study of TCP with the proposed GFR service category', Olivier 
Bonaventure, http://www.infoJundp.ac.be/-obo/biblio.html. In this article a 
similarly modified version of STCP is also used . Equivalent results were obtained 
to those listed in the article. 

• 'Evaluation of FIFO-based buffer management algorithms for TCP over 
guaranteed frame rate service', Omar Elloumi and Hossam Afifi, 
http://www.rennes.enst-bretagne.fr/-elloumi/. In this article the simulation 
package th at was used is not listed but, as different TCP versions are used than 
TCP-Lite (TCP Reno and TCP SACK), it is safe to assume STCP was not used. 
The GFR-FIFO simulations were rerun and comparable results were obtained. 

• 'Providing rate guarantees to TCP over the ATM GFR service', Rohit Goyal, Raj 
Jain, Sonia Fahmy, and Bobby Vandalore, hUp://www.cis.ohio­
state.eduHain/papers.html. In this article the simulation package used is not 
listed but as TCP SACK is implemented it is safe to assume that STCP was not 
used. The per VC threshold simulations were rerun and comparable results were 
obtained. 

Batch simulation 

STCP allows simulations to be divided into batches. A batch can be considered a 
sub-simulation of the same model, but with a different sequence of pseudo-random 
numbers. The state of the simulation model is reset at the start of each batch. 
Dividing a simulation into batches allows one to estimate the batch mean and the 



batch variance of most measurements, which in turn allows confidence intervals to be 
constructed. 

Consider a sequence of M measurements, Xm (m=O, .. ,M-1), of the same variabie in 
the model. If these measurements are divided into N batches of size bn (n=O, .. ,N-1) 
then let Yn denote the average of X within batch n. To calculate an estimate of the 
variabie X and the confidence intervals, the sample mean <V> and an estimation of 
the variance of Y, si, are calculated as follows: 

1 N - I 

<Y>=-LYn' 
N n=O 

1 N-I 

s; =--Z)Yn-<Y>Y. 
N -1 n=O 

Confidence intervals can then be constructed using <V> ± ak, with ak = k Sy and k is 
the appropriate ordinate from the t-distribution with N-1 degrees of freedom. In this 
report only the 95% confidence intervals (a9s) are used. For more details on batch 
simulations see for example [18]. 
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Appendix 2 

The ABR congestion control mechanism implemented in the Ascend CBX 500 ATM 
switch differs somewhat from the standard as defined in either [17] or [2]. The binary 
feedback mechanism is based on either BCM or CCRM cells, both proprietary RM 
cells. By means of these cells each VC can establish it's own ABR congestion control 
loop between any two given Ascend switches in the network. Both BCM and CCRM 
are backwards RM cells. The Ascend congestion loop does not use forward RM cells. 

The CCRM cells are generated periodically by a switch and the congestion indication 
(Cl) bit is marked in case of switch congestion. The BCM cells, on the other hand, are 
only generated periodically during periods th at a switch is congested and thus 
indicate congestion by default. The interval between subsequent CCRM or BCM cells 
will be denoted by T RM. 

Upon receiving either a CCRM cell with it's Cl bit marked or a BCM cell, a switch 
must lower the allowed cell rate (ACR) for the VC to which the cells belong. 
Otherwise, the ACR may be increased. The ACR update rules are as follows: 

ACR n ==ACR n•1 (l-RDF), 

ACR n ==ACR n.1 + RIF x PCR , 

where the index n numbers the subsequent updates. 

All ABR VCs share a common buffer but are served as if each VC had it's own 
private buffer, cells being emptied from this buffer at the ACR. Each VC also has it's 
own per VC congestion threshold which is used in combination with the global 
congestion threshold to determine whether a particular VC is congested. A particular 
VC is defined as being congested if both the total number of cells in the buffer 
exceeds the global congestion threshold, and the number of cells belonging to this 
VC exceeds the per VC threshold. 

The CBX 500 also implements a throttle queue. Cells served from the common ABR 
buffer are first placed in this queue which in turn is served by FIFO scheduler. The 
rate at which the throttle queue is emptied depends on the volume of the higher 
priority, non-ABR background traffic. The throUle queue implements a throttle 
threshold and while number of cells in the throttle queue exceeds this threshold then 
the common ABR buffer is not emptied. In addition, if the ACR of a particular VC is 
above the "fair bandwidth" it is decreased . Here the "fair bandwidth" for a given VC is 
defined by: 

MCR 
Fair; == " '(LCR - BCR) , 

~MCRj 

where BCR is short tor the background cell rate and denotes the cell rate reserved 
tor the background traffic, and the index i denotes VCi. 



In addition, an idle VC factor is also defined. This factor determines the maximum 
number of T RM intervals a VC is allowed to send nothing before being declared 'idle'. 
Once declared 'idle', the ACR of the VC is lowered to the initial cell rate (lCR). The 
idle VC factor protects the network from a source which is idle for a relatively long 
period, during which the ACR increases, and which then suddenly floods the network 
with traffic. An example of such a source is a TCP/IP source; the TCP slow start 
algorithm generates an exponential flood of traffic straight after the relatively long idle 
period it takes for the retransmission timer to expire. 

l 
I 
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