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This paper examines the performance of centralized and decentralized feedback controllers on a
plate with multiple colocated velocity sensors and force actuators. The performance is measured by
the reduction in either kinetic energy or sound radiation, when the plate is excited with a randomly
distributed, white pressure field or colored noise. The trade-off between performance and control
effort is examined for each case. The controllers examined are decentralized absolute velocity
feedback, centralized absolute velocity feedback control and linear quadratic Gaussian �LQG�
control. It is seen that, despite the fact that LQG control is a centralized, dynamic controller, there
is little overall performance improvement in comparison to decentralized direct velocity feedback
control if both are limited to the same control effort. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2163270�
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I. INTRODUCTION

Various control strategies can be used to control the vi-
bration of plates. They can be aimed specifically at control-
ling the kinetic energy of the plate �active vibration control,
AVC� or the sound radiation �active structural acoustic con-
trol, ASAC�. If a reference signal is not available, control
strategies are limited to the use of feedback controllers.
These can vary greatly in complexity. The complexity of the
controller is understood here to be determined by both the
number of states in the controller and whether the controller
is centralized or decentralized.

Decentralized, static gain control is the simplest form of
feedback control. If it is applied in a stable system where the
sensors and actuators are colocated and dual, then stability is,
in theory, guaranteed �Balas �1979�, Sun �1996��. In a prac-
tical situation, it can have the extra advantage that no con-
nections are required between different control locations
and/or a central processing unit and that actuator, sensor and
controller could be produced as identical modular units. De-
centralized feedback control has been examined by, amongst
others Elliott et al. �2002�, who compare the performance
using colocated force actuators and velocity sensors with pi-
ezoelectric actuators and velocity sensors. Gardonio et al.
�2004� gives an extensive review of control methods in
ASAC as well as examining the total sound radiation of a
panel as a function of a centrally set feedback gain for 16
control loops consisting of piezoceramic patches as actuators
and accelerometers as sensors. This means that sensor and
actuator are not dual and the stability of the feedback loop is
limited. Also, by limiting the system to have the same gain in
each control loop, the feedback gains are not optimal. Engels
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et al. �2004� compares centralized and decentralized, con-
stant gain control on a beam, but does not take the control
effort into account.

More complex controllers have also been examined.
Fuller et al. �2004� describes heterogeneous blankets for
AVC and ASAC, that essentially consist of numerous mass-
spring resonators. These resonators could be viewed as de-
centralized, colocated, dynamic feedback loops. Bingham
et al. �2001� examines different strategies in several single-
input–single-output loops applied to the same plate and
found that more complex strategies do result in better perfor-
mance, but the control loops were not dual, nor was control
effort examined. Clark and Cox �1997� compares LQG con-
trol and a centralized constant gain controller, optimized for
ASAC on a plate with dual control loops and showed that
constant gain, velocity feedback can be an effective alterna-
tive for dynamic controllers. Though the control effort
weighting was the same in the cost function minimized by
both control strategies, the actual effort may still have been
considerably different. Following-up on this work, Smith and
Clark �1998� compared the acoustic performance of static
feedback gains in different controller arrangements. Each
controller was used to minimize specific cost functions, but
now the control effort weighting was adjusted such that the
different controllers used the same control effort. For a single
channel controller, LQG control and static feedback control
were also compared. It was shown that designing for ASAC
did result in slightly improved sound reductions for all con-
trollers and that, for a single channel case with a large, dis-
tributed sensoriactuator, LQG control gave better perfor-
mance than static feedback control. However, the complexity
of the LQG controller makes it considerably more difficult to

implement.
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To select an appropriate degree of complexity for the
controller, the performance of the different strategies needs
to be compared on an even footing. In particular, the control
effort that is applied by the controller must be taken into
account, as optimization of the cost function for different
controllers tends to result in different control efforts. It is
also important to examine the trade-off between performance
and control effort for different controller designs to select an
appropriate amount of control effort. This paper will com-
pare the performance and control effort for a decentralized
constant gain controller, a centralized constant gain control-
ler and a centralized linear quadratic Gaussian �LQG� con-
troller. The controllers will be optimized for different perfor-
mance measures and different excitation spectra of a simply
supported plate. The different performance measures are the
kinetic energy of the plate or the sound power radiated into
the far field. The parameters of the plate used in the study are
listed in Table I and it is assumed to be excited by a spatially
completely random pressure field with a spectrum corre-
sponding to white noise. This is an idealization of a turbulent
boundary layer excitation, as in reality the spatial correlation
of turbulent boundary layer has some finite value �Maury et
al. �2002��. Colored noise is also examined. Sixteen equally
spaced, colocated actuators and sensors are assumed to be
arranged on the plate, as shown in Fig. 1. The actuators are
assumed to be ideal point force actuators and the sensors
ideal velocity sensors.

II. STRUCTURAL MODEL

The model of the simply supported plate, consists of a
modal model as described in Fuller et al.�1996�. The mode
shapes are defined as

�mn�x,y� = sin�kmx�sin�kny� �1�

with km=m� / lx and kn=n� / ly. The natural frequency corre-
sponding to the above mode is

�mn = ��EI/�h��km
2 + kn

2� . �2�

A small amount of damping, � is included in the response of
the modes. The response of the amplitude of each mode, amn,
to a harmonic point force, F��j��, acting at a point �x ,y� on
the plate then is

TABLE I. Variables of the plate used in the simulations.

E=7�1010 �Pa� �=2720 �kg/m3�
�=0.01 h=0.001 �m�
lx=0.247 �m� ly =0.278 �m�
fmax=3 �kHz� I=h3 /12 �m3�

FIG. 1. Equally spaced sensors and actuators. Each dot represents colocated

velocity sensors and point force actuator pair.
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amn�j�� =
4�mn�x,y�F��j��

M��mn
2 + 2j���mn − �2�

, �3�

where M is the total mass of the plate. If only a finite num-
ber, N, of modes is taken into account and the total response
of the system can be written in a state space model,

�ȧs

äs
� = � 0 I

− Ks − Ds
	�as

ȧs
� +

4

M
� 0

�
�Ft�t� , �4�

where as and ȧs are, respectively, vectors of the modal am-
plitude and modal velocity. The mode shapes taken into ac-
count are all the mode shapes with a natural frequency up to
fmax, which results in 60 modes taken into account. The
matrix Ks is a matrix with the squared natural frequencies,
�mn

2 , on its diagonal and empty otherwise. The matrix Ds

is also a diagonal matrix, but with the damping terms of
the denominator of Eq. �3�, 2��mn on its diagonal.

For the chosen mode shapes, the kinetic energy of the
plate at any particular point in time, can be calculated as the
sum of the squared modal velocities �Meirovitch �1986��

Jke =
M

8
ȧs

T�t�ȧs�t� . �5�

III. RADIATION MODEL

The modeling of sound radiation of a plate in an infinite
baffle is usually done in one of two ways, either by analyzing
modal radiation or the so-called radiation modes. Modal ra-
diation models the autoradiation and cross radiation of the
structural modes and has been used in several papers �Bau-
mann et al. �1991�, Thomas and Nelson �1995�, Clark and
Frampton �1999�, Vipperman and Clark �1991�� to examine
and implement ASAC. The radiation modes are velocity dis-
tributions of the structure surface that radiate sound indepen-
dently and are based on the work by Borgiotti �1990�, Elliott
and Johnson �1993�, and Borgiotti and Jones �1994�. These
velocity distributions vary with frequency but only slowly
so. By assuming that the velocity distributions do not change
with frequency, an approximation of the radiated sound
power can be obtained. This approach may be called the
fixed radiation mode approach �Cox et al. �1998�, Gibbs
et al. �2000�, Gardonio and Elliott �2004��. Gibbs et al.
�2000� called this method radiation modal expansion �RME�.
Though this approach is limited in the frequency range for
which it can accurately model the sound radiation, it requires
far less states than the full modal radiation approach, used by
Baumann et al. �1991�, as for RME the required number of
filters is equal to the number of radiation modes, rather than
proportional to the square of the number of structural modes
for the modal radiation approach.

In RME, a set of the most significantly radiating modes
is chosen at a specific base frequency. Then, the radiated
sound power of these modes is calculated at other frequen-
cies and filters are fitted whose squared response matches
these values. By calculating the input to each radiation mode
as a function of the modal velocities and then applying the
frequency dependent filters, the sound radiation Jac can be

estimated as
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ȧac = Aacaac + Bacȧs,

q = Cacaac + Dacȧs,

Jac = qT�t�q�t� , �6�

where aac are the states of the radiation filters, the matrix Bac

describes the excitation of the filters as a function of the
modal velocities, and Aac describes the dynamics. Cac de-
scribes the relation between the states of each filter and its
output and Dac is a direct feedthrough matrix of the structural
velocities to the cost variables.

Here, the 20 most significant radiation modes of the
plate at 1 kHz have been selected to model the radiation. The
inclusion of these filters in the state space model of Eq. �4�
leads to a modified state space model,


 ȧs

äs

ȧac
� = � 0 I 0

− Ks − Ds 0

0 Bac Aac

 as

ȧs

aac
� +

4

M
 0

�

0
�Ft�t� ,

q = �0 Dac Cac�
 as

ȧs

aac
� . �7�

IV. COST FUNCTION FORMULATION

The two goals of control are to minimize the kinetic
energy of the system or the radiated sound power. Also, the
control effort used to control the system should be limited.
The excitation of the system is assumed to be a random
signal in the time domain. Hence, the cost function is chosen
to be the time average or expectation, of the two values
mentioned above and the control effort, thus resulting in the
following expressions for the cost functions relating to ki-
netic energy, Jke, and sound radiation, Jac, respectively,

Jke = E�M/8ȧs
T�t�ȧs�t� + �uT�t�u�t�� , �8�

Jac = E�qT�t�q�t� + �uT�t�u�t�� , �9�

where u is the vector of control signals applied by the con-
troller and � is a weighting value of the control effort. To
compare the controllers fairly, � should be tuned such that
the control effort uT�t�u�t� is equal for each controller. Be-
cause the variables in the above equations are all dependent
on the random excitation of the system, it is useful to rewrite
them in terms of the expectation of the excitation.

Both of the above equations can be written in a more

general form,
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J = E�xT�t�Qx�t� + uT�t�Ru�t�� , �10�

where x are the states of the model, in this case, as, ȧs and, if
needed, aac. Equations �4� and �7� can then be written in a
general state-space form:

ẋ�t� = Ax�t� + Buu�t� + BdFt�t� ,

�11�
y�t� = Cx�t� ,

where the forcing term Ft�t� has been split into a disturbance
force Fd and a control force u. The matrices Bd and Bu are
structured in the same way as the matrix preceding the forc-
ing term Ft in Eqs. �4� and �7�.

If a feedback controller is used, the feedback gain is a
function of the states of the system and the states of the
controller. The terms u�t�Ru�t� and Buu�t� can then be re-
moved from Eqs. �10� and �11� without loss of generality, by
including the controller in the states x�t� and the matrix A.
The cost of the control effort can then be included in the term
xT�t�Qx�t�. To distinguish between the dynamics of the con-
trolled and uncontrolled system, the notation Ac is used for
the controlled system.

The states at any particular time are a convolution of the
matrix of impulse responses of the states to a change in any
of the states and the excitation of the modes by the distur-
bance,

x�t� = ��t� � BdFt��t� , �12�

where ��t� is the matrix of the impulse responses of the
states. This matrix is also known as the fundamental transi-
tion matrix and is equal to

��t� = eAct. �13�

Combining Eqs. �10� and �12� and including control effort in
the matrix Q, results in

J = E�xT�t�Qx�t�� = trace�QE�x�t�xT�t���

= trace�QE���t� � BdFt�t����t� � BdFt�t��T��

= trace�QE��
0

�

���1�BdFt�t − �1�d�1

��
0

�

Ft
T�t − �2�Bd

T�T��2�d�2	�
= trace�Q�

0

� �
0

�

���1�BdE�Ft�t − �1�

�Ft
T�t − �2��Bd

T�T��2�d�1 d�2� . �14�

Expectation E�Ft�t−�1�Ft
T�t−�2�� contains the correlations

in time between the disturbing forces. If these forces are
mutually uncorrelated, the matrix is diagonal. If the signals
are uncorrelated in time, the matrix is only nonzero if �1

=�2, in which case, the expectation is a constant matrix,

EFFT, and Eq. �14� simplifies considerably,
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J = trace�Q�
0

�

����BdEFFTBd
T�T���d�� �15�

or

J = trace��
0

�

�T���Q����d�BdEFFTBd
T� . �16�

No specific assumptions have so far been made on the loca-
tion of the excitation. As can be seen from Eq. �3�, the loca-
tion would influence the matrix Bd and thus also the cost
functions. In this analysis, the influence of the location of the
excitation is an undesirable complication. If it is assumed
that the excitation is a spatially completely random pressure
field, this is equivalent to assuming that all the modes of the
structure are excited equally, but in an uncorrelated fashion.
This can be shown by analyzing the correlation between the
excitation of the different modes.

Equation �4� describes how the modes are excited by
point forces. Consider now the excitation of a single mode
mn, fmn�t�, by a pressure field, p�x ,y�,

fmn�t� =
4

M
�

0

ly �
0

lx

�mn�x,y�p�x,y,t�dx dy . �17�

The correlation between a mode kl and mode mn would then
be, at any point in time

E�fklfmn� =
16

M2E��
0

ly �
0

lx

�kl�x1,y1�p�x1,y1,t�dx1 dy1

��
0

ly �
0

lx

�mn�x2,y2�p�x2,y2,t�dx2 dy2	
=

16

M2�
0

ly �
0

lx �
0

ly �
0

lx

�kl�x1,y1��mn�x2,y2�

�E�p�x1,y1,t�p�x2,y2,t��dx1 dy1 dx2 dy2. �18�

For a spatially completely random pressure field, there is no
correlation between the pressures at two different locations
and E�p�x1 ,y1 , t�p�x2 ,y2 , t�� is equal to 	�x1−x2�	�y1

−y2�E�p�x1 ,y1 , t�2�. It is furthermore assumed that
E�p�x ,y , t�2� is constant for different �x ,y�. Equation �18�
can then be rewritten as

E�fklfmn� =
16

M2�
0

ly �
0

lx

�kl�x,y��mn�x,y�E�p�x,y,t�2�dx dy

=
16

M2�
0

ly �
0

lx

�kl�x,y��mn�x,y�dx dy E�p�x,y,t�2� .

�19�

For the assumed, orthogonal mode shapes, the integral
�0

ly�0
lx�kl�x ,y��mn�x ,y�dx dy is nonzero only if kl=mn, when

it is equal to lxly /4.
If the pressure field is assumed to have a white spectrum

in time, as well as space, then Eqs. �19� and �16� can be

combined,
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J = trace��
0

�

�T���Q����d� Pw� �20�

with

Pw = � 4

M
�2�0 0

0 I
	 . �21�

Here, the magnitude of the expectation E�p�x ,y , t�2� is cho-
sen to be equal to 4/ lxly�N2 /m4� and 
�t� was assumed to
only describe the structural states, with the state space vector
x= �as

Tȧs
T�T. With this model, each of the structural modes is

excited and also taken into account in the cost function. If
acoustic radiation is examined, the matrix Pw needs to be
extended with zeros for the states of the acoustic filters. The
same should be done for the states of the controller if a
dynamic velocity feedback controller is included in the states
of the system. Spatially and temporaly uncorrelated excita-
tion can be used as a model for a turbulent boundary layer
excitation.

To model nonwhite noise, generally, extra states should
be added to the system to color the noise before it acts on the
system. However, for red noise, i.e., integrated white noise,
in a system using velocity sensors and a velocity dependent
cost function it can be shown that the shaping of the white
noise can also be done without adding extra states, as can be
seen from Figs. 2�a� and 2�b�. The following matrix can then
be used to calculate the red noise excitation,

Pr = � 4

M
�2��Ks

−1�TKs
−1 0

0 0
	 , �22�

where Ks is part of the matrix in Eq. �4�. This matrix should
again be extended with zeros if the acoustic filters or a dy-
namic controller are taken into account. Note that, though the
integrated white noise signal will tend to infinity at low fre-
quencies, the response of the system in terms of modal ve-
locity and radiated sound power, tends to 0. In Sec. V B 1 it
is shown that the cost function in Eq. �20� can be evaluated
using a solution of a Lyapunov equation as long as the sys-
tem is asymptotically stable. In that case both cost functions

FIG. 2. Equivalent ways of modeling red noise, if velocity sensors and
velocity based cost functions are used.
remain bounded.
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V. CONTROLLER DESIGN

In addition to the variations in the spectrum of the exci-
tation and cost function, three different controller structures
will be examined here; centralized constant gain velocity
feedback control, decentralized constant gain velocity feed-
back control and LQG control. For all three control struc-
tures it is assumed that absolute velocity sensors are used
with colocated point force actuators. All components are as-
sumed ideal and without time delays.

A. Linear quadratic Gaussian control

An LQG controller �Kalman and Bucy �1961�� consists
of two parts. One is the state estimator, which uses measured
data to estimate the states of the system under control as
accurately as possible. The other part is a feedback gain ma-
trix, with the estimated states as input, and the control signal
as outputs. The requirements for the use of LQG control,
namely, stabilizability and detectability are met for this prob-
lem, as the system under control contains no unstable modes.

The state estimator gives an minimum variance estima-
tion of the states, assuming a white noise excitation acts on
the system and an uncorrelated white noise is added to the
measured signals. If the excitation is not white noise, extra
filters can be added to the model to shape the excitation.
However, these filters should then also be included in the
state estimation and increase the complexity of the controller.

Under the assumptions set out in Sec. IV for the white,
spatially randomly distributed excitation, the matrix needed
to calculate the effect of the excitation is the matrix Pw. The
weighting of the sensor noise is chosen to be small compared
to the excitation and was set at 1�10−4 �m2/s2� for each
sensor for the white excitation. For red noise, the matrix Pr

has to be used instead of Pw. Also, the sensor signals are
much smaller and to keep the sensor noise small in compari-
son to the measured signal, the weighting of the sensor noise
is set equal to 1�10−10 �m2/s2�.

The other part of the controller, the feedback gain ma-
trix, would minimize the cost function in Eq. �10� if full state
information is available. Further details concerning the de-
sign of the LQG controller can be found, for example, in
Skogestad and Postlethwaite �1996�.

B. Constant gain controllers

When optimizing output feedback controllers, it is diffi-
cult to prove that a local minimum of the cost function is
also the global minimum. This is discussed by Levine and
Athans �1970�, who examines constant gain, output feedback
specifically. In this paper an algorithm is presented to find a
minimum of the cost function, but it is also noted this algo-
rithm is not guaranteed to converge. A different algorithm is
used here, which is discussed by Anderson and Moore
�1971� and is essentially a gradient descent algorithm. This
section describes how this algorithm is implemented for both
the centralized and the decentralized constant gain control-

lers.
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1. Centralized constant gain controller

Levine and Athans �1970� examined a general state
space model,

ẋ�t� = Ax�t� + Buu�t� ,

y�t� = Cx�t� �23�

with constant output feedback gain

u�t� = − Gy�t� . �24�

A cost function was used, which was similar to the one in
Eq. �10�. It was noted that, if the system starts at an initial set
of states x�0� and no further external excitation acts on the
system, the state at any particular time is given by

x�t� = ��t�x�0� , �25�

where ��t� is the fundamental transition matrix for the con-
trolled system, as defined by Eq. �13�. For this constant gain
output feedback controller, the matrix Ac is defined as

Ac = A − BuGC . �26�

Combining Eqs. �25�, �24�, and �10� results in the equation

J = xT�0��
0

�

�T�t��Q + CTGTRGC���t�dt x�0�

= trace��
0

�

�T�t��Q + CTGTRGC���t�dt x�0�xT�0�� .

�27�

It can be easily seen that this is similar to Eq. �20�, if
x�0�xT�0� is replaced by Pw. Pr is used when studying red
noise excitation. If the system is asymptotically stable and
the matrix Q is positive semidefinite, the cost function is
bounded and equal to �Kalman and Bertram �1960��

J = trace�KPw� �28�

with K the positive definite solution of the Lyapunov equa-
tion

K�A − BuGC� + �A − BuGC�TK + �Q + CTGTRGC�

= 0 . �29�

The derivative of the cost function, J, with respect to the
elements of the feedback gain matrix, G, is equal to

�J

�G
= 2RGCLCT = 2Bu

TKLCT, �30�

where K is the solution of Eq. �29� and L is the solution of

�A − BuGC�L + L�A − BuGC�T + Pw = 0 . �31�

Using the derivative of the feedback gain, a simple al-
gorithm can be formulated that will converge to a minimum
on the cost function, if started at an initial stabilizing con-
troller G0. The algorithm used here is similar to that in
Anderson and Moore �1971�:

�i� Calculate the cost Jk using Eqs. �28� and �29�. If k

=0, use the initial stabilizing controller G0.
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�ii� Calculate the derivative of the cost function �Jk /�Gk,
using Eq. �30�.

�iii� Update the gain matrix Gk according to

Gk+1 = Gk −
�

F��Jk/�Gk�
�Jk

�Gk
, �32�

where � is a small value to regulate the stepsize and F
denotes the Frobenius norm. This norm is included to
keep the stepsize in Gk independent of the size of the
values in �Jk /�Gk.

�iv� Check that the system is stable at these new gains and,
if that is the case, calculate the cost Jk+1. If the system
is no longer stable or Jk+1�Jk, reduce the stepsize �,
because the update has overshot the stability margins
or an area where the cost is lower. Repeat the previous
step and this step, until the system is stable and Jk+1

Jk, then repeat from the beginning.
�v� To stop the optimization, a suitable criterion can be

chosen, such as a sufficiently small update in the
gains, or a sufficiently small improvement in the cost
function.

Though it cannot be proved that the algorithm converges
to a global minimum, it is found in practice that the control-
ler does converge to the same set of gains, independent of the
choice of initial controller, the only exception is if the control
locations are extremely close together �Engels and Elliott
�2006��. Therefore, for ease of formulation, applying the
above algorithm will be referred to as optimization.

2. Decentralized constant gain controller

Geromel and Bernussou �1979� discussed the optimiza-
tion of a constant gain decentralized controller, for the same
system and cost functions as Levine and Athans �1970�. The
same algorithm can be used as for centralized control, except
that the initial stabilizing control matrix should be diagonal
and that the derivative with respect to the elements of the
gain matrix is equal to

�J

�G
= diag�2RGCLCT − 2Bu

TKLCT� , �33�

where diag denotes a function that sets all off-diagonal terms
of the matrix to 0.

VI. RESULTS

As noted above, it is important to compare the perfor-
mance when equal amounts of control effort are used. In this
study 16 equally spaced control locations are used, as indi-
cated in Fig. 1. At each control location, ideal velocity sen-
sors are assumed that are colocated with ideal force actua-
tors.

Figures 3�a� and 3�b� show the resulting expectation of
the kinetic energy and acoustic radiation when each of the
three controllers are optimized for kinetic energy and acous-
tic radiation, respectively. A white noise excitation is as-
sumed and the control effort weighting was adjusted such
that the expected controller effort was equal to 300 N2 for

each controller. The kinetic energy and sound power density
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around the first resonance frequency is reduced by about
25 dB dropping off to about 10 dB reduction at other reso-
nances. Despite the seemingly better performance of LQG
control in Fig. 3�a�, the integral over time �Eq. �20�� of ki-
netic energy was reduced by 5.5 dB for each of the control-
lers. For sound power, the reductions were 4.5 dB for LQG
control, 4.1 dB for centralized constant gain control, and
4.0 dB for decentralised constant gain control.

Figures 3�c� and 3�d� also show kinetic energy and
acoustic radiation, but with a red noise excitation instead of
white noise. The level of excitation is far less in this case and
so the control effort was now limited to 3�10−3 N2 for each
controller. The reductions in kinetic energy for the different
controllers at this effort are 22.3 dB for LQG control and
23.3 dB for both centralized and decentralized constant feed-
back gain control. For sound power the reductions are, re-
spectively, 19.7, 22.6, and 22.3 dB.

In this case LQG control performs less well than the
constant gain controllers. This is due to the extent of the
reductions that are achieved, which cause the sensor signals
to be in the range of the sensor noise that was assumed in the
design of the LQG controller. Though the level of the reduc-
tions achieved with this control effort are not obtainable in a
real situation due to the presence of sensor noise, the level of
control effort was chosen to emphasize the difference be-
tween the constant gain and LQG controllers. The reductions
that are achieved are much larger than in the white noise case
because most of the cost in the cost function is caused by the
energy in the first mode.

It is interesting to note that each of the gains in the
optimized constant gain decentralized controller were of
similar magnitude, but that the optimized centralized con-
stant gain controller also had off-diagonal gains that were of
the same order of magnitude as the on-diagonal gains.
Dispite the magnitude of these gains, they did not contribute
significantly to the reduction in the cost function.

The overall difference in the cost function is difficult to
see from these plots and it is not clear whether this level of
effort is most appropriate. Therefore, the overall reduction in
the expected kinetic energy and sound radiation reduction
should be examined as a function of control effort. These
values can be evaluated using Eqs. �28� and �29�. Figure 4�a�
and 4�b� show the change in kinetic energy and radiated
sound power as a function of the control effort for white
noise excitation, which has been computed by optimizing the
three controllers with varying control effort weightings. Still
higher control efforts can be achieved by using higher gains
in the control loops, but this results in worse, rather than
better performance. It can be seen that there is some advan-
tage in using LQG control rather than constant gain feed-
back, since for a given performance, the control effort is
slightly lower, but this difference is small. It should be noted
that for the control of sound power, the LQG controller re-
quires a total of 347 states.

Figures 4�c� and 4�d� show the results when the system
is excited by red noise. There are nearly no differences be-
tween the controllers for low control efforts, but the LQG
controller performs worse at higher control efforts, which is

again due to the fact that the LQG controller takes sensor
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noise into account in the design, but that no noise was taken
into account in the calculation of the cost function. These
graphs could also provide an important design tool in deter-
mining the correct trade off between performance and con-
trol effort for a given application.

From these figures it can be seen that there is little dif-
ference between the effectiveness of the different controllers.
For a white noise excitation there is some advantage in using
LQG control over constant gain control if acoustic radiation
is considered. However, these results were obtained with the
controller at particular points on the plate, where certain
modes cannot be controlled, as can be seen in Fig. 3�a�. It is
not clear how this affects the results obtained and whether
the same conclusions can be drawn for a different placement
of the actuators. Therefore the difference between the con-
trollers for a given control effort has also been examined for
randomly placed control locations. The number of control
locations was limited to 5. It was found that the differences
between centralized, decentralized constant gain and LQG

FIG. 3. Spectrum of expected kinetic energy �KE� and radiated sound pow
different controllers optimized to control kinetic energy and radiated sound
limited to 300 N2 for white noise excitation and 3�10−3 N2 for red noise.
frequency, red noise. �d� ac vs frequency, red noise.
control remain small, though LQG control did show slightly
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better performance in the case of white noise for both kinetic
energy and acoustic radiation. LQG control did not improve
the performance in the case of red noise excitation, because
of the amount of sensor noise considered in the design of the
controller.

VII. CONCLUSIONS

For the model problem considered, with 16 colocated
velocity sensors and point force actuators, there is little per-
formance gain in using centralized static feedback gain con-
trol or LQG control over decentralized static feedback gain
control, when similar amounts of control effort are used.
LQG control gives some improvement in performance in the
case of a white, randomly distributed excitation, but may not
be worth the added complexity of the controller. Similar re-
sults were also observed for five channel controllers with
randomly located control locations.

This seems to contrast with the work of Smith and Clark

c�, assuming white or red noise excitation, before and after control, using
r, respectively. The expected average control effort for each controller was
E vs frequency, white noise. �b� ac vs frequency, white noise. �c� KE vs
er �a
powe
�a� K
�1998� who saw a significant improvement at some frequen-
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cies, when using LQG control in a single channel controller
and a large distributed sensoriactuator. The frequency range
over which this improvement occurred was limited though
and results, on average, in only a small difference. Elliott
�2004� has noted that if the number of control loops is equal
to the number of controlled modes, then under idealized cir-
cumstances the effect of a decentralized constant gain con-
troller would be equal to that of a fully coupled modal con-
troller. Although in these simulations, 60 structural modes
were taken into account in both the model and the cost func-
tion, the total kinetic energy is dominated by a significantly
smaller number of modes, as can be seen from Fig. 3�a� for
white noise excitation, and an even smaller number for red
noise excitation, Fig. 3�c�. This may explain why, in the case
of red noise excitation, when there are only very few modes
contributing significantly to the cost function, there is hardly
any difference between centralized, decentralized, and LQG
control. Further research into the relation between the num-
ber of excited modes and the number of control locations for
which the difference in performance between dynamic con-

FIG. 4. Change in expected kinetic energy �KE� and radiated sound power �
controllers optimized to control kinetic energy and radiated sound power, re
effort, red noise. �d� ac vs effort, red noise.
trollers and static controllers becomes small, may prove in-
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teresting. Using piezoceramic actuators can be more practical
than a point force actuator and it would be interesting to see
if the use decentralized, constant gain control is as effective
in that case as here. The stability of constant gain feedback
controllers using such actuators does require careful attention
�Gardonio and Elliott �2004��.
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