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Abstract

Autonomous agents usually plan their actions. Sometimes
agents can benefit from cooperation, and sometimes they can-
not even do without resources from another. We can either
coordinate the plans of agents after they have constructed
their plans (plan merging), or we can plan the coordination
of agents. Plan merging can only be used for agents that are
able to (first) create a valid plan on their own.
We distinguish two ways to plan coordination. With service-
based plan coordination agents offer resources they can pro-
duce for others. With task-based coordination agents are al-
lowed to place requests for resources thay need. These forms
of coordination can be integrated in the plans, and be realized
by adapting existing planning algorithms at a few points. All
methods use a model of the state of the world and of actions
where a proposition is extended to describe all properties of
an available entity relevant for planning. Such a proposition
is called a resource, and can be exchanged among plans more
conveniently than propositions as used by, e.g., STRIPS. Ac-
tions consume all resources that are given as a precondition,
and produce the resources defined by the post-condition.

Introduction
When autonomous agents coordinate their actions, their
combined potential increases significantly. An agent that
plans its actions usually is far more efficient than a reactive
agent. Similarly, we expect that agents that plan their inter-
actions are more efficient as well. We would like to have
a method to plan the interactions among agents and com-
bine this with the use existing single-agent planning meth-
ods. Moreover, in this approach, (i) agents should be able to
decide themselves when they cooperate and which informa-
tion they share, (ii) agents should be able to request services
from other agents and include the results in their plans, and
(iii) agents should be able to offer services to other agents
and, upon a request, add these to their plans. Such a method
is called a multi-agent planning method (Georgeff 1984;
Mali & Kambhampati 1999).

An interaction between two plans occurs when the effect
of one agent’s action is used by the other. Usually, the ef-
fect of an actions is described by a set of propositions. We
propose to use a proposition for each physical object that the
agents can exchange. This proposition denotes that this ob-
ject is available and describes all attributes of such an object.

We call such a complex proposition a resource. First, we
give a more formal definition of a resource and we define ac-
tions as processes that consume and produce these resources.
Then, we describe two ways to plan the coordination of
agents: service-based coordination where an agent can of-
fer to produce certain resources, and a method where agents
publish requests for specific resources, i.e., task-based coor-
dination. A special form of task-based coordination is plan
merging. In this approach, agents first construct their plans
and then request replacements for resources in their plans to
be able to remove some actions.

Resources, actions and plans
The Action Resource Framework, abbreviated ARF, is based
upon work by Tonino et al. (Tonino et al. 2002; de Weerdt
et al. 2003). The ARF distinguishes two basic notions in
planning: resource (facts) and actions. Goals and plans are
derived notions that are defined using resources and actions.

A resource is an object that is relevant to an agent with
respect to the planning problem at hand. Such a resource is
either a physical object such as a truck or a block, or an ab-
stract conceptual notion such as the right to do something.
To describe the connection between a resource and the (cur-
rent) state of the world it is in, we use the notion of a re-
source fact. A resource fact specifies the state of a given
resource. Syntactically, a resource fact is denoted by a pred-
icate name together with a complete specification of all its
attributes. The predicate name serves to indicate the type of
resource mentioned in the fact (e.g., a carrier cycle or a taxi).
To uniquely identify resource facts, a special attribute iden-
tity is used to distinguish it from other resources having the
same type and possibly the same values of their attributes.
Because of the special nature of this identifier, we denote a
resource of type
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with identifier � and attributes �������	�	���
���

of sorts  � ���	�	���  � respectively, as
���
� � ���  � ���	���	�
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When the values of all attributes of a resource fact are
ground, i.e., they are constant, we call this a ground resource
fact. However, attributes may also be variables or functions.
In this case, a resource fact describes a set of ground re-
source facts (instances) of the same resource type.

Goals can be efficiently specified by such general re-
sources. Usually, a set of goals � is specified by a set of
resources �����	�������	�	��������� . We say that a set of goals
� is satisfied by a given set of resources � , abbreviated by



�! �"� , if there exists a ground substitution # such that
�$#&%'� , i.e., there is a set of ground instances of the goals
that is provided by the resources in � . Two resources ( � and
(�) are called compatible, denoted by ( �+* (�) , when they are
equal except for the value of their identity attribute.

The state of the world (as far as it is relevant to a plan-
ner) is modeled by the set of resource facts that are true at
a certain time point. Possible transitions from one state to
another are described by actions. An action is a basic pro-
cess that consumes and produces resources. An action , has
a set of input resources -/. � , � that it consumes, and a set of
output resources 02143 � , � that it produces. Furthermore, an
action may contain a specification of some variables occur-
ring in the set of output resources as parameters 5�687
629 � , � .
To ensure that output resources are uniquely defined, these
resources may only contain variables that already occur in
the input resources or in the set of the parameters.

An action , can be applied to a set of (ground) resources
� if a ground substitution # exists such that -/. � , � #:%;� .
Application of this action to � results in consuming the set
-/. � , � # of input resources while producing the set 02143 � , � # .
The result of , applied to � (under # ) therefore is a resource
transformation: starting with � , the set �&<=-/. � , � #?>@02143 � , � #
is produced.

We define plans over a set of actions A as structured ob-
jects composed of actions in A . First of all, we have to
specify how actions are interrelated. To this end, we use
the notion of a dependency function. Plans are composed of
partially ordered actions. A dependency function B specifies
an immediate dependency of input resources of an action on
output resources of another action, so B can only specify a
valid dependency if (i) the resources involved are compatible
and (ii) B generates a partial order between the actions.

The first requirement is met if there exists a substitution
# such that for two resources ( and (8C , B � ( � �D(2C implies
(�# * (2CE# , that is # is a unifier for every pair of resources� (2�FB � ( ��� . In particular, we are looking at a most general
unifier (mgu) # with this property.

The second condition requires that there are no loops in
the dependency relation between actions generated by B : we
say that , directly depends on , C , abbreviated as , CHGJI , , if
resources (@KL-/. � , � and (8C?KM08143 � ,2C � exist such that B � ( � �
(2C . Let NOI�� GQP be the transitive closure of G I . Then the
second condition simply requires N I to be a (strict) partial
order on A .

A plan is a triple
� A@�
B���# � where A is the set of actions in

the plan, B is a partial order on the actions in the plan, and #
is a mgu, such that the requirements above are met.

Given a plan RS� � A@�FBT�
# � , the set of input resources
of a plan, denoted by UV. � R � , is the set of resources
��(�#: WB � ( � �YXZ� not depending on other resources in the
plan. The set of output resources denoted by [\143 � R � is the
set ��(�#] TBT^ � � ( � �_XZ� of resources that are not consumed
by actions in the plan.

A problem consists of a description of the initial state,
the goal state, and the set of actions that may be used in a
plan. The goal and the initial state can both be described
by sets of resources. Resources that are not used as a goal
or as an input of another actions are called free resources.

These free resources of an agent play an important role in
plan coordination methods, because they may be used by
other agents.

Plan coordination methods
Service-based plan coordination
Service-based coordination is based on the idea that an agent
can use the capabilities of other agents. To implement
service-based coordination we need to add the following to
an existing planning algorithm.
` The problem should be modeled in terms of resources.
` Agents need to determine what services they are able to

offer. This can be simply all resources they produce in
their plan and do not need themselves (free resources),
or it can be a fixed set of resources they are always able
to produce. Furthermore, an agent may also try to deter-
mine resources they are able to produce using an addi-
tional planning algorithm.

` We need a structure to distribute the offers of services
efficiently, for example by using an organized black-
board (Corkill 1991) or an auctioneer (Wellman et al.
2001).

` Agents need to be able to use such offers in their plans.
In the planning process, choices are made to reduce the
set of potential solutions (plans), according to the theory
of refinement planning (Kambhampati 1997). The most
common of these choices is to add an action to a partial
plan. In a multi-agent system, agents can also include the
effect of services, i.e., one or more resources, offered by
other agents. Such an effect of a service can be included
in the plan of an agent as a special action.

An alternative to exchanging services is to let an agent
inquire whether other agents can provide the resources it
needs, without knowing which agent is able to provide these.
This is called task-based coordination.

Task-based plan coordination
Another solution to planning problems in a multi-agent envi-
ronment is when agents are able to request missing resources
from others without knowing beforehand which other agents
are able to provide them these resources.

In this case, the contract net protocol (Davis & Smith
1983) can be used to coordinate the communication between
requesters (managers) and providers (contractors). This pro-
tocol uses three types of messages.
` TASK

�ba � �
� �	� is sent by the requester agent to announce
a task to get from a state

a � to a state �c� . The agent that
sends this message is called a provider (for this specific
contract). Usually, such an announcement is sent to many
other agents.

` BID
�da ) �
R ) �F� ) �Fe � contains information about in what

way an agent ( �4) ) can deal with (part of) the task: an al-
ternative initial state

a ) , an alternative goal �f) , for which
holds that � )hg �Z�ji�lk , and a plan R ) to attain this goal
from this initial state. This message can also include the



costs the requester has to pay if it awards this agent � ) the
task

�ba ) �F� ) � . In multi-agent systems where agents do not
trust each other, the plan RW) may be omitted.

` AWARD
�ba	m �
R m �
� m � is sent only to an agent from

which the requester previously has received a
BID

�ba )n�FR=)��
�o)n�
e � . This means that the requester is
prepared to pay the costs e for a subplan R m of RW) .

When a requester has received enough bids
�da ) �
R ) �
� ) � to

attain its goals, it needs to find a selection of these bids, and
a series of operators such that the combination is an adequate
plan. One possible way to do this, is by adding all received
bids as actions to the set of possible actions, and using a
refinement planning algorithm. For each bid where a (part
of its) plan is used, the agent should receive a corresponding
REWARD message.

Once a requester has awarded one or more agents with
parts of the task, these results can be incorporated in the
plan of the requester with the found plan operators. For
the providers, the award

�da	m �
R m �F� m � is added to their ini-
tial resource, their plan (using the addition operator), and
their goals, respectively.

Plan merging
An instance of task-based coordination is plan-merging (de
Weerdt et al. 2003). To facilitate the exchange of resources,
we assume one of the agents, or a trusted third party, acts as
the auctioneer. The auctioneer starts with announcing a min-
imal required potential cost reduction. All agents deposit re-
quests that have at least such a potential cost reduction with
this auctioneer. Each request corresponds with the removal
of an action from an agent’s plan. The auctioneer deals with
the request with the highest potential cost reduction first.
Right before the auction is started, the requesting agent ( � � )
is asked for the specific set of resources that has to be re-
placed by resources of other agents. This set is not already
included in the initial request, because agents may give re-
sources they could use themselves to other agents (that had
requests of a higher priority).

To put up an auction for a request of an agent � � , the set
of requested resources is sent to each agent, except to � � .
The agents return all their free resources for which there
is a compatible one in the request set prqFs	1TqVtu3dvHq	3 , and in-
clude the price of each of their offered resources. When all
bids (collected in �oC ) are collected by the auctioneer, it se-
lects for each requested resource the cheapest bid. If for
each resource in prqFs	1TqVtu3dvHq	3 a replacement can be found,
the auctioneer tells the requesting agent � � that it may dis-
card the corresponding action(s). The replacing resources
� C C are marked as goals for the providing agents, and be-
come additional ‘initial’ resources for agent � � . If not all
resources can be replaced, the request is retried after com-
pletion of all other requests. This process is repeated until
none of the auctions has been successful.

In (de Weerdt et al. 2000; 2003), we have already pub-
lished a variant of this algorithm. In these original ver-
sions, all requests are collected once, in the beginning, and
no threshold is used. This has mainly consequences for the
order, and the frequency of the requests that could not be

fulfilled in their first round. In the version presented in this
thesis, failed requests have a retry at each step, not only at
the end.

The plan-merging algorithm is an any-time algorithm
(Dean & Boddy 1988), because it can be stopped at any
moment. If the algorithm is stopped, it will still return an
improved set of agent plans, because this algorithm used a
greedy policy, i.e., dealing with the requests with the largest
potential cost reduction first.

Discussion
A conventional model for cooperative multi-agent systems
assumes that each agent makes its own plans and then
(partly) shares them with other agents to detect helpful or
harmful interactions (de Weerdt et al. 2003; Foulser, Li,
& Yang 1992; Rosenschein 1982; Stuart 1985), for exam-
ple by applying additional restrictions to the construction
of plans (Yang, Nau, & Hendler 1992). These methods are
called multi-agent plan merging methods. In general, how-
ever, it is not always possible for each agent to first construct
its plan and then to coordinate. Therefore, we study the in-
terleaving of planning and coordination.

(Generalized) Partial Global Planning (PGP) (Decker &
Lesser 1992; Durfee & Lesser 1987; Durfee 1999) is a tech-
nique to build such systems where agents communicate parts
of their local plans to build plans that are partially global.
These partial global plans specify the relations among ac-
tions, and can be used by agents to adapt their local plans to
other agents’ actions. This approach provides a framework
to exchange crucial information in specific domains to pre-
vent conflicts and potentially exploit positive interactions.

Most solutions to multi-agent planning problems, such as
PGP, consist in fact of two parts: on the one hand planning
methods such that each agent can find a plan for itself, and
on the other hand coordination methods for the plans of the
agents. The purpose of this research is to develop a dis-
tributed algorithm that plans the coordination.

By coordinating plans, agents can become more efficient.
For our proposed plan merging algorithm, including more
agents in the coordination process leads to more efficient
plans. We expect even better results using the coordinated
planning algorithm. Both algorithms use a resource oriented
view on the world, and can be combined with most existing
planning techniques.

However, we have not discussed how to deal with
agents that cannot or do not fulfill their contracts. Nor
have we proposed a good way to reward agents that offer
services and share resources. These issues are future work.
Inaddition, we need to look at a more dynamic version
of the proposed algorithm where planning, replanning
and execution are integrated. Even then, this approach
cannot be used in open multi-agent environments (e.g.,
the internet) before a way is devised to deal with different
ontologies (i.e., what are the resource in this domain), and a
standard for agent communication and negotiation is chosen.
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