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Abstract

Data security has become more important over
the last few years as data sharing over the
world has become trivial. Data ownership
therefore becomes critical as data can be very
valuable and vulnerable to theft. Watermark-
ing is a technique that can help data owners
prove ownership over their data. In this pa-
per, an approach is presented to watermark
data that is gathered over time, such as weather
data. With this research, we propose an adap-
tation of an existing audio watermarking tech-
nique developed in [1]. The adapted algo-
rithm embeds a bit stream into a non-medical
time series dataset by calculating the Discrete
Wavelet Transform coefficients and modifying
their magnitudes. The algorithm shows good
robustness against a small range of data mod-
ification attacks but lacks capability in larger-
scaled attacks. In addition, the proposed algo-
rithm does require additional research to use it
in a professional setting.

1 Watermarking
Watermarking is a technique where one can embed
pseudo-random noise into a form of data, which should
only be able to be extracted by the owner if needed.
When the watermark is present, the owner can prove the
data belongs to them by verifying their watermark. For
any watermarking algorithm, it is important to have im-
perceptibility, robustness and security [7]. Impercepti-
bility refers here to the degree that the data is changed
because of watermarking, robustness refers to the degree
how well a watermark can be extracted after manipulat-
ing the watermarked data in various ways and security
refers to how easy or difficult the watermarking algo-
rithm is to break.

Over the past decades watermarking has been a highly
researched topic as can be seen by the large quantity of
publishes throughout the area [10]. It has several appli-
cations in multiple fields. Especially in media data such
as audio and video, extensive research has been done to
find suitable watermarking techniques [8]. However, in
non-media data, there is a lack of knowledge of suitable
watermarking techniques compared to media instances.

This research aims to contribute to the area of water-
marking time series data which is a form of non-media
data. Research has been done in watermarking medical
time series but not in different applications of time se-
ries data. Researching effective ways to watermark non-
medical time series is relevant because any form is data
can be valuable in these times and therefore it is impor-
tant that no form of data is neglected in research. This re-
search will introduce a novel algorithm for watermarking

non-medical time series data using an audio watermark-
ing algorithm introduced in [1]. The reference algorithm
is blind which means that the algorithm does not need
the original data to retrieve the watermark. It calculates
the 6th-level Discrete Wavelet Transform (DWT) coeffi-
cients of the data. For each of these coefficients, it em-
beds a randomly generated bit. This is done by changing
the magnitude of the coefficient to either the closest (nth)
or the (n+1)th Fibonacci number in the sequence based
on the generated bit and the value of n. More informa-
tion on the original and adapted algorithm can be found
in Sections 2 and 4 respectively.

Watermarking time series data using the DWT has
been done already, but to our knowledge, it has only been
applied in medical applications, such as in [11]. This al-
gorithm is blind and machine learning (ML) based. The
algorithm uses an ML model to retrieve the binary image
it uses as a watermark. As the reconstruction of medical
signals is the main focus of this algorithm as it is vital in
the process of helping diagnose people effectively, this
algorithm might not be the best for every other time se-
ries application. Therefore, the purpose of this research
is to focus on non-medical time series data which is any
form of data that is gathered over time that has a non-
medical application.

This paper will be structured as follows, in Section 2
relevant papers are discussed that are based on similar
research areas. Afterwards, some necessary topics are
explained in Section 3 and the developed algorithm is
portrayed in Section 4. Section 5 examines the experi-
ments being done to test for robustness and impercepti-
bility. The ethical implications of this research are con-
sidered in Section 6 after which the results are analysed
in Section 7. This report discusses future work in Section
8 and concludes with Section 9.

2 Related Work
2.1 Audio Watermarking
Attari et al. proposed an audio watermarking that uses
6th-level DWT coefficients to embed a bit stream as a
watermark [1]. They achieve this by dividing the coeffi-
cients into frames, assigning a bit per frame and finding
the closest Fibonacci number per coefficient to its mag-
nitude. Based on the assigned bit to the frame containing
the coefficient and the Fibonacci number, they change
the magnitude of the coefficient to either the closest Fi-
bonacci number or one number higher in the Fibonacci
sequence. To prove ownership over the data, they extract
the watermark by following most of the same steps as
with the embedding process. However, per frame, they
find the closest Fibonacci number to each coefficient. If
more of the found Fibonacci numbers are at even posi-
tions in the Fibonacci sequence, the embedded bit in the
frame should be a 0, otherwise a 1. As the bit stream is
randomly generated, the algorithm is hard to break and
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therefore has a high level of security. Attari et al. claimed
the algorithm to have high robustness against various at-
tacks. In addition, the algorithm provides a trade-off be-
tween imperceptibility and robustness which makes it us-
able for multiple applications as the frame size of the al-
gorithm can be tuned.

A related algorithm is proposed by Fallahpour et al.
in [5]. They propose a similar algorithm which uses the
Fast Fourier Transform (FFT) coefficients and gives the
possibility to tune parameters, like the frequency band
of the signal that is used for embedding the watermark
and the frame size, based on the required capacity and
robustness. As FFT coefficients do not store information
about time, this algorithm is only suited for specific audio
applications.

Fallahpour et al. also proposed a related algorithm in
[4] in which they propose to use the 2nd-level DWT co-
efficients and the average value of each frame instead of
the Fibonacci sequence to change the magnitude of some
of the coefficients. This algorithm is a bit more outdated
than the previous two as the parameters to show perfor-
mance, the bit error rate (BER) and objective differential
grade (ODG), are worse compared to the previous two
discussed algorithms.

2.2 Medical time series data
Regarding time series data, medical applications have
been more popular in research. In this section, a few de-
vised watermarking techniques in this area are discussed.
In [11] a technique is developed by Duy et al. that uses
an image as a watermark that is scrambled through the
Arnold transformation before embedding to improve ro-
bustness. The data itself is down-sampled after which
the 4th-level DWT approximation coefficients are calcu-
lated. Afterwards, the watermark image gets embedded
with a bit of the image per data frame. The bit is embed-
ded by modulating the mean relation of the frame based
on the value of the bit. For extraction, they use a ma-
chine learning model built from part of the watermarked
data. The other part is used as testing data to extract
the watermark, which makes the algorithm more reliable.
This algorithm has high robustness against small forms
of cropping, noise addition, filtering and re-sampling at-
tacks and has good imperceptibility such that the water-
marked data is still usable. In addition, for watermarks
longer than 20 bits, the false positive error rate is about
equal to 0.

Furthermore, in [6] a technique is proposed by Gruber
et al. to protect personal health data against data leak-
age. They generate a watermark at the time of requesting
data, such that each person gets their personalised wa-
termarked version, which means that it is less prone to
data leakage as the watermark contains a link to the per-
son who requested the data. This is done by retrieving
the assigned usability constraints to the requested data
from a database and computing the probabilities of error

sub-ranges based on a Gaussian model. Then by mak-
ing sure the value of the previous, current and next index
are still in the same order as they were before, the wa-
termark is added to the dataset and passed on to the user.
This makes sure the structure of the dataset stays intact,
such that the watermark is less perceptible. In addition,
the method has good robustness against a variety of data
modification attacks.

3 Preliminaries
3.1 Discrete Wavelet Transform
The algorithm in this paper uses a technique called the
Discrete Wavelet Transform (DWT) to produce a more
redundant form of the signal. By applying the DWT
to data, the data is split into two parts, approximation
and detail. Per the calculated DWT level, the output
is stored in the detail coefficients. When the desired
level/composition is reached, the resulting coefficients
will be the approximation coefficients. By using Formu-
las 1 and 2 the approximation and detail coefficients can
be determined respectively:

CL(i) =

Jw−1∑
j=0

h(j − 2i)CL−1(j) (1)

DL(i) =

Jw−1∑
j=0

g(j − 2i)DL−1(j) (2)

where L represents the level of the approximation and de-
tail coefficients h(j) and g(j) define the high and low-pass
filters of the wavelet respectively and Jw is the length of
the filter of the wavelet.

3.2 Fibonacci sequence
The Fibonacci sequence that is being used in the origi-
nal algorithm for audio watermarking is obtained by For-
mula (3):

Fn =


0 if n ≤ 1

1 if n = 1

Fn−1 + Fn−2 if n ≥ 1

(3)

This sequence has the interesting feature that when the
limit is calculated when n approaches infinity as in For-
mula (4), you get Formula (5) as a result.

lim
n→∞

Fn

Fn−1
= 1 +

1

lim
n→∞

Fn−1

Fn−2

= φ (4)

φ =
1±

√
5

2
(5)

If φ is positive, then φ ≈ 1.618 which is equal to the
Golden Ratio. The Golden Ratio is named after intro-
ducing the Golden Rectangle that has sides with the ratio
of φ.
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Figure 1: Graph of barker code. By En-
glish Wikipedia user Hoemaco, CC BY-SA 3.0,
https://commons.wikimedia.org/w/index.php?curid=5873279.

Since this research is focused on a different form of
data compared to the data being used with the original
algorithm, experiments have been run with different mul-
tiplication rates than the Golden Ratio of the Fibonacci
sequence. This will be further elaborated upon in Section
5.

3.3 Barker code

A Barker code is a sequence of bits that are mostly used
in telecommunications to synchronize data between the
sender and receiver. These sequences can have the length
of 2, 3, 4, 5, 7, 11 and 13 and consist of values in -1, 1.
The longer sequence one takes, the better the data can
be synchronized and errors in data due to distortion can
be neglected. Barker codes are generated by having a
sliding window of the barker code slide over the barker
code itself. The goal is to have one peak in the middle of
the resulting graph as shown in Figure 1, when the codes
overlap, and the sidelobes of the graphs have a maximum
value of 1. It has been proven that there are no other
Barker codes with length smaller than 1022 [13] [9].

4 Time series watermarking using DWT

This section explains the developed algorithm, which is
an adaptation of the algorithm discussed in [1] but suited
for time series applications. The input for the developed
algorithm is a dataset d, a bit stream as watermark w, a
reference set of numbers with a fixed multiplication rate
ref and a frame size f .

Figure 2: Watermark embedding process.

4.1 Watermark embedding

First of all, the data is split into smaller sections such that
the watermark is embedded in multiple places to increase
robustness. Each section has a fixed size. Per section, the
data is split into 2 lists n1 and n2 such that n1+n2 = n
as suggested in [12].

In n1 5-bit barker codes are embedded in each se-
quence to counter cropping attacks. The relative value
of a barker code of length 5 has been used as considered
in [3] to retrieve the starting position when extracting the
watermark. These values are only used for extracting the
watermark more effectively.

The watermark itself is embedded in n2. First, a 1st-
level DWT is applied to the data and the resulting DWT
approximation coefficients are divided into frames of
size f . Each frame is assigned a bit out of the bit stream
by calculating the index of the bit in the bit stream:
l = ⌊ i

f ⌋ + 1, where i represents the index of the coef-
ficient in the list of approximation coefficients.

For each coefficient c, the nth number in ref is found
that is closest to the magnitude of c. To embed the bit,
the condition n mod 2 = w[l] is checked. If this is true
the magnitude gets changed to the nth number in ref . If
not, it will be changed to the next number in ref . After
all coefficients have been considered, the inverse DWT
is applied and n1 is merged with the modified version of
n2 to get the watermarked data.

3



4.2 Watermark extraction
The purpose of the watermark extraction of this algo-
rithm is not to get the original data back, as is the case for
many other watermarking algorithms. The purpose here
is solely to retrieve the bit stream from the watermarked
data and see whether this matches the original bit stream
of the owner.

The first steps are similar to the embedding process.
However, the first step is to detect the start point of ex-
tracting the watermark. The algorithm is most effective
where it uses a part of the data that is unchanged for ex-
traction. The detection is the starting point is done by
finding the embedded barker codes at the start of each
section, which are the added imaginary values to the data
as used in [3]. Once those are found, the starting point
for extracting the watermark has been set.

Afterwards, the data is split into sections with the same
size as with embedding and those sections are each split
in n1 and n2. A 1st-level DWT is applied to n2 and the
resulting DWT approximation coefficients are divided
into frames with size f . Each frame is used for a form
of majority voting to find the watermark bit that was em-
bedded. So for each coefficient c in a frame, the nth

number is found in ref that is closest to the magnitude
of c. Each n connected to each c is stored. If the val-
ues of n are more often odd than even per frame, the
watermark bit is a 1 and if it is the other way around,
it is a 0. Therefore the algorithm always uses odd-sized
frames to prevent ambiguity. Once all frames have been
considered, the watermark has been extracted from the
sequence.

5 Experimental Setup and Results
This section lays out the ways that the algorithm previ-
ously described was tested and the results that were ob-
tained.

5.1 Experiment
For experimenting it was decided to focus on impercep-
tibility and robustness as these metrics have the most rel-
evance in the field of non-medical time series data. The
tests have been run separately for imperceptibility and
robustness as different metrics have been chosen to de-
fine the degree of how well the algorithm was perform-
ing. All testing was done with the minimum daily tem-
peratures dataset and the sunspots dataset [2].

For imperceptibility, the following metrics have been
chosen: the average of the dataset, the minimum and
maximum value of the dataset and the average absolute
change of values.

For robustness, the following attacks have been chosen
to focus on: cropping, noise addition, scaling and zero-
out attacks. These attacks have been chosen since the
target area of this research is simple formatted datasets.
As a result, these datasets would be most vulnerable to

standard data modification attacks as the ones mentioned
above.

The program itself has 4 parameters that can be
tweaked for personal preference: the frame size of the
bins: fbin, the frame size of embedding the barker code:
fbarker, the DWT level: dwt and the multiplication rate
of the values in the reference set: mult. In the results,
it will be shown how these values will influence the out-
come of the algorithm.

Regarding the value of fbarker, it was found that the
smaller the value is, the more perceptible the watermark
will be as a change in DWT values in a small piece of
data has a larger effect on the resulting value than with
a larger value of fbarker. The larger the value is, the
less robust the watermark is as a smaller part of the data
needs to be modified for the watermark to be irretriev-
able. All tests have been run with fbarker = 600, as this
provided good imperceptibility and did not have any neg-
ative effects on the robustness of the algorithm compared
to lower values of fbarker.

5.2 Setup
The experiments that have been done for this research
have been running on a laptop operating on Windows 11.
It contains an Intel(R) Core(TM) i7-9750H CPU at 2.6
GHz with 16 GB RAM. The datasets that have been used
for testing are the minimal temperature and the sunspots
dataset from [2]. The sunspots dataset contains about
2800 entries and the minimal temperature dataset con-
tains about 3600 entries.

5.3 Results
With the chosen parameters as explained above in mind,
the algorithm has been run a hundred times per instance,
this took about 2 seconds per instance. Below the mea-
sured instances will be discussed.

5.3.1 Imperceptibility
As said previously, the average of the dataset, the min-
imum and maximum value of the dataset and the av-
erage absolute change of values have been chosen to
be the metrics to measure imperceptibility in the water-
marked data. To measure how imperceptible the water-
mark could be the program has been run with different
parameter values of fbin, dwt and mult.
Table 1 shows a few relevant statistics about the datasets
used to help understand Table 2, where the results will
be shown of the imperceptibility experiment.

Table 1: Statistics of used datasets.

Dataset Average value Min value Max value
Min temp 11.2 0 26.3
Sunspots 51.3 0 253.8

The baseline of the experiment was with the follow-
ing values: fbin = 11, dwt = 1 and mult = 1.2, as those
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Table 2: Imperceptibility results of the test datasets.

Input values Result values min temperature Result values sunspots
fbin dwt mult avg diff min diff max diff avg value

change
avg diff min diff max diff avg value

change
11 1 1.2 0.05 -1.04 2.63 0.91 0.4 -1.49 20.1 4.5
11 3 1.2 0.06 -0.17 1.61 0.90 0.37 -1.87 20.7 4.5
11 5 1.2 0.07 -0.81 0.80 0.87 0.37 -3.71 -3.5 4.6
11 3 1.4 0.11 -0.79 3.38 1.66 0.94 -2.85 18.8 8.4
11 1 1.6 0.38 -1.07 5.55 2.45 2.48 -4.70 57.1 12.8
15 1 1.2 0.05 -1.01 2.37 0.91 0.37 -1.49 17.2 4.55
15 3 1.2 0.06 -0.18 1.62 0.91 0.36 -2.12 20.7 4.56
15 3 1.4 0.09 -0.84 3.45 1.67 1.08 -2.94 14.4 8.38
7 1 1.2 0.05 -1.00 2.15 0.91 0.37 -1.45 22.3 4.57

values gave the most consistently good results regarding
watermark extraction and provided a good trade-off be-
tween imperceptibility and robustness. The reason the
table is not complete is that for some combinations of
values, the detection rate of the watermark is not 100%,
so this would not be relevant data to include in the re-
sults.

From the table, it can be seen that the value of mult
creates the largest differences in the dataset. An increase
or decrease in the values of fbin and dwt do result in
minor changes in the parameter values. However, it is
not significant enough to prefer one value over the other.

5.3.2 Robustness
For robustness, the following data modification attacks
have been chosen to focus on: cropping, noise addition,
scaling and zero-out attacks. In this case, the tests have
mainly been run with fixed values of fbin, dwt and mult,
namely 11, 1 and 1.2 respectively, as those seemed to
give the best robustness results with the above-mentioned
attacks. These attacks were tested with 10%, 30% and
50% of the dataset being modified. Higher than 50%
modification led to a conversion of 50% of the water-
mark being detected. As this watermarking algorithm
only considers zeros and ones as watermarks, it cannot
be distinguished from that point whether the algorithm
randomly guesses, as the correct guess for a watermark
bit is 50% or the algorithm makes more mistakes for a
different reason. Below the results per attack will be dis-
cussed.

5.3.2.1 Cropping

Regarding cropping attacks, two different types of crop-
ping attacks have been considered. One variant is re-
moving one range of data varying in size and the other is
randomly deleting samples. To counter cropping attacks

the proposed algorithm uses Barker codes to synchronize
the data. The owner of the data can pick a value fbarker
such that in each frame with a size fbarker the water-
mark will be embedded which makes the likelihood of
retrieving the watermark better. For both datasets, which
have around 3000 entries, the value of fbarker = 600 has
been picked as a good trade-off between robustness and
imperceptibility.

Regarding the attack variant that deletes one range of
data, this means that any range up to 65% of the data
can be removed and the watermark can still be detected
with 100% certainty. In comparison, the original audio
watermarking technique used for this research [1] only
shows robustness against 200 samples being removed at
the start of the signal.

For random sampling, the implementation of the
Barker code is less effective. Table 3 shows the results
for the datasets that were tested with random sampling
compared to the results shown in the medical time se-
ries watermarking algorithm by Duy et al. It can be seen
from the table below that only 65% of the watermark can
be recognized with 10% of the data being randomly re-
moved, which means that it is only slightly better than
guessing each bit, which would result in 50% of the wa-
termark being detected on average.

Table 3: Cropping attack results.

Data
af-
fected
(%)

Detection
min tem-
perature
(%)

Detection
sunspots
(%)

Detection
medical
algorithm
(%)[11]

10 65 65 100
30 50 50 -
50 50 50 -
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5.3.2.2 Random noise addition

For adding noise to the data, two variants of this attack
have been chosen to test with. Either editing the existing
values or inserting new entries into the dataset.

First of all, for editing existing values the tests have
been run with different percentages of the data being
edited. The indexes of these values were randomly sam-
pled and the edited values were restricted to be within the
range of 10% of the current value so that it would be less
perceptible to others that the data is modified. The re-
sults of these tests can be found in Table 4. In the table,
it can be seen that for both datasets the watermark can
largely be retrieved when 10% of the data is modified.
For larger-scaled attacks, the algorithm is more vulnera-
ble.

Table 4: Noise addition attack (Editing) results.

Data af-
fected (%)

Watermark
detection min
temperature
(%)

Watermark
detection
sunspots (%)

10 90 85
30 55 60
50 50 50

Secondly, for inserting values the tests have been run
with different percentages of the data being inserted at
locations in the data which were randomly sampled. The
inserted values were chosen randomly, but restricted to
be within the range of 10% of the values next to it so that
it would be less perceptible to others that the data has
been changed. The results of these tests can be found in
Table 5. In the table, it can be seen that for both datasets
the watermark cannot be retrieved reliably anymore. For
10% data modification, the detection rate is higher than
when one would guess the watermark bits, but not sig-
nificantly higher that one could still use the watermarked
data in a practical setting.

Table 5: Noise addition attack (Insertion) results.

Data af-
fected (%)

Watermark
detection min
temperature
(%)

Watermark
detection
sunspots (%)

10 55 60
30 50 50
50 50 50

5.3.2.3 Scaling

A scaling attack entails that the data is being scaled with
a certain factor. The results of this attack being success-
ful were fully dependent on the value of mult in the al-

gorithm. The tests have been run with multiple values
of mult, but 1.6 seemed to give the best results which
are given in Table 6 and compared to a medical time se-
ries watermark algorithm developed in [11] and the au-
dio algorithm that is used as the main reference for this
research, developed in [1].

Table 6: Scaling attack results.

Scaling
rate

Detection
min
temper-
ature
(%)

Detection
sunspots
(%)

Detection
medical
algo-
rithm
(%)[11]

Detection
audio
algo-
rithm
(%)[1]

-30 0 0 - -
-10 0 0 99 100
10 100 100 99 100
30 100 100 - -
50 100 100 - -

In the table, it can be seen that for positive scaling val-
ues, the algorithm provides good robustness till 50% pos-
itive scaling. For both reference algorithms, there are no
results given other than scaling the data values with 10%.
When the data is negatively scaled, the algorithm seems
to flip all bits which results in 0% of the watermark being
recognisable. When testing with lower values of mult,
the maximal scaling rate which still resulted in 100% de-
tection went down to about 10% positive scaling.

5.3.2.4 Zero-out attack

A zero-out attack entails that a percentage of the data is
changed to have a value of zero. Therefore it is similar
to a cropping attack, but the dataset does not shrink in
size in this case. The indexes of values in the data that
were changed were randomly sampled and the experi-
ments have been run with different percentages of the
data being modified. Table 7 shows the results of the
experiments. In this table, it can be seen that for 10%
of the data being modified, the algorithm can still detect
about 85% of the watermark. With larger-scaled zero-out
attacks, this algorithm proves to be more vulnerable.

Table 7: Zero-out attack results.

Data
af-
fected
(%)

Watermark
detection min
temperature
(%)

Watermark
detection
sunspots (%)

10 90 85
30 60 60
50 55 50
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6 Responsible Research
In any form of research, it is important to consider the
way you handle data and other ethical aspects. In this re-
search, an algorithm has been developed using a Python
code base to test and debug the features of the algo-
rithm. This code base can be found online on GitHub at
https://github.com/M1ke6/Watermarking for future use.
Any researcher can use this code to modify the parame-
ters and find the same and additional results next to what
is shown in this paper. Univariate time series datasets
have been used to test the algorithm, which were all taken
from [2]. Lastly, the use of datasets does bring up pri-
vacy and copyright concerns. This has been protected by
using open-source datasets that were shared for develop-
ment purposes.

7 Discussion
There are multiple points to take away from the experi-
ments that were discussed previously. First of all, regard-
ing the imperceptibility tests, it could be concluded that
a change in values of fbin and dwt did not give large dif-
ferences in output. It did seem that for mult = 1.2, the
results were among the best of the tests. It was expected
that mult = 1.2 would give the best results as it also
gave the most consistently good results regarding water-
mark extraction overall. However, it was an interesting
result that the DWT level would not matter as much for
the chosen parameters as most audio watermarking al-
gorithms that use DWT only refer to one specific DWT
level that needs to be used. In time series data, a fixed
DWT level is according to these results not necessary.

Furthermore, considering the robustness tests, it was
found that there was not much data in other papers to
compare as there are no results on watermarking non-
medical time series previously to our knowledge. In
addition, in medical time series or audio watermarking
there are many parameters chosen that could not be mea-
sured with these datasets. However, the scaling and crop-
ping attacks could be compared to other literature. For
scaling attacks, it was interesting to see that the proposed
algorithm does flip all bits of the watermark when the
scaling rate is below 1, which makes the watermark fully
irretrievable. However, from a scaling rate of 1 to 1.5, it
achieves a 100% detection rate, which at least matches
the reference algorithms with a scaling rate of 1.1 and
improves it by having 100% detection up and until a
value of 1.5, which the other algorithms show no results
for.

Regarding cropping attacks, it could be seen that the
embedding process of Barker codes succeeded in coun-
tering a form of it, namely where only 1 range of values
is removed. A value of fbarker = 600 has been chosen
for good imperceptibility, which means that only 1 block
of 600 values in the entire dataset needs to stay intact for
the watermark to be 100% retrievable. In comparison,

the audio watermarking algorithm in [1] only proves ro-
bustness against a block of 200 samples being removed
from the start of the audio signal.

Considering the rest of the results of the other attacks,
the proposed algorithm had some promising results when
only 10% of the data was affected at random indexes,
but higher than that, it did not prove to be better than
guessing what the watermark sequence is.

In the audio watermarking algorithm by Attari et al.,
the Fibonacci sequence was being used as a reference set,
with mult = 1.618 as discussed in Section 3. However,
in this research, it has been found that the multiplication
rate of the reference set of 1.618 (the Golden Ratio) is
too high to use with time series data, even though the
algorithm is similar. It did not give much robustness im-
provements, except against scaling attacks, and it made
the watermark more perceptible with a factor of around 3
compared to mult = 1.2. A reason for this could be that
the data has a different range of size in time series. With
audio, there is a large spread among values, but with time
series data this could be dependent on the source of the
data. The test data that was used did not have a large
spread in values as could be seen from Table 1 above.

8 Future work
Even though this research shows some promising results,
there are still parts that can be improved in the future or
require additional research. First of all, this research has
shown robustness against some data modification attacks
when 10% of the dataset is affected. We think that the
idea of using Barker codes, or something similar can be
evaluated further to improve robustness against larger-
scale data modification attacks.

In addition, the idea that Attari et al. proposed in [1]
to use Fibonacci numbers and the DWT to watermark
data could be researched in different areas now that it
has been proven to work with time series data. Some
other forms of time series can be tested as well, such as
multivariate datasets that contain more than 1 variable
per row, but this idea could also be researched in the area
of numerical datasets for example.

Lastly, one of the main disadvantages of this approach
is that it is nearly impossible to retrieve the original
dataset after it has been watermarked. Even though it
does have its security advantages, it is less practical. In
future research, the possibility of developing this feature
could be researched to improve the algorithm. A way this
can be done is to store additional encrypted values with
the watermarked data that let the owner know how much
the data has been changed from the original value to the
value which is in the reference set.

9 Conclusion
This research proposed a novel technique to watermark
non-medical time series. This has been achieved by
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adapting an audio watermarking technique developed in
[1] to fit the structure of time series data. The algorithm
shows robustness against cropping attacks where 1 block
of data gets removed and small-scale randomly sampled
attacks such as noise addition, scaling and zero-out at-
tacks. The algorithm is more vulnerable to larger-scale
attacks, this can be improved in future research. The al-
gorithm shows good imperceptibility depending on what
value of mult is chosen for the reference set. The lower
the value is, the better the imperceptibility is. This is
a small trade-off with the robustness of the algorithm,
which makes the algorithm more flexible depending on
the application.
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A Search keywords

Table 8: Keywords used for literature study.

Search engines IEEE Explore, ScienceDirect, Google Scholar, Scopus
Keywords watermarking, audio, fibonacci, time series
Example query watermarking AND fibonacci AND time series
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