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Abstract

Velocity estimation based on visual information is a well-
researched topic. Traditional approaches usually rely on
how a given feature or features change between successive
images in a sequence. However, a single static image might
contain motion information that could potentially be lever-
aged to estimate the optical flow. It can be hypothesized that
motion blur and context of the scene are two sources of mo-
tion information in static images. This research work has
two main goals, one is to investigate the prospect of using
a learning-based framework to model a mapping directly
to camera ego-motion velocity. The second goal is to ana-
lyze the contributing features in learning such a mapping.
Experiments show that the model is able to learn velocity
based on context of the scene but performs better when in-
put images contain motion blur.

1. Introduction

Given the steady progress in the field of robotics and au-
tomation and its widespread acceptance and use in day to
day life, it has become increasingly vital to estimate veloc-
ity for exploration, navigation and related tasks. With the
advent of self-driving cars, autonomous unmanned aerial
vehicles and other similar systems, it is now of paramount
importance to obtain accurate velocity estimates of the
agent to prevent accidents. There are many methods to mea-
sure the velocity of a given agent, such as GPS (Global Posi-
tioning System) or using inertial measurement units. How-
ever, errors accumulate in IMUs [1], and thus they need a
supplementary system such as GPS for correction. Also,
GPS as a standalone system has poor performance in some
indoor scenarios [19]. However, cameras are cost-effective,
compact and low power while still providing robust and re-
liable data [23]. Vision based sensors have been used in
a wide range of applications including velocity estimation,

Figure 1. Velocity estimation model. The deep learning model is
trained on the input images to predict velocity.

especially on board unmanned aerial vehicles. These ap-
plications include obstacle avoidance, velocity estimation
[26], integration with an inertial navigation system [35] and
navigation [42]. Another one of the main advantages of
cameras as sensors apart from being information rich is that
they can function independently of the platform/agent that
they are deployed on. For instance, state estimation (using
potentiometers) in humanoid agents is quite different from
that employed on-board unmanned aerial vehicles(using an
IMU). However, both bipedal and aerial robots can utilize
vision based state estimation.Thus, in recent times draw-
ing inspiration from examples in nature, several computer
vision based approached have been put forth for velocity
estimation [2] [13][16].
The handling of visual data in an effective manner was
made easier with the introduction of convolutional neural
networks (CNNs) [21] [22]. Following the seminal work
of Alex Kriezehvsky et. al in 2012 [20] on the ImageNet
object recognition challenge [6], CNNs gained popularity.
Using GPU acceleration made deep neural networks com-
putationally more tractable. Convolutional neural networks
have since been used to learn how to predict optical flow [7]
with significant accuracy. Convolutional neural networks
have also been used for heterogeneous blur removal [12]
and learning to classify blur kernels [37]. Research has also
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been carried out to estimate velocity from blur present in
images [24].Research in computer vision has already previ-
ously investigated motion estimation from single static im-
ages [29] via structured regression with a random forest.
Thus, it is possible that motion blur contains velocity infor-
mation and blur kernel identification can be achieved with a
learning based framework. The architecture for the learning
based model for velocity estimation is depicted in Figure 1.
Research work on image based velocity estimation has in-
creased in recent years. The predominant method for veloc-
ity estimation from images is by using optical flow which
was first introduced by an American psychologist named
James Gibson . Optic flow is the apparent motion of texture
in the visual field relative to the camera and can be utilized
to obtain velocity and distance information [15]. Optic flow
and motion blur are both related to motion. The salient dif-
ference is that motion blur occurs in a single frame while
optical flow is the motion between frames.
The key contribution of this body of work is twofold - i)
The investigation of using single static images as input to a
CNN feature extractor and then a feed forward network for
the task of velocity estimation. ii) Analyzing the features
learned by the convolutional neural network and ultimately
quantifying the influence of motion blur and spatial context
as a feature in learning a mapping from pixel space to ve-
locity space.
The rest of the article is organized as follows, section 2
presents literature survey of relevant research for motion
blur estimation and vision based velocity estimation. How-
ever, there is very little work done regarding spatial context
as a feature for velocity estimation, thus to provide addi-
tional perspective, the role of context in relevant tasks are
presented. Section 3 deals with the methodology under-
taken, discussing the network architecture and approach to
analyzing the deep learning model. Section 4 presents the
results obtained and the final section presents the conclu-
sions and recommendations for future research.

2. Related Work

Motion blur is usually characterized by a point spread func-
tion. This point spread function is defined by the motion
angle and length. The recovery of the point spread function
is a particularly challenging task owing to the short duration
of the image degradation process and loss of information it
causes. However, study of motion blur PSF has revealed
that it exhibits a unique behavior in the frequency domain
[30]. Blur identification with spectral nulls making use of
power spectrum and the power cepstrum was investigated
[34], but this approach fails when there is a large amount
of noise or if the blur size is small. Auto-correlation based
methods for PSF estimation have also been investigated [27]
[44]. While the aforementioned methods achieve reason-
able performance, the key issue with them is that they all re-

quire incorporation of domain knowledge in the framework,
engineered features or pre-processing. Thus, we make use
of deep learning models which eliminates the need for fea-
ture engineering.
Recent research in deep learning has shown that, the mo-
tion blur parameters can be estimated from raw images itself
rather than resorting to frequency domain analysis. CNNs
have particularly been used for blur identification [37]. The
motion space is discretized and the convolutional neural
network is trained as a classification model to estimate prob-
abilities of motion kernels for each patch of the image, then
dense motion blur kernels for the whole image is estimated
using a Markov random field. Fully convolutional neural
networks have also been used to estimate motion flow from
motion blur in an image [12]. This approach does not re-
quire any post processing. Training and testing of the model
is directly performed on the whole image, exploiting addi-
tional spatial context to estimate a dense motion flow map
accurately. However, here for motion flow estimation, the
fully convolutional network is trained over discrete outputs.
Discretization of the motion space could pose an issue(loss
of information) as motion is an inherently continuous quan-
tity. While these research endeavours have achieved signif-
icant results in blur estimation, they focus on the removal
of blur. We aim to understand the role of motion blur in the
task of velocity estimation.
Traditional methods for optical flow estimation take a
variational approach [17][41] [31]. The disadvantage to
these methods are that they require engineered methods for
matching, aggregation and interpolation. Research has also
been carried out on the topic of estimation of optic flow us-
ing machine learning algorithms. Sun et. al [5] analyze
the underlying statistics of optical flow, thereby proposing
a steerable random field to model the statistical relationship
between image and flow boundaries.Taylor et. al [39] pro-
posed a convolutional restricted Boltzmann machine capa-
ble of extracting low-level motion features which is ulti-
mately used for action recognition. The common issue with
these approaches are that they work with controlled exper-
imental setup and do not have performance comparable to
classical flow estimation algorithms on real-world data [7].
The neural network architecture termed ’FlowNet’ put forth
by Fischer et. al [7] is capable of learning to predict optical
flow with good generalization capability. The architecture
proposes a CNN trained end to end to compress information
spatially and then refined to obtain optical flow prediction.
Ilg et. al [18] further built upon ’FlowNet’, proposing a
new framework ’FlowNet 2.0’ which includes a stacked ar-
chitecture with the ability to estimate optical flow for small
and large displacements. While FlowNet architectures uti-
lize image pairs, Walker et al. showed that it is possible to
estimate dense optical flow from a single image frame [40].
The article hypothesizes that the learned optical flow rep-
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resentation is context dependent but does not quantify the
relationship. FlowNet 2.0 has good performance on optical
flow estimation, but it utilizes successive image frames. We
aim to build on the work by Walker et al. quantifying the
role of scene context.
As human beings, we unwittingly use contextual informa-
tion on a daily basis. We can situate ourselves in an envi-
ronment and process information based on things around us.
Studies in Cognitive Psychology [3] provide evidence that
contextual cues such as relative size and location play a sig-
nificant role for object detection in humans. This is relevant
when dealing with velocity estimation because we would
tend to predict higher velocities while travelling on high-
ways, as compared to a road winding through a mountain
pass. High-level contextual information has been shown to
augment low-level features for object detection tasks [11]
achieving better performance. Context has also been shown
to play a vital role in 3D scene understanding [46]. How-
ever, when it comes to velocity estimation, motion blur
and ultimately motion flow have been investigated as a
cue/feature for velocity estimation, but the role of context
is not very well explored.

3. Methodology

As human beings, the primary visual cues we generally use
to estimate velocity are motion blur and context. When en-
countering obstacles in forward motion, we predict that our
velocity would be lower to manoeuvre around the obsta-
cle. When objects appear more blurred, we tend to assume
that we are travelling faster. Given that convolutional neu-
ral networks are based on the mammalian visual cortex, it is
reasonable to hypothesize that context and motion blur play
a part in velocity estimation with artificial neural networks.
When a camera is subject to motion within an exposure pe-
riod, the illumination changes are integrated over time and
the sharpness is smeared over the image, thus forming mo-
tion blur. In other words a captured image can be thought
of as an averaged sample over a time period, as a result,
moving objects in that time period cause motion blur. Im-
age deblurring to recover the original image is an actively
researched topic [12][37] since traditional computer vision
tasks such as segmentation and tracking are difficult to per-
form without knowing the blur kernel. However, the motion
blur being removed actually has motion information [32].
Thus, it is possible that a model could learn a function that
maps motion blur parameters to velocity of the camera
An image with motion blur retains information that param-
eterizes the blur. This enables the recovery of motion from
a single static image. Motion blur in an image can be char-
acterized by its Point Spread Function (PSF). A motion
blurred image (b) can be thought of as a convolution (*)
of the unblurred image (i) and the point spread function (h)
with additional noise (µ).

b(x, y) = i(x, y) ⇤ h(x, y) + µ(x, y) (1)

The point spread function is defined as:

h(x, y) =

(
1
L

, if
p

x

2 + y

2  L

2 and x

y

= �tan(�).
0, otherwise.

(2)
Where ’ L ’ is the motion length and � is the motion direc-
tion. The length of the motion blur is proportional to the
relative velocity between the object and the camera.
A review of literature has shown single image frames do
contain temporal information which could possibly be uti-
lized to estimate the ego-motion velocity. One key assump-
tion made is that the features in the scene have on average,
the same distance. The first step would in this research work
would be to train a convolutional neural network to predict
the velocity given single static image frames.
This section presents and motivates the relevant technical
details of the methodology undertaken. The first subsection
discusses the choice of network architecture. The second
section presents the concept of transfer learning which will
be used to evaluate the feature learned by the deep learning
model.

3.1. Network Architecture

An appropriate convolutional neural network architecture
must be determined for the task of velocity estimation.
Given the dynamic nature of the computer vision and
deep learning research fields, several convolutional archi-
tectures have been developed. These models such as ZFNet
[45], GoogleNet [38], VGG [36] and ResNet [14] have all
achieved a significant level of performance in the ILSVRC
Image classification challenge. Among the above, the
VGG16 network architecture has been prevalent, deployed
for several tasks such as image style transfer [9], remote
sensing image classification [4] and has been showed to
learn a generalized set of features which could be attributed
to the depth of the network and the fact that it has pooling
layer once after every two convolutional layers. The data is
relatively less downsampled, allowing it to store more in-
formation. The VGG16 architecture is presented in Fig. 2
The VGG architecture is slightly modified for this scenario.
The convolutional layers and the first two fully connected
layers are kept intact, the final fully connected layer is mod-
ified to output one number - the velocity prediction, rather
than the 1000 class scores for ImageNet, the last loss layer
is changed from Softmax loss to a Euclidean Loss function
which is more suited for the regression task.

L =
1

2N

NX

i=1

||ŷ
n

� y

n

||22 (3)
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Figure 2. VGG16 Convolutional neural network Architecture [28]

The network hyperparameters are tuned until an optimal
combination is reached. The KITTI data is fed as input into
the VGG16 CNN. The model is trained for 100,000 itera-
tions. The trained model weights are frozen and the model
is tested with the test data.

3.2. Transfer Learning

The training of deep models can be unwieldy especially
when there is a relatively less data. This has lead to the pop-
ularity of the transfer learning paradigm. The previously
learned features serve as a starting point, which could en-
able faster convergence to the solution. Initial layers in the
convolutional network architecture learn to detect corners
and edges and the subsequent layers hierarchically learn
finer features. Considering that the source domain for the
pre-trained VGG16 model is an object recognition problem,
the feature space of the domain and the predictor function
learned are completely different when compared to the task
of velocity estimation. However, since the initial layers pos-
sess the ability to detect lower level features, it would prove
useful.
Transfer learning in convolutional neural networks can be
implemented in two ways :

• Fine-tuning the model: The update of network
weights of the pre-trained model resumes through
backpropagation on the new task.It is possible to fine-
tune the whole network, or keep the initial layers
frozen, tuning subsequent layers to prevent overfitting.

• Freezing the weights: The model is used as a fixed
feature extractor, no weight updates occur in this sce-
nario.

Each of the above approaches is useful in a specific situ-
ation. Freezing the weights can be used to keep all fac-
tors equal and evaluate the model. Fine-tuning can help
in reduction of computational cost. In the context of this
research work, The model is fine-tuned on the KITTI and

vKITTI datasets from the pre-trained ImageNet VGG16
weights. The learned model is then used as a feature ex-
tractor on other tasks to obtain a better understanding as to
what features the network learned.

4. Experiments & Results

To efficiently train deep learning models, a large amount of
labelled data is required. More specifically, images cap-
tured by a moving camera, annotated with the instanta-
neous velocity at the time of image capture would con-
stitute the dataset for training this deep learning model.
Due to the increasing popularity of autonomous driving
there are many such datasets available such as the comma.ai
dataset [33], the KITTI dataset [10] and the Oxford Robot-
Car dataset[25]. Among these datasets, the KITTI dataset
presents itself as the ideal candidate in this scenario as it has
a synthetic, generated counterpart name vKITTI [8] which
proves useful to evaluate the role of motion blur. There is
no mention of a blur model applied for the creation of the
vKITTI dataset, the role of context can be evaluated using
the vKITII dataset.
The vKITTI dataset is a clone of five videos selected from
the original KITTI dataset. The creators of the dataset
also automatically generate modified versions of the orig-
inal sequence(different weather and imaging conditions).
The vKITTI dataset does not directly have information of
ground truth velocity for the generated scenes, but the ex-
trinsic parameters which capture the transformation from
3D world coordinates to camera coordinates are available.
The extrinsic matrix includes the rotation matrix(R) and the
world coordinate system origin represented in camera co-
ordinates. Thus, the camera pose can be obtained by the
equation,

P = �R

T

T (4)

Where P is the camera postion, RT is the transpose of the
camera rotation matrix and T is the translation vector, the
latter two are obtained from the camera extrinsics matrix.
The temporal difference of successive camera positions will
result in the ground truth velocities.
Since vKITTI is a synthetic dataset generated without a mo-
tion blur model. However, for validation, a frame is ex-
tracted from KITTI along with its corresponding vKITTI
frame. The gradient magnitude of the two images are cal-
culated and depicted in Fig. 3. It can be seen that the edges
are more clear in vKITTI than with KITTI. Also the me-
dian of the top 0.1% gradient value is higher for vKITTI
than KITTI as shown in Table 1.
To evaluate the role of context in the estimation of camera
motion, a dataset with images from a variety of places is
required. Scene recognition datasets would be best suited
for this task. Two of the biggest datasets for scene recogni-
tion are the SUN database [43] and the MIT places database
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Video Frame Gradient
KITTI 791.64
vKITTI 892.02

Table 1. Comparison of amount of blur in image. The median
value of the max 0.1% of gradients is higher in vKITTI. The lower
value for KITTI implies it contains motion blur.

Figure 3. Gradient magnitude of KITTI (top) and corresponding
vKITTI frame(bottom). Black corresponds to lower gradient val-
ues, white implies higher gradient. The clear edges visible in the
gradient of vkitti, show that it has no motion blur.

[47]. These large datasets share a few common classes but
the MIT places dataset is larger, diverse and well docu-
mented so it is taken under consideration.
The aforementioned datasets aid in establishing the role of
motion blur and context in velocity estimation. However,
these datasets are recorded with cars and thus the motion
is planar - cars are incapable of rolling motion along its
own axis. Thus it would be interesting to investigate veloc-
ity estimation with images recorded on board an unmanned
aerial vehicle. Such a dataset(drone collected images an-
notated with velocity) is not available to the best of the au-
thors knowledge, so it must be created. The paparazzi open
source autopilot and the motion capture system at Delft Uni-
versity of Technology (Opti-track) are utilized along with
the Parrot Bebop drone for the creation of this dataset.

4.1. Exp 1: Evaluating performance of deep model

To investigate if a deep learning model can estimate veloc-
ity with good preformance and to analyze what the model
learns, it is necessary to first train the VGG network to pre-
dict velocities.
Before quantifying the role of motion blur and context,
training the network on a different task, and utilizing the
features extracted from this network for velocity estimation
would present itself as a good baseline, offering additional
perspective to the performance of the model trained on other
tasks. To this end, the VGG16 network is trained to detect
pedestrians and cyclists in images via bounding box regres-
sion, The networks weights are then frozen and the KITTI

Figure 4. Example Images from the KITTI dataset.

Figure 5. Predictions and corresponding ground truth on the KITTI
test set.

Figure 6. Prediction and ground truth - model trained on different
task. Performance worse than KITTI trained model.

image features from the penultimate fully connected layer
are extracted. The extracted features are then trained with
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a feed forward neural network for the task of velocity esti-
mation. The results are presented in Figure 6. It is appar-
ent from the results that the predictions have poorer perfor-
mance in this case than the pervious scenario when features
were extracted from the model trained on the KITTI dataset.

4.2. Exp 2: Evaluating motion blur as a feature

To estimate the contribution of motion blur in establishing
a mapping from pixel space, to motion space, the trained
VGG16 network is used as a feature extractor for a motion
blur regression task. The task is to estimate the motion blur
angle and length from the images. The input to the model
are images from the vKITTI dataset convolved with mo-
tion blur kernels.The predictions on the test set are shown
in Figure 8.

Figure 7. An Example frame from the vKITTI dataset convolved
with the blur kernels. From the top, the first frame is the original,
the second is convolved with a kernel of parameters (len,theta) =
(30,10), the third frame is convolved with the kernel of parameters
(45,20) and the final one is convolved with the kernel of parame-
ters (55,30)

Figure 8. Per kernel mean and variance of prediction along with
ground truth.

It can be seen that the model is able to predict motion blur

with reasonable accuracy, thus it is evident that the model
learns features that capture motion blur information.

4.3. Exp 3: Evaluating scene context as a feature

For analyzing the role of context, a sample of 1.8 million
images from the MIT places dataset are supplied as input to
the trained convolutional neural network. If the network has
learned scene based information, it should predict higher
values for highway like scenes in MIT places. However,
this does not seem to be the case as can be seen in Figure 9
The predictions from the network have high per class stan-
dard deviation. The magenta lines represent predictions on
images from indoor classes such as hotel room while the
black lines represent outdoor classes like highway road.

Figure 10. Mean and variance of predictions on relevant scenes

Figure 11. Example Frames from relevant classes of the MIT
places dataset.

However, it might be worth noting that some classes have
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Figure 9. Velocity predictions on the MIT places dataset

pictures taken indoors and outdoors and there are com-
pletely new sets of features that the network has previously
not been exposed to.
To offer some perspective, the predictions on a few pertinent
classes have been depicted in Figure 10.
It can be seen that village has a higher speed prediction as
compared to highway. While the indoor classes seem more
densely distributed towards the lower predictions, there is
no discernible pattern in the mean values of predictions
among different classes.

4.4. Exp 4: Validation of role of motion blur and

context

While initial evidence points to the conclusion that velocity
estimation is more dependent on motion blur than it is on
context, it is necessary to design additional experiments to
completely validate this hypothesis. Cross-testing of KITTI
and vKITTI trained models would offer additional informa-
tion to the nature of the mapping learned for velocity esti-
mation. To preserve scene context and carry out an objec-
tive evaluation, only the frames utilized for cloning from the
KITTI dataset are used.

Table 2. Testing across KITTI and vKITTI
Experiment Mean Absolute Error [m/s]

Trained and tested
on KITTI 3.15

Trained and tested
on vKITTI 4.83

Trained on KITTI,
tested on vKITTI 6.70

Trained on vKITTI,
tested on KITTI 6.81

It is evident that training and testing on the real world KITTI

dataset has the least mean absolute error. Training and test-
ing on vKITTI has a slightly higher error, possibly because
there is no motion blur information in the features learned
by the vKITTI network and the network learns the predic-
tor function based on context information only. However,
training on KITTI and testing on vKITTI and vice versa,
the performance drops further. This can be attributed to the
fact that while training with KITTI, the model learns mo-
tion blur related features which are then not available on
the test set. The model is unable to adapt to this, leading
to larger errors. When training with the vKITTI dataset,
the network learns spatial context related features but mo-
tion blur information is present in the test set. The network
is unable to utilize the additional information. The motion
blur could potentially be acting as noise, rendering the pre-
dictions worse.

Figure 12. Predictions and Targets - training on blurred vKITTI
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It would be of significance to study the effect of introducing
motion blur in the vKITTI dataset, to see how it affects the
performance of the model. Blur is introduced in the vKITTI
dataset by averaging two successive frames and repeating
the same temporal averaging on the velocity to obtain the
new ground truth. The predictions obtained for training and
testing the model on the blurred vKITTI dataset are shown
in Figure 12.
Training on the blurred vKITTI dataset is observed to have
slightly worse performance (MSE = 5.3 m/s) to that of train-
ing without the blur. This could be due to the fact that the
motion blur in real images is heterogeneous in nature and
the motion information is not completely captured by aver-
aging consecutive images.

Figure 13. Predictions and Targets - training on KITTI, testing on
Robotcar

Figure 14. Predictions and Targets - training and testing on Robot-
car. Improvement in performance as compared to KITTI trained
model.

It is also necessary to understand the capability of the model
to determine its limitations. To that end, the model is trained
on the KITTI dataset and tested on the oxford RobotCar
dataset [25]. The oxford dataset is not only recorded in dif-
ferent scenes but also has higher gradation in illumination
change. While a ’vanilla’ convolutional neural network is
usually not capable of domain adaptation, it would still be
relevant to investigate if the model is able to learn a gener-
alized representation of motion. The model is trained and
tested on the oxford dataset as well.
The results are presented in Figure 13 and Figure 14. The
model does not show any domain adaptation capability but
the model has good performance on the oxford dataset. It
is only slightly worse than the performance on the KITTI
dataset - with an MAE of 4.06 which could be because of
the larger range of illumination change.

4.5. Exp 4: Model performance on drone data

The datasets tested so far involve planar motion, the cars
and thus the cameras all move on a road, there is no up-
ward or downward motion. To test how the model handles
another axis of motion, images are captured and the veloc-
ity is logged on board a Parrot bebop drone. Not only is
there an additional axis of motion, which could result in
higher order of blur heterogeneity, there is probably a sub-
tler contextual dependency since the dataset is recorded in a
controlled environment. For datasets recorded in the world,
there is scene information directly relating to velocities such
as traffic lights, road structure and so on. This dataset is fed
to the model and the results are presented in Figure 16.

Figure 15. Example Images from the drone dataset

The mean absolute error for the drone dataset is found to
be 0.51, while the error is lower here, an objective evalu-
ation would also consider the maximum speed attained by
the drone which is around 2m/s. Comparing the predic-
tion error and the maximum speeds in all the datasets(max
speed for KITTI is 13m/s), it can be seen that while the er-
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Figure 16. Predictions and Targets - training on UAV data

ror is reasonably low for the drone dataset, visual inspection
shows that the predictions do not follow the general trend of
the targets.

5. Conclusion

A deep learning model for the estimation of velocity from
single static images is presented in this work. Since mo-
tion blur is proportional to the relative speed between cam-
era and objects and there could be a subtle relationship be-
tween scene context and velocity. Analysis of the model
using transfer learning show that the model learns features
related to motion blur. However, it can be seen that the
task of velocity estimation is also context dependent, given
that the model was able to learn albeit with lower accuracy,
even without motion blur when trained on vKITTI. Fur-
ther experimentation shows that while the model does not
adapt across domains, it is able to learn even when subject
to changes in scene conditions. The limitations of the model
are that it reduces in performance when subject to large il-
lumination changes, does not have any domain adaptation
capability.
Further experimentation could aid in forming a better un-
derstanding of the features learned by the model. One such
experiment would be to constrain the scene context and vary
the motion blur, by moving the camera to and fro in a linear
fashion.
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1
Introduction

Given the steady progress in the field of robotics and automation and its widespread acceptance and
use in day to day life, it has become increasingly vital to estimate velocity for exploration, navigation
and related tasks. With the advent of self-driving cars, autonomous unmanned aerial vehicles and other
similar systems, it is now of paramount importance to obtain accurate velocity estimates of the agent
in order to prevent accidents. There are many methods to measure the velocity of a given agent,
such as using inertial measurement units, GPS (Global Positioning System), or laser-based sensors.
However, errors accumulate in IMUs [1], and thus they need a supplementary system such as GPS
for correction. Also, GPS as a standalone system has poor performance in some indoor scenarios [2].
However, cameras are cost-effective, compact and low power while still providing robust and reliable
data [3]. Thus, in recent times drawing inspiration from examples in nature, several computer vision
based approached have been put forth for velocity estimation [4] [5][6].
The handling of visual data in an effective manner was made easier with the introduction of convolu-
tional neural networks [7] [8]. Following the seminal work of Alex Kriezehvsky et. al in 2012 [9] on the
IMAGENET object recognition challenge [10], convolutional neural networks gained popularity. Using
GPU acceleration made deep neural networks computationally more tractable. Convolutional neural
networks have since been used to learn how to predict optical flow [11] with significant accuracy.
Convolutional neural networks have also been used for heterogeneous blur removal [12] and learning
to classify blur kernels [13]. Research has also been carried out to estimate velocity from blur present
in images [14]. Thus it is possible that motion blur contains velocity information and blur kernel iden-
tification can be achieved with a learning based framework.

This work aims to investigate the possibility of using machine learning techniques to directly estimate
velocity from an image. Towards that end, this literature review is carried out to present a critical
analysis of the state of the art in the topic of estimating velocity from images and also to provide a
deeper understanding of possible features contributing to the mapping of images and their associated
ego-velocity.

In this introductory chapter, section 1.1 presents the motivations behind that drive this body of re-
search, the section following that outlines the research questions and the sub-questions to be ad-
dressed while working towards the research objective. The final section of this chapter discusses the
experimental setup and facilities to be used while working on this project.

The rest of the report is organized as follows, the second chapter presents the necessary theoretical
background on relevant machine learning algorithms. Since motion blur has been proven to contain
velocity information [14], the third chapter discusses motion blur and how various approaches have
leveraged it for velocity estimation. The fourth chapter presents the preliminary results obtained.The
third and fourth chapter provide insight as to how velocity can be estimated from single images. The
final chapter presents the conclusions drawn from the literature study.
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12 1. Introduction

1.1. Motivation for Research
State estimation poses a challenge when working towards robot autonomy, since the robot needs to
be aware of its own parameters to interact with the environment in a defined manner. The position
of the agent can be estimated with sensor fusion of Inertial Measurement Unit(IMU) data with GPS
or magnetometer measurements. Since sensor bias increases in case of IMUs, accurate non-linear
dynamic models or fusing input from other sensors are required. Velocity estimation has also been
achieved by fusion of IMU data with visual data [15]. In GPS denied environments, laser range or
sonar sensors are alternative solutions. Another popular sensor option for state estimation are RGB
cameras, because of the richness of features and information in an image stream.

Cameras as sensors have been used in a wide range of applications especially on board unmanned
aerial vehicles. These applications include obstacle avoidance, state estimation [16], integration with
an inertial navigation system [17] and navigation [18]. Another one of the main advantages of cameras
as sensors apart from being information rich is that they can function independent of the platform/agent
that they are deployed on. For instance, state estimation (using potentiometers) in humanoid agents
is quite different from that on board unmanned aerial vehicles(IMU), however both agents can utilize
vision based state estimation.

Research in computer vision has already previously investigated motion estimation from single static
images [19] via structured regression with a random forest. This thesis builds on the previous work to
analyze what kind of role motion blur and context play, in the prediction of motion from single images.
Towards this end, machine learning models are trained to estimate velocity from single static images
and then analyzed to determine what the model learns.

One of the current methods of vision based velocity estimation is optical flow computation between
two successive image frames. The storage of the previous frame requires memory which can poten-
tially be saved by using single images.This is particularly advantageous when working with embedded
systems. There are methods of optical flow based estimation that do not require dense computations
[5], however these methods still require storing optical flow data(albeit down-sampled) from the pre-
vious frame. Velocity estimation techniques based only on single images, would thus require lesser
memory, making it an interesting topic to investigate. Also it can be seen in literature that velocity
can be estimated with information from a single motion blurred image [20]. Since blur parameters can
be learned and motion blur has been shown to contain velocity information, using a learning based
framework for velocity estimation would be of interest to investigate.

Figure 1.1: Velocity estimation pipeline

Some machine learning models such as deep learning are notorious for requiring massive amounts
of computational power and data to train. The emergence of general purpose GPU computing and
the parallelization prowess of GPUs have reduced training and deployment times for deep learning
techniques. With recent advances in embedded deep learning, model inference is now easily achieved
on mobile GPUs [21]. Thus it is significant to investigate utilizing deep learning for velocity estimation
from single images particularly for drone based applications.
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1.2. Research objective and research questions
The overarching objective of this research project is to explore the possibility of determining the velocity
from single image frames. From the research objective, the following research question/sub-questions
are derived,

• How can a model be developed that can learn to estimate motion from a single static image?

– Which kind of learning based model would be suited for the task?

– What are the features that could enable the model to correlate image data and ground truth
velocity?

⋄ What is the contribution of each feature/cue toward learning the mapping from pixel
space to velocity?

1.3. Pre-requisites & Facilities
The training of many learning based models such as deep neural networks are computationally expen-
sive. Therefore owing to the parallel computation power of GPUs, GPU acceleration has become quite
popular. For this body of work the DAS4 cluster at TU Delft is used [22] which has an NVIDIA GTX
1080 GPU at the node being utilized. The prospect of deploying the velocity estimation model on data
collected from a drone is also to be investigated, for which a Parrot bebop drone will be used.

The training and deployment of learning based models could potentially require developing a lot of
programs to facilitate individual parts of the model such as optimization, model architecture generation
etc. In order to avoid reinventing the wheel, pre-existing libraries are made use of. Recently, quite
a few libraries for learning based models such as Tensorflow, keras, Theano, PyTorch and caffe have
been developed. Caffe [23] is a framework specialized for development and deployment of models
implemented with C++ and Google protocol buffers for designing network architectures and controlling
their training/testing. It also provides APIs for Python and Matlab. The Caffe library provides a clean
architecture, great performance and detailed documentation. The network architecture is defined
separate from the solver thus also offering modularity and flexibility. Furthermore, Caffe also has a
’Caffe Model Zoo’ where models can be obtained and shared along with their definitions and trained
weights, thus allowing researchers to build on top of each other’s work. Thus, Caffe was the ideal
choice for the implementation of this work.





2
Background on Neural Networks

This chapter presents the theoretical background necessary to gain a deeper understanding of this
work. Over the past couple of decades, with the increasing amount of data and computational power
available, machine learning has become prevalent in today’s world. Machine learning can be broadly
categorized into three paradigms, which are supervised, unsupervised and reinforcement learning al-
gorithms.

Supervised learning involves data samples with targets or labels which provide ’supervision’ for the
model to learn a mapping function between the input data and its corresponding target/label. The
approximated mapping function can then be used to predict the labels or targets of unseen input data.
Supervised learning problems can again be categorized as either classification or regression. In clas-
sification, the output corresponds to probability distribution across predefined classes. In regression
problems, the output is a real value based on input.

Unsupervised learning works with input data that has no corresponding predefined targets or labels.
These algorithms focus on learning the underlying structure or distribution of the data, such as clus-
tering where inherent groupings of the data are discovered.

Reinforcement learning draws inspiration from behavioural psychology. An agent(physical or simu-
lated) receives a ’reward’ based on the state and the action it takes upon the environment. Rather
than training on predefined correct input output pairs, reinforcement learning focuses on online perfor-
mance, balancing the trade-off between exploring the state/action space and exploiting the knowledge
it gained.

Given that the task at hand is to estimate velocities from images, the continuous real valued output
implies that supervised learning and in particular regression would be an appropriate choice of model.
However, Even within the supervised learning paradigm, there are many approaches and algorithms
such as random forests, support vector machines, neural networks and so on. Support vector machines
have one caveat, which is that an optimal model requires prerequisite knowledge of the data at hand in
order to choose an appropriate kernel. Whereas methods like random forests and neural networks are
able to automatically determine the structure in the data. However if the data is sparsely distributed,
or if the data is not axis aligned, random forests might not perform well. Neural Networks, on the other
hand are versatile and capable of approximating complicated functions.

The subsequent section and subsections of the chapter presents the principle behind neural networks
and also discusses more sophisticated variants such as recurrent neural networks and convolutional
neural networks.
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2.1. Artificial Neural Networks
Artificial neural networks(ANNs) draw inspiration from biological neural networks of the brain. McCul-
loch and Pitts created the basis for modern day neural networks by defining a computational model
called 'threshold logic '[24].The artificial neural networks are a collection of connected computational
nodes that iteratively improve their performance in tasks using examples rather than explicit task spe-
cific programming. The standard feed forward neural network consists of an input layer, an output layer
and a hidden layer. The input layer propagates the data to the hidden layer which in turn is connected
to the output layer. Each computational node is connected to all the nodes from the previous layer.
Each connection of the network has a weight associated with it. The weights are progressively tuned
until they represent a mapping between the inputs and the outputs.Figure 2.1 represents the working
of a single neuron, it first performs a sum operation on the weighted inputs adding any bias and then
applies a non-linear activation function.

Figure 2.1: A single neuron, inputs ፱ are multiplied by weights ፰ and bias values are added, this resulting value is then subject
to an activation function.

The activation function can be defined to be the mathematical abstraction which represents the firing
rate in biological neural networks present in animal brains. It decides whether a neuron ’fires’ or not.
The value of the weighted input and bias can be any real number, the activation function subjects it
to specific bounds. The most common activation functions are the sigmoid, hyperbolic tangent and
the rectified linear unit (ReLU) as shown in figure 2.2 below. The ReLU activation function has been
shown to be six times faster than an equivalent network with hyperbolic tangent as its neuron activation
function[9].

Figure 2.2: Common activation functions

The artificial neural network model operates in two different phases, a training phase and a testing or
deployment phase. In the training phase, the network iteratively tunes its weights such that it produces
the correct output when presented a sample. During this training phase the neural network is supplied
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with a set of input vectors 𝑥፧ = 1, 2, ..., 𝑛 and the corresponding set of correctly labelled outputs 𝑦፧.
The goal is to minimize the error between the output predicted (𝑦፩) by the network and the label as
measured by the cost function by adjusting the weights. A common cost function used is the sum of
squared errors as given below.

𝐽 = 1
2

ፍ
∑
፧ኻ

||𝑦፩ − 𝑦፧||ኼ (2.1)

To minimize the cost function, it can be treated as an optimization problem, thus its slope with respect
to each weight of the network(The gradient) is to be calculated. During each iteration the weights are
adjusted in the direction that produces the steepest descent along the error space. This direction is
determined by computing the negated gradient of the cost function with respect to each of the weights.

∇𝐽(𝜔፧) = [
𝜕𝐽
𝜕𝜔ኺ

, 𝜕𝐽𝜕𝜔ኻ
, 𝜕𝐽𝜕𝜔ኼ

, ... 𝜕𝐽𝜕𝜔፧
] (2.2)

The weights are then updated with the following rule,

𝜔፤ = 𝜔፤ − 𝛼∇𝐽(𝜔፤) 𝑘 = 0, 1, 2, ...𝑛 (2.3)

Where 𝛼 is the learning rate parameter which determines the rate at which the parameters are updated.
The gradients for a feed forward neural network are computed with the backpropagation algorithm as
summarized below,

Algorithm 1 Backpropagation algorithm
Initialize the weights of the network
While: max. Iterations > Iterations completed (or other stopping criterion)
for every input/output data pair or batch of data do
Forward Pass
Propagate the input forward through the network.
for Every hidden or output layer do
for Every neuron j in the layer do
Compute sum of input with respect to each neuron of previous layer 𝐼፣ = ∑። 𝑤።፣𝑂፣ + 𝜃፣
Compute activation of each unit 𝑂፣ = 𝑓(𝐼፣)

end for
end for

Backward Pass
for each unit j in the output layer do
Compute the error 𝐸𝑟𝑟𝑜𝑟ፉ = 𝑂፣(1 − 𝑂፣)(𝑇፣ − 𝑂፣)

end for
for each unit j in the hidden layers do
Compute error with respect to previous layer k 𝐸𝑟𝑟𝑜𝑟ፉ = 𝑂፣(1 − 𝑂፣)∑፤ 𝐸𝑟𝑟𝑜𝑟፤𝑤፣፤

end for
for Each weight in the network do
Δ𝑤።፣ = −𝑂።𝐸𝑟𝑟𝑜𝑟፣𝛼
𝑤።፣ = 𝑤።፣ + Δ𝑤።፣

end for
for Each bias in the network do
Δ𝑏።፣ = −𝐸𝑟𝑟𝑜𝑟፣𝛼
𝑏።፣ = 𝑏።፣ + Δ𝑏።፣

end for
end for
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Backpropagation is essentially a generalization of the chain rule applied to all layers of the network
where the rule is used to compute gradients at each layer. Backpropagation has two stages, the for-
ward pass, where the input vector is processed by all layers of the network and produces the output
evaluated by the cost function and a backward pass which is when the chain rule is applied and the
parameters are updated. Backpropagation can be used in an online or offline setting. Offline or batch
learning is faster for relatively smaller datasets but is prone to getting stuck in a local minimum. Online
learning performs better and has the ability to adapt to the unseen data better [25].

The regular neural networks do not scale well to multi-dimensional input such as images due to the
full connectivity, they suffer from curse of dimensionality. Assuming an image of size 32 x 32 x 3 then
the neuron of the first hidden layer would have 3072 weights. With several such neurons parameters
would increase which might lead to overfitting. Thus, convolutional neural networks are more suitable
to this task as they constrain their architecture in a more sensible way to handle multi-dimensional data.

2.1.1. Convolutional Neural Networks
Convolutional neural networks are a class of deep, feed forward neural networks inspired by connectiv-
ity patterns of the animal visual cortex arising as a result of work done at Bell labs [7] [8]. Conventional
neural networks such as the multi-layer perceptron accept a vector input which they transform based
on transfer functions of their hidden layer, weights and biases. CNNs in contrast, take the full raw
images as input and employ 3D volumes of neurons for learning feature maps. The 3D volumes are
followed by the fully connected layers which discard the structural information inside the image. CNNs
were introduced to reduce the amount of parameters to tune by instituting a new connectivity pattern
between the neurons inspired by the organization of the cat’s visual cortex. The individual cells of
the visual cortex are arranged in such a way that they are only sensitive to certain sub-regions of the
visual field, called a receptive field. These sub-regions are then tiled to cover the entire visual field
and the cells act as local filters over the input space. Despite being very different from the multi-layer
perceptron, convolutional neural networks are also trained using backpropagation.

Convolutional neural networks typically consist of three types of layers: convolutional layers, pooling
layers and fully connected layers.There are however, variations of convolutional neural networks such
as fully convolutional networks which do not have fully connected layers. Understanding the principle
behind the working each of the aforementioned layers will provide insight as to how information is
encoded in the network. The input layer is a three dimensional volume corresponding to the the
dimensions of the input provided to the network. The successive layers perform various operations on
this input.

Convolutional layer
The convolutional layer is a crucial building block of a convolutional neural network. To better under-
stand the convolutional layer, the convolution operation is first discussed. It is assumed that pixels
that are spatially closer together would combine to form a feature of interest rather than pixels that
are farther apart. Given a two-dimensional image, I, and a small matrix, K of size h × w, (known
as a convolution kernel), the convolved image is computed by sliding the kernel over the image in all
possible ways, and determining the sum of element-wise products between the image and the kernel:

(𝐼 ∗ 𝑘)፱፲ =
፡
∑
።ኻ

፰
∑
፣ኻ
𝐾።፣.𝐼፱ዄ።ዅኻ,፲ዄ፣ዅኻ (2.4)

In addition to parameters of the layer, Convolutional layers also have ’hyperparameters’. The output of
a convolutional layer is defined by these hyperparameters. The receptive field which is essentially the
size of the filter is one hyperparameter. The depth of the output volume is another hyperparameter,
and it corresponds to the number of filters. Stride and zero padding are the other two hyperparam-
eters.The stride specifies how many pixels are skipped as the filter slides over the image. A value of
one means the filter is moved one pixel at a time. Zero padding is the number of zeros added to the
input volume along the border. A parameter/weight sharing scheme is also employed in convolutional
neural networks. It is assumed that a feature that is useful to compute at one spatial location is also
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Figure 2.3: Example of convolution operation. [26]

useful at other spatial locations. Thus, a single two-dimensional depth slice (assuming volume of 10 x
10 x 15, there are 15 10 x 10 depth slices) is constrained to have the same weights and bias.

For the forward pass, the filters in each convolutional layer ’slides’ across the inputs width and height
performing a dot product between each element in the filter and the image(convolution). This pro-
duces an activation/feature map which is essentially a 2D matrix. The network ’learns’ these filters by
backpropagation of errors, such that the filter generates an activation response when it detects some
specific type of feature at a position in the input image. When these feature maps are stacked along
the depth, the output volume of the convolutional layer is obtained.

Pooling layer
After each convolutional layer, there is usually a pooling layer. The function of a pooling layer is to
progressively reduce the spatial size of the representation of the input, thus reducing the amount of
parameters of the network and ultimately preventing overfitting. Pooling layers typically perform a
MAX operation or an averaging operation independently per depth slice of the input. In case of MAX
pooling, a window of fixed size is slid over the input volume and the maximum value of each window
is taken as the corresponding part of the output volume. Average pooling involves averaging the value
in each window and the average value is taken as the output.

Figure 2.4: Example of Pooling operation. [27]

Fully Connected layer
The final part of a standard convolutional neural network are fully connected layers. The fully connected
layers are operate in a manner similar to regular feed forward networks.
To summarize, convolutional neural networks exploit spatial location information by means of a localized
connectivity pattern between nodes in adjacent layers. This way, the filters that are learned produce a
higher activation response to the localized input pattern. When these layers are stacked, they become
hierarchically more non-linear and thus responsive to a larger region of the input image. The network
first creates representations of small parts of the input, then from them, it assembles representations
of larger areas of the input. Every single filter is repeated across the whole visual field. These filter
units share the same parameters (weight vector and bias) and thus form a activation/feature map of
that layer. So it can be said that all the neurons in a given convolutional layer will ’respond’ to the
same feature (within their specific response field). Repetition of units in such a manner allows for
the features to be detected irrespective of their spatial position in the visual field, thus enabling the
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Figure 2.5: Example of convolutional neural network architecture. [28]

property of translation invariance. The pooling layers perform down-sampling, and the fully connected
layers establish high-level reasoning.

2.1.2. Recurrent Neural Networks
Recurrent neural networks are different from regular feed forward networks in the sense that they have
at least one feedback loop, that is the input is not just the current sample but also what the network had
perceived in previous time steps. Since the activations can flow in a loop, the network can do temporal
processing and learn sequences. The sequential information is preserved in the recurrent network’s
hidden state, which could span multiple time steps as it cascades forward affecting the processing of
every new example. Thus, it finds correlations between events separated in time. Mathematically the
hidden state can be defined as,

ℎ፭ = 𝜙(𝑊𝑥፭ + 𝑈ℎ፭ዅኻ) (2.5)

Thus, the hidden state is a function of the input at a given current time step 𝑥፭, multiplied by a weight
matrix W and added to the hidden state of the previous time step ℎ፭ − 1 which is multiplied by a
transition matrix, similar to a Markov chain. The weight matrices determine how much importance the
present input and the past have.

Figure 2.6: A recurrent neural network

The recurrent neural network can also be thought of as a dynamic system represented by the state
space equations,

ℎ(𝑡) = 𝑓፡(𝑊ፈፇ𝑥(𝑡) +𝑊ፇፇℎ(𝑡 − 1))
𝑦(𝑡) = 𝑓፨(𝑊ፎፇℎ(𝑡))

(2.6)
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Where the matrices 𝑊ፈፇ,𝑊ፇፇ,𝑊ፎፇ are the weights of the layers and 𝑓፡, 𝑓፨ represent the activation
functions of the hidden and output layers respectively. A more intuitive explanation for recurrent
neural networks is that they are feed forward neural networks when they are unfolded or rolled out
over time as shown in Fig.2.7. Therefore, the concepts used for feed forward neural networks are
generally applicable here.

Figure 2.7: Recurrent network unfolded over time. [29]

An extension of the backpropagation algorithm known as the backpropagation through time (perform-
ing gradient descent on a network unrolled through time) is used to train recurrent neural networks.
In backpropagation through time, since a whole sequence is used as a training sample, the error needs
to be summed up across all time steps.

𝐸(𝑦፩, 𝑦፭) =∑
፭
𝐸፭(𝑦፩, 𝑦፭) (2.7)

Similarly the gradients are also summed up across all time steps.

𝜕𝐸
𝜕𝑊 =∑

፭

𝜕𝐸፭
𝜕𝑊 (2.8)

The gradients are calculated using the chain rule. If the third time step is considered, the gradient of
weights representing the outer and hidden layer connections are given by,

𝜕𝐸ኽ
𝜕𝑊ፎፇ

= 𝜕𝐸ኽ
𝜕𝑦ኽ፩

𝜕𝑦ኽ፩
𝜕𝑊ፎፇ

= (𝑦ኽ፩ − 𝑦ኽ፭) ⊗ ℎኽ
Thus, 𝑊ፎፇ depends on values from the current time step. But when considering 𝑊ፇፇ and 𝑊ፈፇ,

𝜕𝐸ኽ
𝜕𝑊ፇፇ

= 𝜕𝐸ኽ
𝜕𝑦ኽ፩

𝜕𝑦ኽ፩
𝜕ℎኽ

𝜕ℎኽ
𝜕𝑊ፇፇ

(2.9)

Here, ℎኽ is not a constant, rather ℎኽ = 𝑓፡(𝑊ፈፇ𝑥ኽ+𝑊ፇፇℎኼ) thus it depends on ℎኼ which in turn depends
on ℎኻ. Thus, the gradient can be calculated by,

𝜕𝐸ኽ
𝜕𝑊ፇፇ

=
ኽ
∑
፤ኺ

𝜕𝐸ኽ
𝜕𝑦ኽ፩

𝜕𝑦ኽ፩
𝜕ℎኽ

𝜕ℎኽ
𝜕ℎ፤

𝜕ℎ፤
𝜕𝑊ፇፇ

The update rules for backpropagation through time are similar to that of standard backpropagation.
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Since the layers and time steps of deep neural networks are related to each other in a multiplicative
manner, derivatives are susceptible to vanishing or exploding.The gradient contains information as
to how the weights needed to be updated for minimum error. Updates to the parameters cannot
be achieved without knowledge of the gradients, which is where recurrent neural networks struggle,
learning long-range dependencies between inputs that are several time steps apart. This can be seen
in equation 3.9, where ℎኽ represents a chain rule in itself since it is dependent on ℎኼ and ℎኻ. Thus, the
differentiation of ℎ፤ with respect to a previous layer is the derivative of a vector function with respect
to a vector, the resulting matrix is a jacobian, where the elements are all the point-wise derivatives.
This is akin to the effects of applying a sigmoid function over and over again(Fig.2.8). The data is
flattened until it has no detectable slope when considering large stretches. This is similar to a gradient
vanishing as it passes through multiple layers.

Figure 2.8: Vanishing gradient due to multiple applications of sigmoid function

In some cases, the activation function can be chosen such that the gradients increase exponentially.
In case the gradient becomes too large, a truncated form of the backpropagation through time can
be utilized. The disadvantage is that the gradient has a limited ability to flow back due to truncation,
therefore the network can’t learn dependencies that are stretched far apart in time.

Long Short term Memory
The LSTM is a recurrent neural network architecture proposed by Sepp Hochreiter and Jürgen schmid-
huber in 1997 as a solution to the vanishing gradient problem. LSTMs aid in the preservation of error
that can be backpropagated through both time and layers of the network. By maintaining a more con-
stant error, LSTM allows recurrent neural networks to learn over many time steps, thereby instituting a
channel to link causes and effects. LSTMs introduce a cell state, (denoted by 𝐶፭ in Fig.2.9) which flows
along the unit like a conveyor belt with a few interactions with data. Information is added or removed
from gates by means of structures known as gates. The gates (represented by 𝜎 in Fig.2.9) ’regulate’
the information passing through them. The gates are sigmoid neural network layers which output a
lower value if the information should not affect cell state or higher to affect the cell state.

The forget gate is represented by 𝑓፭ and 𝑓፭ዅኻ in Fig.2.9. The forget gate regulates the contribution
of previous cell state to the current cell state. It takes the previous time step activation and current
information as input, and outputs a number between 0 and 1 for each number in the cell state Ct−1.

𝑓፭ = 𝜎(𝑊 .[ℎ፭ዅኻ, 𝑥፭] + 𝑏፟)
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The next step in an LSTM model is to which new information is to be stored in the cell state. A sigmoid
layer called the input gate layer decides which values are to be updated. Then, a hyperbolic tangent
layer creates a vector of new candidate values, �̃�፭, that could be added to the state. The two values
are combined to create an update to the state.

𝑖፭ = 𝜎(𝑊።.[ℎ፭ዅኻ, 𝑥፭] + 𝑏።)
�̃�፭ = 𝑡𝑎𝑛ℎ(𝑊ፂ.[ℎ፭ዅኻ, 𝑥፭] + 𝑏ፂ)

𝐶፭ = 𝑓፭ ∗ 𝐶፭ዅኻ + 𝑖፭ ∗ �̃�፭
The last stage determines the output of the single unit in the LSTM.

𝑜፭ = 𝜎(𝑊፨.[ℎ፭ዅኻ, 𝑥፭] + 𝑏፨)
ℎ፭ = 𝑜፭ ∗ 𝑡𝑎𝑛ℎ(𝐶፭)

Figure 2.9: Standard RNN (top) vs LSTM (bottom)
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From the theory presented in this chapter, it is evident that convolutional neural networks are best suited
for handling image data since the weight sharing mechanism ensures there are lesser parameters
and they have shown promising results in a wide array of image based tasks like classification and
localization [9], depth estimation [30] and many more. Convolutional neural networks are thus the
learning based model that will be further investigated for the task of image based velocity estimation.





3
Motion Blur & Motion Estimation

When a camera is subject to motion within an exposure period, the illumination changes are integrated
over time and the sharpness is smeared over the image, thus forming motion blur. In other words
a captured image can be thought of as an averaged sample over a time period, as a result, moving
objects in that time period cause motion blur. Image deblurring to recover the original image is an
actively researched topic since traditional computer vision tasks such as segmentation and tracking are
difficult to perform without knowing the blur kernel. However, the motion blur being removed actually
has motion information. Thus, it is possible that a model could learn a function that maps motion blur
parameters to velocity of the camera.

Given the characteristics of a particular image, geometric theory can be used to solve the object ve-
locity measurement problem. The advantages of this method are that it is simple in theory. However,
the disadvantages are that it requires an additional reference object, including length information, and
it exhibits a significant estimation error. Another popular method for velocity estimation given a se-
quence of images is using optical flow. Motion estimation here is the estimation of the displacement and
velocity of features in an image frame with respect to the previous frame in a time sequence of images.

This chapter is organized into three sections. The first section presents mathematical formalism for
motion blur and its characteristics to provide insight as to how velocity can be estimated from it. The
second section discusses the related body of work involving motion estimation from images. The
final section is regarding how the context in images influences perception based tasks and the related
research work that has exploited this correlation. The final section is presented to provide a basis to
analyze the role of context in velocity estimation.

3.1. Characterization of Motion Blur
An image with motion blur retains information that parameterizes the blur. This enables the recovery
of motion from a single static image. Motion blur in an image can be characterized by its Point Spread
Function(PSF). A motion blurred image (b) can be thought of as a convolution of the unblurred image(i)
and the point spread function(h) with additional noise(𝜇).

𝑏(𝑥, 𝑦) = 𝑖(𝑥, 𝑦) ∗ ℎ(𝑥, 𝑦) + 𝜇(𝑥, 𝑦) (3.1)

The point spread function is defined as:

ℎ(𝑥, 𝑦) = {
ኻ
ፋ , if √𝑥ኼ + 𝑦ኼ ≤ ፋ

ኼ and ፱
፲ = −𝑡𝑎𝑛(𝜙).

0, otherwise. (3.2)

Where ’ L ’ is the motion length and 𝜙 is the motion direction. In order to recover and infer information
from the motion blur, accurate estimates of the motion blur PSF parameters, length and motion angle
need to be computed. From the motion blur parameters, relative velocity can be recovered if the
exposure time is known.
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The recovery of the point spread function is a particularly challenging task owing to the short duration
of the image degradation process and loss of information it causes. However, study of motion blur PSF
has revealed that it exhibits a unique behavior in the frequency domain [31]. Blur identification with
spectral nulls making use of power spectrum and the power cepstrum was investigated [32], but this
approach fails when there is a large amount of noise or if the blur size is small.

A considerable amount of research has been done with regards to autocorrelation based methods for
motion blur PSF estimation. One approach evaluates the phase gradient of the image to extract the
blurred edge [33]. With this extracted part, an autocorrelation matrix is determined and its contour
is drawn. The blur direction is obtained from the trace of the peak of the autocorrelation matrix, also
a first order backward difference equation is evaluated on the trace of the peak to obtain blur extent.
This approach is impervious to noise and retains motion characteristics.

Another method based on autocorrelation for PSF estimation is first determining the motion direction
and then the pixel blur [34]. An approximation of the image derivative in a specific direction is first
obtained and then the total image intensity in the same direction is computed by the summation of
the absolute values of all pixels. The blur direction is then defined as the direction in which the total
intensity of the absolute values of the image derivative is lowest. A digital autocorrelation function
(ACF) to the image derivative lines in the motion direction identified above is then calculated and the
average of the ACF is obtained. The relative distance between the center point and the minimum
of the averaged ACF gives the extent of the blur in terms of number of pixels. However, the article
mentions that this method works well only if the relative homogeneity(ratio of minimum difference
between the values of the pixels at endpoints of the smear track of the point and the adjacent pixels
outside the track to the maximum difference between two adjacent pixels inside the track) of the PSF is
larger than unity. Also, any error in estimating the motion direction affects the calculation of blur extent.

A motion blur parameter estimation was based on frequency response was proposed in [35] which uses
a 2D Gabor filter to estimate the angle and a neural network is trained to obtain the blur length. The
Gabor filter is convolved with the log spectrum of the blurred image at different orientations to obtain
the response corresponding to different frequencies and orientations. The L2 norm of the convolved
image is calculated for each orientation. The angle corresponding to the highest L2 norm gives the
blur direction. A Radial basis function based neural network was trained to obtain the blur length. The
key issue with most of the aforementioned methods is that they all require incorporation of domain
knowledge in the framework, engineered features or pre-processing.

Recent research in deep learning has shown that, the motion blur parameters can be estimated from
raw images itself rather than resorting to frequency domain analysis. Convolutional neural networks
have particularly been used for blur identification [13]. Although the article describes a method for
motion blur removal, the first part of the approach focuses on identification of blur parameters. The
motion space is discretized and the convolutional neural network is trained as a classification model to
estimate probabilities of motion kernels for each patch of the image, then dense motion blur kernels
for the whole image is estimated using a Markov random field.

Fully convolutional neural networks have also been used to estimate motion flow from motion blur in
an image [12]. To estimate the blur kernel, a generic and information rich prior would be necessary.
Rather than learning a prior over the latent image, which would require modelling all the image content,
motion flow is learned by the fully convolutional network thereby allowing the model to focus on the
cause of blur irrespective of the contents of the image. This approach transcends patch level learning
and does not require any post processing unlike the previously mentioned method. Training and testing
of the model is directly performed on the whole image, thus exploiting additional spatial information
and allowing it to estimate a dense motion flow map accurately, as seen in the Fig 3.1. However, here
for motion flow estimation, the fully convolutional network is trained over discrete outputs. Discretiza-
tion of the motion space could pose an issue(loss of information) as motion is an inherently continuous
quantity.

From the literature that has been studied, the inference that can be drawn is using the motion blur
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Figure 3.1: Motion Flow Estimation for Deblurring [12]

angle and motion blur length for the characterization of the point spread function and ultimately the
motion blur has proved to be a successful approach. Machine learning techniques have been used to
approximate mappings between pixel/feature space to the motion space, the body of research involving
subsequent estimation of velocity from motion blur in images is presented in the following section.

3.2. Velocity and Motion Estimation from images
Research on image based motion estimation has increased in recent years[14][20], since computa-
tional power has become available to process the large amount of data generated by images at low
latency and in real time. The aforementioned methods rely on estimating the motion blur parameters
and then using the pinhole camera model to establish a relationship between motion blur and velocity.
The predominant method for velocity estimation from images is by using optical flow which was first
introduced by an American psychologist named James Gibson . Optic flow is the apparent motion of
texture in the visual field relative to the camera. This information tells us not only how fast the camera
moves and how close it is relative to the objects it sees. However, the computed optical flow field does
not directly offer information on distance to surfaces or the egomotion velocity of the camera but it
can be computed with additional input, such as control input to the agent [36].

When a stereo camera system is used [5], the optical flow measurements can be scaled with the dis-
tance between camera and the observed scene to obtain metric velocity of the agent. The optical flow
field is the projection of the 3-D velocity field on the image plane. This flow field is then expressed as a
sum of its translational and rotational components. The metric velocity is then obtained by transform-
ing the translational velocity using the inter-axial distance between the two cameras and the disparity
value estimates.

Monocular vision systems have also been utilized for optical flow estimation. H.W.Ho et al. [36] esti-
mates the distance to the ground and the vertical velocity of an unmanned aerial vehicle. An extended
Kalman filter was then used to obtain the height and velocity based on control input and flow diver-
gence information. Grabe et al. [6] devised and implemented closed-loop control and onboard velocity
estimation on a UAV. This was achieved using an algorithm for self motion estimation via optical flow
extraction. The work builds upon the usage of the continuous homography constraint for egomotion
estimation. Variations of the classical 4 point algorithm were used to compute the continuous homog-
raphy matrix which encodes both the camera linear and angular velocity, and the scene structure.

Since the initial methods proposed by Horn & Schunck [38], Lucas & Kanade [39] most of the traditional
approaches to estimate optic flow have focused on variational methods and in recent times, extensions
to these methods involving large displacements and combinatorial matching have been proposed. One
such example is the work termed ´Deepflow´ [40] which proposes a novel descriptor matching algo-
rithm tailored for the optical flow estimation problem alongside a variational approach, quasi-dense
correspondences are extracted and fed as input to an energy minimization framework. Another similar
approach called ´EpicFlow´ [41] again proposes a two step method. The first step of the algorithm
involves the sparse to dense interpolation of matches while preserving the edges. To this end, an edge
aware geodesic distance measure which can handle motion boundaries and occlusion is designed. The
dense matches obtained from the interpolation are then subject to the variational energy minimization
framework to obtain the optical flow estimation. The disadvantage to these methods are that they
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Figure 3.2: Optical flow prediction from static image [37]

require engineered methods for matching, aggregation and interpolation.

A significant amount of research has been carried out for the estimation of optic flow using machine
learning algorithms. An early approach to learning optical flow was put forth by Black et. al [42]
propose using Principal Component Analysis(PCA) to learn a set of basis flows. Flow fields are then
estimated as a linear combination of these basis flows, Image derivatives are used in a gradient based
framework to compute the coefficients of the linear combination. One key drawback of this method is
that it assumes that motion occurring in images will be a linear combination of learned flows, which
need not necessarily be the case. It is possible that the basis flows do not capture all the information
in the motion space or a non-linear combination of basis flows could be present in the image.

Sun et. al [43] analyze the underlying statistics of optical flow, thereby proposing a steerable random
field to model the statistical relationship between image and flow boundaries. Unsupervised learning
has also recently been employed for the optical flow estimation problem. Taylor et. al [44] proposed
a convolutional restricted Boltzmann machine capable of extracting low-level motion features which is
ultimately used for action recognition. Konda et. al [45] propose a model to learn depth and motion
using an energy based model, the synchrony autoencoder. The common issue with these approaches
are that they work with controlled experimental setup and do not have performance comparable to
classical flow estimation algorithms on real-world data.

The neural network architecture termed ’FlowNet’ put forth by Fischer et. al [11] is capable of learning
to predict optical flow with good generalization capability. The architecture proposes a convolutional
neural network trained end to end to compress information spatially and then refined to obtain optical
flow prediction. Ilg et. al [46] further built upon ’FlowNet’, proposing a new framework ’FlowNet 2.0’
which includes a stacked architecture warping the subsequent frame in the image with the intermedi-
ate optical flow prediction. It is also augmented with a sub-network used to specifically handle small
displacements.

On a related note, Deep learning research has also recently shown that it is possible to extract a
sequence of sharp images from a single blurred one. Purohit et. al [47]propose the training of a
recurrent autoencoder with convolutional LSTM modules. Thus motion representations are learned in
an unsupervised manner and ultimately video reconstruction serves as the surrogate task for training
facilitating blur to video generation. Another approach introduced by Jin et. al [48] makes use of
convolutional neural networks with larger receptive fields to combat the ill posed problem of deblurring
an image. This work also introduces a novel loss function invariant to the temporal ordering of image
frames.
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Thus, it can be inferred from the literature that optical flow can be used to estimate velocities. With
just a single static image, research has found that convolutional neural networks can be used for dense
optical flow prediction [37] as seen in image 3.2. The convolutional neural network can predict motion
in terms of optic flow as shown in the image above. From the literature, it is evident that single static
images can be used for optical flow prediction and it is also seen that optical flow can be used for
velocity estimation. This forms the core idea for this research work.

3.3. Role of Context in Perception
As human beings, we unwittingly use contextual information on a daily basis. We can ’situate’ ourselves
in an environment and process information based on things around us. Studies in Cognitive Psychology
[49] provide evidence that contextual cues such as relative size and location play a significant role for
object detection in humans.

This is relevant when dealing with velocity estimation because we would tend to predict higher velocities
while travelling on highways, as compared to a village road. High-level contextual information has been
shown to augment low-level features for object detection tasks [50] achieving better performance.
Context has also been shown to play a vital role in 3D scene understanding [51].However, when it
comes to velocity estimation, motion blur and ultimately motion flow have been investigated as a
cue/feature for velocity estimation, but the role of context is not very well explored. The work by
J.Walker et al. [37] predicted motion in static images and deduced that motion prediction is context
dependent. Further experiments need to be carried out to cement our understanding of the role of
context in velocity estimation.







4
Preliminary results

A review of literature has shown single image frames do contain temporal information which could pos-
sibly be utilized to estimate the ego-motion velocity. The first step would in this research work would
be to train a convolutional neural network to predict the velocity given single static image frames. If the
model is able to learn a mapping from pixel space to velocity, the pertinent question is - what features
of the image could contribute towards this task ? To answer that, the transfer learning paradigm can
be of use. Transfer learning can be accomplished either by using the CNN as a feature extractor or
fine-tuning the previously learned weights on a new possibly related task.

The first section of this chapter discusses and evaluates the data to be used. It is important to under-
stand the input to effectively analyze the predictions of the network. The subsequent sections each
analyze the role of motion blur and spatial context in learning a mapping from pixels to velocities.

4.1. Dataset Evaluation
Convolutional neural networks are supervised learning models with a large number of parameters. This
means that to efficiently train these models, a large amount of labelled data is required. More specifi-
cally, images captured by a moving camera, annotated with the instantaneous velocity at the time of
image capture would constitute the dataset for training this deep learning model. Due to the increasing
popularity of autonomous driving there are many such datasets available such as the comma.ai dataset,
the udacity driving dataset, the KITTI dataset [52] and the Oxford RobotCar dataset[53]. Among these
datasets, the KITTI dataset presents itself as the ideal candidate in this scenario as it has a synthetic,
generated counterpart name vKITTI [54] which would prove useful. The Oxford dataset is a massive
dataset recorded in various scenarios and weather conditions, thus it would prove useful in identifying
the edge cases, where the model does not perform as expected.

The KITTI dataset captured images with high resolution colour and grayscale cameras mounted on a
Volkswagen station wagon. The cameras recorded 6 hours worth of vehicle motion through varying
scenes. A few example frames are depicted in Figure 4.1. High precision GPS/IMU data was recorded
alongside the high resolution images. The raw data recorded is divided into five categories depending
on the scene, namely Road, Residential, City, Campus and Person. The ’Person’ category of the dataset
does not involve any ego-motion of the camera, hence it is not considered for evaluation of the deep
learning model. The dataset is recorded on 5 different days and always during daytime. The images
recorded by the cameras were stored with lossless compression as 8-bit PNG files, with the sky and
engine hood cropped out. The information obtained from the GPS/IMU unit such as velocity, acceler-
ation,angular rates were unavailable at times due to outages and in these cases, linear interpolation
was used to obtain missing values.
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Figure 4.1: Few example frames from KITTI [52]

To obtain a better overview as what kind of motion range is covered by KITTI, the histogram of the
ground truth velocity of the dataset is plotted. Also, the mean velocity for each video recorded in
each of the four classes(Road, Residential, City, Campus ) are visualized to obtain a deeper perspective
about motion in each scenario.

Figure 4.2: Histogram of KITTI velocity ground truth

From the histogram (Figure 4.2), it is evident that the KITTI has a significantly larger amount of images
captured at almost zero velocity. However the entire dataset consists of around 43350 images, less
than 3000 of which has almost no motion, so this should not pose a problem.

It is evident from Figure 4.3 that the Road and city categories have the highest velocities which is
intuitive as these straight, open, highway-like areas, where the vehicle would have been able to travel
faster. The campus category has the minimal amount of motion due to the fact that it involves navi-
gating in tight spaces.

The vKITTI dataset is a clone of five videos selected from the original KITTI dataset. The creators of
the dataset also automatically generate modified versions of the original sequence(different weather
and imaging conditions). A few example frames from vKITTI and their corresponding real world(KITTI)
counterpart are depicted in Fig. 4.4 and in this figure it is quite evident that vKITTI is not an exact
reproduction. It misses a few objects such as the milestone marker on the road side (second last
image) but it captures general aspects of the scene.
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Figure 4.3: Mean velocity distribution for each video recorded per class

Figure 4.4: Few vKITTI image frames alonside KITTI counterparts[54]
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The vKITTI dataset does not directly have information of ground truth velocity for the generated scenes,
but the extrinsic parameters which capture the transformation from 3D world coordinates to camera
coordinates are available. The extrinsic matrix includes the rotation matrix(R) and the world coordinate
system origin represented in camera coordinates. Thus, the camera pose can be obtained by the
equation : 𝑃𝑜𝑠𝑒 = −𝑅ፓ𝑇. The temporal difference of successive camera poses will in turn result in the
ground truth velocities. The computed vKITTI ground truth is compared with the KITTI ground truth
for the same frames in Fig. 4.9. There are minor differences between the two ground truths, but the
general trend is followed.

Figure 4.5: Computed vKITTI ground truth and KITTI ground truth

Since vKITTI is a synthetic dataset it is highly probable that it does not include any motion blur. However,
as a confirmation step a frame is extracted from KITTI and its corresponding vKITTI frame. The
laplacian of the two images are calculated and depicted in Fig. 4.6 and Fig. 4.7. It can be seen that
the edges are more clear in vKITTI than with KITTI. Also the median of the top 0.1% pixel value is
higher for vKITTI(892.02) than KITTI(791.64). This shows that vKITTI does not have motion blur.

.

Figure 4.6: Laplacian of a sample KITTI image
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Figure 4.7: Laplacian of a sample vKITTI image

To evaluate the role of context in the estimation of camera motion, a dataset with images from a variety
of places is required. Scene recognition is a well researched field in computer vision, which means that
there is no dearth of datasets. Two of the biggest datasets for scene recognition are the SUN database
[55] and the MIT places database [56]. These large datasets share a few common classes but the
MIT places dataset is larger,diverse and well documented so it is taken under consideration. There
are three macro classes in the MIT places dataset - Indoor, nature and urban which contain several
sub-classes of scenes.

.

Figure 4.8: Distribution of data - few classes of Places dataset [56]
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Figure 4.9: Comparison of common 88 classes [56]

The aforementioned datasets aid in establishing the role of motion blur and context in motion estima-
tion. However, these datasets are recorded with cars and thus the motion is planar - cars are incapable
of rolling motion along its own axis. Thus it would be interesting to investigate motion estimation with
images recorded on board an unmanned aerial vehicle. Such a dataset(drone collected images an-
notated with velocity) is not available to the best of the authors knowledge, so it must be created.
The paparazzi open source autopilot and the motion capture system at Delft University of Technology
(Opti-track) are utilized along with the Parrot Bebop drone for the creation of this dataset.

4.2. Experiments
To evaluate the contribution of motion blur and context, the convolutional neural network must first
be trained for velocity estimation. An appropriate convolutional neural network architecture must be
determined for this task. Given the dynamic nature of the computer vision and deep learning research
fields, several convolutional architectures have been developed. These models such as ZFNet [57],
GoogleNet [58], VGG [59] and ResNet [60] have all achieved a significant level of performance in
the ILSVRC Image classification challenge. Among the above, the VGG16 network architecture has
been prevalent, deployed for several tasks such as image style transfer [61], remote sensing image
classification [62] and has been showed to learn a generalized set of features which could be attributed
to the depth of the network and the fact that it has pooling layer once after every two convolutional
layers. The data is relatively less downsampled, allowing it to store more information. The VGG16
architecture is presented in Fig. 4.10

Figure 4.10: VGG16 Convolutional neural network Architecture [63]
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The VGG architecture is slightly modified for this scenario. The convolutional layers and the first two
fully connected layers are kept intact, the final fully connected layer is modified to output one number
- the velocity prediction, rather than the 1000 class scores for imagenet, the last loss layer is changed
from Softmax loss to a Euclidean Loss function which is more suited for the regression task.

𝐿 = 1
2𝑁

ፍ
∑
።ኻ
||�̂�፧ − 𝑦፧||ኼኼ (4.1)

The KITTI data is resampled with the nearest neighbour method and then fed into the VGG16 pipeline.
The model is trained for 100,000 iterations. The trained model weights are frozen and the model is
tested with the test data. The mean absolute error for the test set is 3.1585. A sample of test
predictions and targets are shown in the graph below (Fig. 4.11).

Figure 4.11: Predictions and corresponding ground truth on the test set.

4.2.1. Role of Motion Blur as a feature
To estimate the contribution of motion blur in establishing a mapping from pixel space, to motion
space, the trained VGG16 network is used as a feature extractor for a motion blur prediction task. The
synthetic dataset, vkitti is used for this task, since it does not have any inherent motion blur. Two
datasets are created, one applying various uniform Gaussian blur kernels and another with varying
motion blur kernels. A set of 200 random images are sampled from the vKITTI dataset and gaussian
convolution of variances ranging from 0.1 to 5 are applied. Along with the original 200, this makes a
dataset of 10200 images with increasing uniform blur, annotated with the variance of the kernel used
to generate it. The results are shown in Fig. 4.12. While the model struggles to distinguish among
the initial kernels,it gets better at prediction with higher variance. This could be due to the fact that at
lower variance, the blurred image is similar to the unblurred one.

As with the case of testing with uniform blur, a dataset is created from vkitti for motion blur with blur
angle and blur length as the parameters to be estimated. From the results shown in Fig. 4.13, it is
evident that the predicted motion blur parameters are very close to the targets.
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Figure 4.12: Per kernel mean and variance of prediction along with ground truth.

Figure 4.13: Per kernel mean and variance of prediction along with ground truth.

4.2.2. Role of Spatial Context as a feature
To analyze the role of context, a relatively smaller sample of 1.8 million images from the MIT places
dataset are supplied as input to the trained convolutional neural network. If the network has learned
scene based information, it should predict higher values for highway like scenes in MIT places. However,
this does not seem to be the case as can be seen in Fig. 4.14. The predictions from the network have
high per class standard deviation. The magenta lines represent predictions on images from indoor
classes such as hotel room while the black lines represent outdoor classes like highway road. However,
it might be worth noting that some classes have pictures taken indoors and outdoors and there are
completely new sets of features that the network has previously not been exposed to. To offer some
perspective, the predictions on a few pertinent classes have been depicted in Fig. 4.15. However it can
be seen that village has a higher speed prediction as compared to highway.There is also no discernible
pattern in the predictions among different classes.
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Figure 4.14: Per class mean and standard deviation of Predictions

Figure 4.15: Predictions on few relevant classes





5
Conclusion

To summarize the literature survey, the estimation of motion blur is a widely studied problem and
in recent times, several deep learning methods were successful in that regard. Single static images
have been utilized for motion prediction which implies that single images could potentially be used
for velocity estimation. In learning such a mapping between pixels and velocity, the contributing
factors are hypothesized to be motion blur and context since these are the cues humans use for speed
estimation/motion prediction. The preliminary results show that while motion blur might play a role
in this mapping, context might not play any role at all. This can be seen from the fact that the VGG
network is able to extract features useful for blur estimation but fails to predict a discernible pattern
for the scenes it is exposed to. Further experiments are required to cement our understanding of how
the model works.
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