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Abstract

An important cause of failure in powder bed additive manufacturing is the distortion of the part due to thermal shrinkage
uring printing and the relaxation of residual stresses after its release from the base plate. In this paper, Additive Manufacturing
imulations are coupled with Topology Optimization in order to generate designs that are not susceptible to failure associated
ith distortion. Two possible causes of failure are accounted for: recoater collision and global distortion of the product. Both

re considered by simulation of the build process and defined as constraints in the context of a Solid Isotropic Material
ith Penalization method based topological optimization. The adjoint method is used to derive the sensitivities of the additive
anufacturing constraints. The method is demonstrated with the 2D and 3D optimization of a bracket. Next to global topological

hanges, the obtained designs show features that are aimed at facilitating the printing process. These features resemble supports
hat are routinely applied to powder bed additive manufacturing. The formulated constraints were found to prevent excessive
art distortion and associated build failures in all cases, against a modest increase in the compliance of the bracket.
c 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
http://creativecommons.org/licenses/by/4.0/).

eywords: Additive manufacturing; Topology Optimization; Inherent strains; Shape distortions; Recoater collision

1. Introduction

Additive manufacturing (AM) of 3D objects comprises deposition of layer-upon-layer of material. Its undeniable
dvantage, which distinguishes it from conventional production techniques such as milling, forging or casting is
ts ability to accommodate virtually unlimited freedom of design [1]. Moreover, AM is characterized by a short
ead time, low material waste, the possibility to process hard-to-produce materials (e.g., TiAl and NiCrFe alloys)
nd the fabrication of products that require less machining due to near-net-shape production. For these reasons, AM
echniques are gaining popularity also for metals [2]. The focus of this research is on a particular metal AM method,
elective Laser Melting (SLM), which utilizes a laser beam to melt and fuse metal powder [3]. The SLM process

akes place in a special chamber under an inert gas atmosphere. At every build cycle a thin layer of metal powder,
ypically 40–60 µm thick, is spread by a recoater assuring that the deposited powder layer has a constant thickness.
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Next, the powder layer is selectively melted by the laser beam steered by scanning mirrors. The scanning laser beam
thus fuses the powder onto the previously deposited substrate to add a thin layer of metal. After the scanning of a
layer has completed, the base plate on which the product is built is lowered by a height equal to the layer thickness,
and the above mentioned steps are repeated until the required number of layers have been deposited [1,4].

One of the well-known issues associated with metal 3D printing, that we investigate in this paper, is the distortion
f the part [5]. During the layer deposition, the metal powder is melted by energy provided by the laser beam. This
eat is conducted to the layers below so there is a temperature difference between subsequent layers. While the top
ayers are going though melting-solidification cycles, layers sufficiently below stay in the solid state. In the end, the
emperature gradients lead to non-uniform thermal strains which in turn give rise to unwanted distortions as well
s residual stresses since the bonding between layers partially constrains relaxation of thermal strains [6–8]. As a
onsequence, dimensional accuracy of the part may be compromised, which leads to laborious post-processing or
ejection. In extreme cases, the part may fail due to residual stress exceeding the material limit during the build [5].
he issues that are most frequently encountered are shape distortions after the part has been cut loose from the base
late and collision of the recoater with the unfinished part due to excessive distortions during printing [6].

To prevent such failures and to minimize post-processing, distortions during the printing process can be predicted
y simulations. Numerical methods for simulation of additive manufacturing originate from welding simulations.
his is due to the obvious resemblance between the processes [9,10]. In both, there is the presence of a moving heat
ource that is usually described by two ellipsoids, as proposed by Goldak [11]. Moreover, as the process unfolds,
ew material is added which can be considered in a Finite Element (FE) setting by methods for adding elements
o the simulation domain. Michaleris [12] compared two of the available element deposition methods: ‘inactive
lements’ and ‘quiet elements’. In the inactive element method elements are absent from the calculation until their
irtual deposition takes place. The quiet element method, on the other hand, has all the elements active from the
utset, but elements representing the part of the domain that has not yet been deposited are assigned an extremely
mall stiffness and thus the name ‘quiet’. The FE solution for the quiet-element method takes more time, especially
t the beginning of the simulation, due to the larger matrix size, which includes also the unnecessary elements. In
he inactive elements method, the solver initialization and equation renumbering is performed every time when new
lements are introduced, which also affects computational time. To tackle the aforementioned issues, Michaleris
roposed a new hybrid approach that combines advantages of both methods and resulted in reduced computational
ime [12].

In order to predict mechanical field quantities such as distortions and residual stresses, one-way coupled thermo-
echanical simulations are frequently employed while the behavior of the melt pool is neglected. In a one-way

oupled thermo-mechanical simulation temperatures obtained from a thermal model are used to generate loads in
mechanical simulation [13–16]. When the behavior of the melt pool is not explicitly modeled, it is imitated by a

hange in material properties [17–19].
In SLM, compared to welding, the heat source is much smaller relative to the part size. This difference in length

cales gives rise to a need for very fine spatial discretization of a large domain, which leads to a high number of
egrees of freedom in a FE setting. Therefore, simulations of AM are much more computationally demanding than
hose of welding and the numerical methods which were developed for welding simulations are insufficient [12,20].
he development of numerical models that are capable of predicting the temperature evolution and the associated
istortions in a computationally efficient way has been a topic of ongoing research, of which the main developments
re reviewed below.

First attempts to predict the distortions during additive manufacturing used a commercial FE software package.
BAQUS has been used to simulate deposition of several material layers in a simplified 1D-thermal and 2D-
echanical model [21,22]. Matsumoto et al. [23] used their in-house software to simulate deposition of a single

ayer. Simulations performed in 3D can be found in [24,25], where the hatching of a single layer was simulated
sing a 3D model based on ABAQUS and ANSYS software packages. For different innovative approaches, the
ork of Hodge et al. [26] may be counted. Here not only material that is going to be solidified is simulated but

lso the domain that is filled with powder is considered. As the heat source travels it changes the properties of
he heated material from powder to solid. Although this is in line with the real metal 3D printing process and is
ertainly insightful on a small scale, it still seems impractical for application to part scale simulations due to the
normous mesh size that would be required.

An interesting technique was developed for the 3DSIM package which is now part of ANSYS [27–29]. Within
his framework, a method for fast mesh refinement has been proposed that allows for simulation speed-up by having
2
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a detailed mesh that follows the heat source. Moreover, there are other practical techniques, which also gained
attention from the industry. For instance, a multiscale approach can be mentioned, where computational demands
are reduced by performing simulations with different levels of complexity on different scales. Results from finer
scales are used as data in the coarser scale, for example in the form of inherent strains [30–33]. Usually, at the
microscale a single laser scanning line is simulated, the mesoscale applies to a hatch, i.e. an area covered by several
laser scanning lines, and the macroscale addresses several layers or even a whole part.

Besides aforementioned approaches, two additional modeling techniques are often used: ‘inherent strains’ and
layer lumping’. When inherent strains are prescribed, the simulation of the thermal history is fully replaced by
ts mechanical equivalent of shrinkage. This means that the thermal shrinkage that occurs during cooling down is
alculated in advance and is prescribed as mechanical strain, or the associated stress. Usually, this is applied to
whole layer at once. Then complex thermal calculations can be fully neglected on a part scale, based on the

nformation from lower-scale simulations or experiments [14,32,34]. The idea behind layer lumping is to reduce
he size of the FE mesh and the number of deposition increments by applying an element size that is bigger than
single layer thickness. Consequently, several layers of material are deposited simultaneously, which substantially

educes the computational burden [32–37].
At this moment many of the aforementioned methods for 3D printing simulations have been implemented and

re available as part of commercial FEM packages. Prediction of global distortion in a reasonable time frame has
een made possible, although accuracy of the results is questionable, especially for complex shapes [38,39].

Topology optimization (TO) is a mathematical technique which looks for the optimal part layout (material
istribution) for a given use case (objective function) under relevant restrictions (constraints). It typically creates
omplex designs, which cannot be realized with traditional manufacturing techniques [40]. As mentioned before,
eometrical complexity is much less a limiting factor in design for AM since it offers a vastly larger freedom
ompared to traditional manufacturing processes to realize a desired geometry. Therefore, additive manufacturing
nd topology optimization seem like a perfect match. Some of the results and challenges of application of TO to
M are reviewed in [41].
None of the available commercial simulation software couples TO with numerical modeling of distortion due to

D printing. The state-of-the-art of dealing with part distortion is based on geometry compensation [31,42]. This
s a crude approach since the dependence of distortion is nonlinear with respect to geometrical changes and many
terations may be needed. If distortions can be calculated, it is in principle possible to add them as constraints in
n optimization scheme. Our interest is therefore in integrating prediction of distortions in Additive Manufacturing
ith Topology Optimization. Then it will be possible to obtain designs that are not only optimal for a selected
urpose but are also manufacturable through AM without exhibiting failure.

Although the coupling of numerical modeling of AM with TO seems an obvious next step regarding distortion
ontrol, to the best of our knowledge only few attempts have been reported so far. In [43] minimization of
ompliance combined with thermal distortions induced by AM was investigated. For the purpose of thermal
odeling two numerical models were used. In the first model, cooling was assigned to all elements at once. This
as realized by changing the part temperature from an initial to a final value in one step which causes deformations
ue to thermal contraction. In the second model, cooling was assigned in the same manner but this time combined
ith an element birth scheme, where mesh activation was performed incrementally element by element. Results

or 2D and 3D problems were presented for different boundary conditions. Although the novelty of this study is
ndeniable, its application to engineering problems seems infeasible. Due to the calculation of sensitivities through
nite differences, time complexity and thus calculation time of the optimization largely increase with the number of
esign variables. This will make optimization inefficient especially for the element birth model, where for a single
rinting simulation many incremental steps are to be calculated.

In [13] numerical modeling is combined with topology optimization based on the level-set method. Thermo-
lastic numerical models of 3D printing were used with the design domain consisting of two subdomains: powder
nd solid. The models are transient in time to simulate the cooling down and an adjoint method was used for the
alculation of sensitivities. The considered objectives were the minimization of thermal stresses or minimization of
he amount of the vertical displacement of just deposited layers exceeding an allowed threshold. The latter is relevant
o prevent recoater collisions, where the recoater roller or rake can hit the partially built part due to its distortions.
ften such an event marks the breakdown of the printing process. The optimized designs achieve improvements for
he considered objective functions.

3
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Takazewa et al. [44] also performed part shape optimization but used lattice structures instead of solid material.
he goal was to minimize printing distortions at selected nodes. For optimization purposes, COMSOL Multiphysics
oftware was used, and to prescribe shrinkage loads inherent strains were applied. Inherent strains were calibrated
y numerical modeling done in Simufact Additive. The method was verified on 2D and 3D examples, but considered
ptimization domains were rather small.

Other contributions that incorporate printing simulation are by Bartsch et al. [45], Cheng et al. [46], Pellens
t al. [47] and Zhang et al. [48]. These works focus on optimizing the support structures instead of optimizing
he part shape. Supports are slender structures that are introduced into the printing job in order to help with
he manufacturing process. They reduce local overheating, allow for printing of overhangs and reduce distortions.
fter the printing, supports are removed and therefore play a role only during the production. By changing their
istribution it is possible to influence the printing while preserving the part shape.

Bartsch et al. [45] proposed a method for optimization of supports distribution to maximize stiffness under a given
oading condition. First, a printing simulation is performed. The maximal forces calculated during simulation are
ext used as loads in the topology optimization. Cheng et al. [46], on the other hand, optimized support distribution
ith the use of graded lattice structures. In this method, a whole design domain is filled with a lattice structure with
arying density. The obtained optimization results provide density distributions that reduce residual stresses. The
esults have been confirmed with experiments. Pellens et al. [47] proposed a method for the limitation of recoater
ollision by tailoring the support distribution. The optimization’s objective was to minimize support volume while
etting a constraint on maximal vertical distortions of just deposited elements. As supports, lattice structures were
sed and to model material shrinkage the inherent strain method was applied. The method was verified on both
D and 3D examples, considering a beam geometry. Zhang et al. [48] also investigated lattice-based supports for
istortions minimization. Optimizations were performed with gravitational load considered and with gravitational
oads combined with the inherent strains method. The goal was to minimize distortions under these two loading
onditions for different values of allowed volume. The method was verified on a 3D beam geometry and results
ere confirmed experimentally.
So far there is no approach or tool available which couples Topology Optimization with Additive Manufacturing

o find the optimal design of a part while assuring that it is printable and which is also based on a numerical method
hat can perform 3D printing simulations on a part scale in a reasonable time. Our goal is therefore to focus on a
uitable technique for simulation of distortions in full scale 3D printing. The results from these simulations will then
erve as constraints in topology optimization of a structural part. The considered AM constraints are distortions of
part measured after the separation from the base plate, and recoater collision. Other constraints, such as overhang

riteria, are deliberately omitted given the focus on the effect of distortion control.
In Section 2, the numerical model of AM that is used for the calculation of printing distortion is introduced. In

ection 3 the TO model is described, followed by the formulation of constraints that stem from the distortions during
he AM process. The derivation of sensitivities of these constraints for application in the numerical optimization is
iven in an Appendix. Capabilities of the proposed approach are illustrated in Section 4 on 2D and 3D examples.

. Numerical model of SLM

For simulation of 3D printing, the Finite Element method is used. The simulation is divided into two stages, the
rinting and the subsequent release stage. A structured finite element mesh is used, with layers of elements arranged
erpendicular to the build direction. During the printing stage, step by step, new layers of elements are activated,
trains corresponding to thermal shrinkage are prescribed and distortions are calculated. Printing takes place on the
ase plate. The presence of the base plate is simulated by suppressing displacements of the bottom layer of nodes.
hen the printing has finished the printed part is released from the base plate. In the release stage, the suppressed

egrees of freedom are released and the residual stresses present in the part cause additional distortions.
In the printing simulation, the element birth technique [12] has been adopted, which is combined with the layer

umping technique [37]. To simulate thermal contraction of newly deposited layers an inherent strain technique [14]
s used. Finally, geometric linearity is assumed, which means that the displacement vector obtained after every

eposition step is not used to update nodal positions.

4
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Fig. 1. Schematic illustration of element activation and inherent strain assignment during 3D printing simulation.

.1. Additive manufacturing simulation by finite element method

The building stage of a workpiece is simulated as the deposition of M lumped layers of elements, followed by
n (M + 1)th step to simulate the release from the build plate. In our notation a vector x(i) refers to a field quantity
onsists only of the i th building step and a vector x j refers to a subset of a field quantity referring only to the

j th layer of finite element nodes. Consequently x(n)
m is a vector referring to the mth layer of nodes when the nth

building step is completed. This implies m ≤ n. Initially, the domain consists only of inactive elements and with
every new step one element layer is activated. A schematic illustration of the printing process simulation and the
notation is shown in Fig. 1.

Printing always starts from a base plate. The displacement degrees of freedom of nodes connected to the base
plate, u0 are completely suppressed. After deposition of j −1 element layers, i.e. at the ( j −1)th step, the total set of

egrees of freedom is u( j−1)
= [uT

0 , uT
1 , uT

2 , . . . ., uT
j−1]T, where u are displacement degrees of freedom. Deposition

f a new set of material layers starts with activation of a new layer of elements. The degrees of freedom of the
ewly activated row, u j , are added to the current set of degrees of freedom:

u( j)
= [u( j−1)T

, uT
j ]T

= [uT
0 , uT

1 , uT
2 , . . . ., uT

j−1, uT
j ]T (1)

nd a discretized Finite Element equation is set up as:

K( j)∆u( j)
= f( j), (2)

here ∆u( j) is the displacement increment calculated for step j where

K( j)
=

∫
V ( j)

BTDBdV, (3)

nd

f( j)
= −

∫
V j

BTDεinhdV . (4)

ere V ( j) is the current deposited volume including step j and V j is the volume of the last ( j th) added layer, D is
he isotropic elastic material matrix, the matrix B is utilized to evaluate strains from nodal displacements and εinh is
he inherent strains vector. Since the model is formulated in terms of incremental displacements, only the inherent
trains in the last deposited layer contribute to the right hand side in Eq. (4).

In the inherent strains approach thermal contraction due to the cooling of the material is calculated beforehand
nd its mechanical equivalent is applied in accordance with
εinh = α∆T, (5)

5
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where α is the thermal expansion tensor. ∆T is the temperature change during the layer cool down and it determines
he negative sign in Eq. (4). Consequently, thermo-mechanical multi-incremental calculations may be replaced by

single mechanical increment. The method itself originates from welding simulations [49]. The value of inherent
trains may either be assumed from Eq. (5) [13], calculated from thermo-mechanical simulations performed on a
ner scale [50] or obtained experimentally [51], depending on the desired accuracy and available resources.

For the solution of Eq. (2) the suppressed degrees of freedom ∆u0 are eliminated from the system of equations.
The set of degrees of freedom is partitioned into suppressed ones ∆u0 and the ones to be determined ∆u( j)

f =

[∆uT
1 , . . . .,∆uT

j ]T:[
K00 K0 f

K f 0 K f f

]( j) { 0
∆u f

}( j)

=

{
∆r0
f f

}( j)

. (6)

In a standard finite element code, usually only K( j)
f f needs to be assembled since the solution for the suppressed

degrees of freedom is known to be equal to zero. To calculate distortion upon release from the base plate, it is
necessary to track reaction forces r0 for which the submatrix K0 f must be used. The reaction forces at the base
plate are found as:

r( j)
0 = r( j−1)

0 + K( j)
0 f ∆u( j)

f ; j = 1..M, where r(0)
0 = f(1)

0 . (7)

Note that ∆u( j)
f has a different size for every step j during the build stage. Inspection of matrix K0 f shows that

it only contains non-zero terms connected with degrees of freedom ∆u1 of the first layer. In K0 f the number and
position of non-zero entries do not change during the build process: K01. For ease of notation, the form of Eq. (7)
is retained, including the step reference ( j), because the size of K0 f (number of added zero columns) does change
per step. f(1)

0 are forces that act on suppressed degrees of freedom resulting from the inherent strains (see Eq. (4))
in the first deposited layer.

The total displacements of nodes in row i , due to shrinkage of later added layers, until layer j ( j ≥ i) can be
calculated as:

u( j)
i =

j∑
k=i

∆u(k)
i . (8)

For each step, a geometrically linear analysis is performed, which means that the calculated displacements are not
used to update nodal positions. Consequently, all layer deposition steps during the building stage can be treated as
independent linear problems, which can be solved in parallel [52].

2.2. Distortion after release from the base plate

After the building process has been completed, the workpiece will contain residual stresses which cause the
reaction forces r(M)

0 in the suppressed degrees of freedom at the base plate. Release from the base plate is
accomplished by releasing the suppressed degrees of freedom and relaxing the residual stresses to a new equilibrium.

Upon release, the workpiece should remain sufficiently supported by a statically determinate set of degrees of
freedom to suppress rigid body motion. To this end, for the release step (M + 1) all degrees of freedom u(M) are
partitioned into the set of suppressed degrees of freedom u(M+1)

s and the remainder u(M+1)
f . The distortions upon

release are calculated from:

K(M+1)
f f ∆u(M+1)

f = −r(M+1)
f , (9)

here K f f is the partition of the stiffness matrix related to the unsuppressed degrees of freedom and r(M+1)
f are the

eaction forces in the released base plate degrees of freedom:

r(M+1)
f = S f r(M)

0 , (10)

here the matrix S f selects the degrees of freedom from those previously clamped to the base plate, which are
ow released. The result of the selection is a vector of the same length as ∆u(M+1)

f with all entries but the ones
(M)
orresponding to r0 equal to zero.

6
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The total vector of degrees of freedom ∆u(M+1) is identical to that of the last build step ∆u(M) since no additional
lement layer has been activated. The set of free degrees of freedom ∆u(M+1)

f pertaining to the release step differs
from ∆u(M)

f for the last build step. Therefore stiffness matrix partition K(M+1)
f f differs from partition K(M)

f f .
Note that for calculation of distortion upon release, reaction forces in the suppressed base plate nodes are

onitored instead of the internal stresses. Both approaches are equivalent, but the reaction force vector option has
een chosen because it provides a simpler and more intuitive description of the system for the adjoint sensitivities
alculations. The obtained solution for the deformation upon release is unique as long as the problem is linear.

. Topology optimization

In topology optimization, an optimal material distribution within a given design space is calculated to optimize
desired performance [53]. In structural topology optimization, the most common objective to be minimized is

ompliance, while the allowed material volume is constrained to a specific percentage of the design space.
In this paper, the SIMP (Solid Isotropic Material with Penalization) method is used [40]. The design space

s divided into a regular mesh containing Ne identically sized finite elements, each with volume V0. The design
ariables are the element material densities ρ (0 < ρi ≤ 1, i = 1, . . . , Ne) that describe the material distribution.
ere ρ = 0 indicates void, while ρ = 1 represents full presence of material. To promote designs with a preference

or ρ either zero or one, so called ‘crisp’ designs, the element contribution to the stiffness matrix is calculated with
penalty exponent p:

Ki = ρ
p
i

∫
V0

BTDBdV = ρ
p
i K0, i = 1, . . . , Ne. (11)

o prevent checkerboard solutions and mesh size dependent solutions regularization by density filtering with a
onical weighting function [54] is applied.

Also in this paper, a structure is desired, that minimizes compliance (maximizes stiffness) under a prescribed
oad with a constraint on maximal allowable structure volume. Additionally, constraints on distortions due to
dditive Manufacturing during and after printing will be applied. These constraints will be addressed in Section 3.1.
oreover, bounds on element density will be prescribed and the structure is required to be in equilibrium with the

pplied loads. The optimization problem is mathematically formulated as:

min
ρ

: c(ρ) = fT
c uc ,

s.t.:
1
Ne

Ne∑
e=1

ρe ≤ V,

‘AM distortion constraints’ ≤ 0 ,

0 < ε ≤ ρe ≤ 1, e = 1, . . . , Ne,

with: K(ρ)uc = fc,

(12)

here c(ρ) represents compliance. K(ρ) is the structural stiffness matrix, fc and uc are the load vector and the
isplacement vector for the part performance simulation. ε is a lower bound on ρ set to prevent singularity and V
s the maximum allowed volume fraction.

.1. AM distortion constraints

The manufacturability of the design may be impaired by AM related distortions. Two distortion constraints are
nvestigated in this paper. The first one is distortion during build, which could result in catastrophic collision of the
ecoater with the distorted product. The second is final distortion of the work-piece once released from the build
late, which could result in a product with out-of-spec dimensions.

.1.1. Recoater collision
Recall that with every new layer deposition the build plate is lowered by a distance equal to the layer thickness
nd a new layer of powder is evenly spread over the working area with help of a roller or a rake, see Fig. 2. The

7
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Fig. 2. Schematic recoater collision scenario.

recoater scans over the area and sweeps up a surplus of powder, assuring uniform constant powder layer thickness.
In case of excessive shape distortions in the positive build direction, the recoater may collide with the part.

The danger of recoater collision is determined after the deposition of each layer, by monitoring the positive
z−distortion of the top nodes of that layer. The constraint equations are then of the form:

max(ϕ(i)(ρ) ◦

(
∆u(i)

i · ez

)
) − dw ≤ 0, (13)

here multiplication of ∆u(i)
i with ez results in the vertical (z-)components of the displacement increments of the

ayer i top nodes after it has been deposited. The symbol ‘◦’ denotes the Hadamard product, element-by-element
ultiplication of two arrays, which results in an array of the same dimension. The array ϕ(i)(ρ) contains nodal

ensities that are defined as an average of the densities of the currently active elements connected to a given node:

ϕ
(i)
k (ρ) =

S(i)
k

T
ρ(i)

N (i)
k

, (14)

where S(i)
k selects the already deposited elements, which are connected to node k and N (i)

k is the number of active
elements connected to node k. This is done to penalize only distortion of a solid part because a zero density means
hat no material is associated with the node of interest and no danger of collision exists. The allowable distortion
w depends on the deposited layer thickness t and the relative density of the metal powder ρpwdr:

dw =
t

ρpwdr
, (15)

which accounts for the shrinkage of a powder layer of thickness dw to a solid layer of thickness t . To make Eq.
13) differentiable, an envelope function [55] is used to approximate the max function:

gi =
1
r

log

⎛⎝∑
N (i)

exp

⎛⎝r
ϕ(i)(ρ) ◦

(
∆u(i)

i · ez

)
dw

⎞⎠⎞⎠− 1 ≤ 0, (16)

here N (i) is the number of nodes in the i th layer and r is a scaling parameter. When a higher value of r is chosen
he function more closely approximates the max function but its derivatives are less smooth. Here the exponential
unction of the array is assumed to give an array of the exponentials of the components. The constraints of Eq. (16)
ay be either applied to every individual layer or aggregated in a single smooth max function over all layers. In

his work, the latter option is chosen.

.1.2. Global distortions
Distortion of a node is going to be measured with respect to its intended assembly position. Fig. 3 schematically

epicts distortion during consecutive manufacturing stages. Due to the distortions, the theoretical assembly points
8
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Fig. 3. Schematic of global distortion calculation. The theoretical shape is indicated in gray. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

(yellow dots) move away from their intended positions (yellow faded dots), therefore after the release stage, the
whole structure has to be transformed in a way that puts the chosen nodes back to their designed position. The
absolute position of the node of interest (green dot) is then measured with respect to its designed coordinates
(green faded dot) after shifting the assembly nodes to their intended positions.

Distortion of a node consists of a series of displacement increments from each separate calculation step starting
rom the step in which the node got activated up to the final distortion from the release stage (Eqs. (8) and (9)).
f the distortion of one node is to be measured and constrained relative to other nodes, that also distort during
he printing process, a transformation has to be applied between a number of nodes, of which the first has been
eposited as part of layer j . A final distortion vector is calculated in the form of:

d =

M+1∑
i= j

R(i)(S(i)
g ∆u(i)

f − S(i)
y ∆u(i)

f ) =

M+1∑
i= j

Z(i)∆u(i)
f , (17)

where S(i)
g is a selection matrix that chooses the node of interest (green), S(i)

y is a selection matrix that chooses the
bottom assembly node and after the subtraction translates the whole structure such that the yellow bottom node is
back at its intended position (Fig. 3c). R(i) is a rotation matrix that rotates the structure such that the top assembly
node displacement x-component is equal to 0. Note that R = R(∆u f ) and that until the top yellow node has not yet
been deposited the R(i) matrix is simply the identity matrix. Moreover, if the yellow node is deposited before the
constrained green node its displacement still contributes to the constraint function. Z(i) is a transformation matrix
9
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Fig. 4. Schematic illustration of the topology optimization algorithm that incorporates printing simulation.

hat incorporates all of the above operations. This formulation can similarly be extended to 3D and to multiple
odes of interest.

The actual constraint gd is a scalar function and is specified as:

gd =
1
2

dTd −
1
2

d2
max ≤ 0, (18)

hich signifies that the distortion of the considered node is constrained to a spherical tolerance region. If an
llipsoidal region is required, this can be realized by changing the first term to dTAd, whereas a p-norm may

be used for a box-shaped region.

3.2. Constraint application

In every TO iteration a separate FEM printing simulation is performed. For this purpose, the numerical model
described in Section 2 is used. The simulation provides information on the degree of distortion and the possible
printing constraint violations. Moreover, to find a change in design variables that minimizes the objective function
while satisfying the constraints, the sensitivities of these constraints with respect to the design densities have to be
calculated. For this purpose, the adjoint method is suitable [56], given the large ratio of design variables versus
responses. The derivation of the adjoint equations is given in Appendix.

The constraint functions and their sensitivities are incorporated into the TO algorithm in accordance with the
flowchart in Fig. 4. As depicted, two parallel numerical calculations are required for each optimization iteration.
The AM simulation and its sensitivity calculation is the most time consuming one due to the sequential nature of
the model. However, Munro et al. [52] have shown that the steps of this manufacturing simulation can be evaluated
in parallel and thereby overall computation time can be decreased significantly. To prevent checkerboard pattern
solutions, density filtering is applied [54]. The sensitivities for filtered densities are consistently transformed to
unfiltered densities and then supplied to the optimizer. The Method of Moving Asymptotes [57] is applied to perform
the constrained optimization. Finally, a convergence check is done and the algorithm proceeds to the next iteration

or stops.

10
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Fig. 5. Depiction of (a) the design domain with boundary conditions and (b) obtained part layout for compliance minimization without
printing constraints.

4. Results

The scheme proposed in Section 3 for topology optimization and the calculation of adjoint sensitivities is applied
n this section to optimizations with different combinations of additive manufacturing related constraints on both
D and 3D bracket examples. The case investigated in optimization is a bracket that is fixed on one side and loaded
n the other side. The numerical algorithm is parallelized using OpenMP and simulations are always set to run on
cores of a 12-core machine, Intel(R) Xeon(R) CPU E5-2690 v3 @ 2.60 GHz.

.1. 2D examples

In the 2D examples, a rectangular design domain is considered that is discretized by 120×80 bilinear quadrilateral
elements of 1 × 1 mm with 2 × 2 Gaussian integration scheme. Compliance is minimized for the structure when it
is supported on the left side and a vertical load is applied in the center of the right edge, see Fig. 5(a). The material
properties are representative of Ti6Al4V with Young’s modulus E = 110 GPa and Poisson’s ratio ν = 0.342. The
prescribed load fc directed in the negative y−direction has a magnitude of 1000 N. A plane strain deformation is
ssumed in the simulation. The maximum volume fraction is set to 40%. The density filter radius is set to 1.5 mm.

The prescribed inherent strain εinh = [0.00598, 0, 0] in Eq. (4), following the Voigt notation. The value is
chosen to correspond to the x-component of the thermal contraction of Ti6Al4V when cooled down from 800 ◦C
to 150 ◦C which is in accordance with values assumed by other researchers [58,59]. The printing simulation is
performed with element layers of 1 mm thickness per step, which contain the lumped effect of 20 printed layers,
each with a thickness of 50 µm. Convergence for the optimization is assumed to be reached when the relative change
in compliance averaged over the last 3 iterations is less than 10−5 and all constraints are satisfied.

As a reference case, a compliance minimization without any printing constraint is performed. It results in the
symmetric shape shown in Fig. 5(b). The obtained compliance value is c = 345 mJ. The optimization required 133
iterations to converge which took 7 min and 5 s in our implementation. The printing simulation of this configuration
reveals extensive recoater collision, which is shown in Fig. 6. The global distortion of the reference point amounts
to 0.61 mm after the separation from the base plate.

To show the optimization capabilities, 3 types of optimization with 9 different cases are presented. The applied
constraint values in these optimization settings are tabulated in Table 1. First, an optimization with the recoater
collision constraint is carried out. It is followed by four optimizations for different values of dmax with the global
distortion constraint prescribed on the node where the load is applied. Finally, optimizations for four different values
of dmax, combined with the recoater collision constraint are done.

4.2. Recoater collision

Recoater collision occurs when the top nodal row of a newly deposited layer distorts upwards in printing direction,
above a critical value. In the investigated case, a layer thickness of t = 50 µm and relative powder density ρpwdr

equal to 50% are assumed, consequently the collision threshold dw according to Eq. (13) has been set to 100 µm.

11
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Table 1
Constraints applied in different optimization cases of the 2D example.

dmax (mm) dw (mm) Section

– – 4.1
– 0.1 4.2
0.5 – 4.3
0.2 – 4.3
0.1 – 4.3
0.05 – 4.3
0.5 0.1 4.4
0.2 0.1 4.4
0.1 0.1 4.4
0.05 0.1 4.4

Fig. 6. Recoater collision for design without printing constraint: (a) nodes for which collision will occur (marked red). Deformed configuration
fter (b) step number 9 and (c) step number 72, red color indicates material and blue void. (For interpretation of the references to color
n this figure legend, the reader is referred to the web version of this article.)

he regularization parameter r in Eq. (16) is set to 25 and the constraint has been aggregated for all of the layers
nto a single value.

Given an element height of 1 mm and a layer thickness of 50 µm, 20 layers are lumped in a single row of
elements for the distortion analysis. For the deposition of every row of elements a separate solution step is required.
Therefore, for the considered bracket each AM printing simulation takes 80 steps in total.

From the full printing simulation it is observed that the reference design, as obtained from compliance
minimization only, would result in recoater collision for the nodes depicted in Fig. 6(a). It is worth recalling that in
case of the recoater collision, distortions are multiplied by the nodal densities (see Eq. (15)), so only nodes which
belong to the part can violate the constraint.

There are several regions where the recoater will collide with the part. The first one is located in the bottom
right corner, where the thick member starts ascending. This is caused by the horizontal length of the structure for
these layers and their significant distance to the base plate connection. Moreover, at the end of the same member,
a collision can be observed near the tip where the load is to be applied and on the sides of some of the inside
members. The largest area, where recoater collision occurs, is located in the top left corner where long material
layers exist with almost no support to the base plate and with a void beneath the member. Two snapshots of the
distortion at intermediate build stages after 9 and 72 printing steps are depicted in Fig. 6(b) and (c), which clearly
indicate the distortion in the build direction.

The result of TO with the recoater collision constraint is presented in Fig. 7. For this structure, the constraint is
nowhere violated. It can be noticed that the bottom member of the structure, where previously collision occurred,
becomes thinner in the location where the part starts to ascend (marked with A). The reduction of horizontal length

for layers where collision happened could prevent it and therefore the material has been removed. Moreover, an

12
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Fig. 7. Design obtained from compliance minimization with recoater collision constraint.

Fig. 8. Compliance (a) and constraint (b) history as a function of iteration for the optimization with recoater collision constraint.

dditional small column is introduced which connects it to the base plate. Since it has no connection with the left
dge, its only function is to limit distortion during printing by adding mechanical support. Its small cross-section
esembles the supports used in actual powder bed AM processes. All the external members have a slightly reduced
idth and additional internal members have been introduced. The horizontal length of layers on the top member has
een shortened by a change of the inclination angle which results in a shorter top edge and a void region (marked
ith B) that cuts into it from below. Some internal supporting material can also be observed in this region. Moreover,

he vertical symmetry of the part which is observed in Fig. 6 has been broken due to nonuniform distribution of
he distortions. Inner supporting branches have moved, to compensate for the influence of changes introduced by
he collision constraint application.

The evolutions of compliance and constraint function are plotted against optimization iterations in Fig. 8.
onvergence has been obtained after 180 iterations and the final compliance is equal to 363 mJ which is 5.2%
igher than that of the reference case. The computational time is 41 min and 6 s which is almost 6 times longer
han that of the reference case. This is due to the fact that a single optimization iteration now requires 80 steps
f printing simulation and adjoint sensitivity calculation, in addition to the single step compliance simulation. The
onstraint plot indicates collision during early iterations of the optimization but almost no violation of the constraint
fterwards. The small peak after 100 iterations indicates that the design violated the constraint and that the solution
as in the infeasible space for a few iterations. This is not uncommon behavior for optimization problems with
onlinear constraints when the constraint is active. The volume constraint, which is not shown, is preserved for all
f the optimization iterations.
13
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Fig. 9. Designs obtained for compliance minimization for selected values of loaded point distortion constraint dmax.

Table 2
Results for optimization with and without distortion constraint including the release stage.

dmax (mm) Compliance (mJ) Iterations Time (hh:mm:ss)

– 345 133 0:07:05
0.5 347 137 0:30:02
0.2 354 286 1:03:37
0.1 362 310 1:08:43
0.05 369 309 1:07:59

4.3. Global distortion

As a second optimization case, a constraint on global distortion, Eq. (18), has been imposed on the node where
he load is applied (see Fig. 5a). This distortion constraint measures the state of the structure after the entire printing
rocess, after separation from the base plate and transformation to the intended position. Printing distortion is due
o thermal contraction of the layer containing that node and the thermal contraction of all subsequent layers during
he printing stage. Recall that thermal contractions that are constrained due to clamping of the work-piece to the
ase plate give rise to residual stresses. Consequently, when the part is released from the base plate, an additional
istortion is generated due to the relaxation of these residual stresses.

The constraint is set on the final position of the loaded node, measured with respect to its intended assembly
osition (see Fig. 3). Optimization has been performed for four values of allowable distortion: dmax equal to 0.5,

0.2, 0.1 and 0.05 mm. In the reference design (see Fig. 5b), a distortion d = 0.61 mm is observed for the node
nder consideration.

The designs obtained with selected values of dmax are depicted in Fig. 9. It can be observed that with a decreasing
evel of allowed distortion the bottom member becomes more straight and thinner while the number of internal

embers and therefore the geometric complexity increases. The bottom member that becomes straight with the
ncreasing strictness of the constraint, has little connection to the base plate. In that way, distortions generated during
elease are reduced because the number of degrees of freedom, for which the released reaction forces accumulate,
s less. When compared to the outcome of pure compliance with no printing constraints, the designs feature more
omplex topologies and the vertical symmetry is again broken.

The results of the performed optimizations, the achieved compliance value, the number of required optimization
terations, and the required computational time are summarized in Table 2. As anticipated, the compliance value
ncreases as the constraint becomes stricter. The same happens for the number of iterations required for convergence.
onsequently, the calculation time increases substantially.

In Fig. 10, the evolution of compliance and constraint for the different global distortion constraint cases is
resented. Compliance plots are almost on top of each other, which indicates similar convergence behaviors. In
he distortion constraint plot, a few characteristic peaks may be observed at the earlier iterations for all of the plots.
t means that for the optimizer it is harder to remain in the feasible space but after 50 iterations the behavior is
uite smooth.

In Fig. 11, the displacement field for constraint value dmax = 0.05 mm is depicted. It is obtained by performing
printing simulation for the whole domain including the void region. This is followed by a postprocessing step
here elements with densities below 0.8 are removed to show the relevant displacement field for the structure only.
he plots confirm that the constrained upper left corner node as well as the node to which the force is applied is at
14
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Fig. 10. Compliance (a) and distortion (b) history as a function of iterations for optimization with a distortion constraint.

Fig. 11. Displacement plots (in mm) of the shape obtained for dmax = 0.05 mm after release: displacement components in x-direction (a)
nd y-direction (b).

he intended positions. Large parts of the structure that are not included in the constraint show distortions in excess
f 0.05 mm and even up to 4.7 mm. The positive displacements in the x-direction are this time more severe and go
p to 1.1 mm for the thin member in the top left corner. The positive displacements in the y-direction have been
educed due to the reduction of the layer lengths and now the highest value is 4.7 mm, whereas for the rest of the
art displacements in the y-direction are rather mild.

.3.1. Relevance of the release stage
In the previous section, an assumption has been made that right after the printing stage the part is separated from

he base plate. In metal additive manufacturing, it is often the case that heat treatment is done after the printing
tage [60]. Post fabrication heat treatment is performed to increase the part homogeneity, remove possible voids,
nd to reduce accumulated residual stresses. If most of the stresses are relaxed due to the heat treatment, little
dditional distortions occur when the part is released from the base plate.

An additional optimization is performed, where simulation is stopped after the last printing step, omitting the
istortion at part release and only applying the transformation of nodes to their intended assembly position. This
imics the situation where heat treatment, that relaxes all the residual stresses, precedes part release. Hence

o further distortions occur during the release stage. Optimization for a part that undergoes a full stress relief
eat treatment is therefore comparable to an optimization where only the building stage is simulated without the
elease stage. The constraint is again set on the final position of the loaded node, measured with respect to its
esigned assembly position (see Fig. 3, Eq. (17)). Optimization is performed for a value of allowable distortion,
max = 0.05 mm. In the reference design, i.e. compliance minimization without any printing constraint, a distortion
alue of d ≈ 0.3 mm is observed for the node under consideration after the last printing step, before the release

tep.
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Fig. 12. Design obtained for compliance minimization considering distortions during printing only and full stress relief before release, for
dmax = 0.05 mm.

Fig. 13. Comparison of the evolutions of distortion of the constrained node for the optimized structures as a function of build step. The final
tep (81) represents the release from the base plate. The orange line indicates the allowed distortion. (For interpretation of the references
o color in this figure legend, the reader is referred to the web version of this article.)

The obtained design (see Fig. 12) significantly differs from that obtained when distortion during release is taken
nto account (see Fig. 9(d)). The top member becomes more straight and points in the direction of the constrained
ode. The reason is presumably to limit the amount of material above the node of interest. A material layer above
ny given point leads to an increase in distortions due to the thermal shrinkage that is introduced with its deposition.
herefore, the optimizer tends to avoid material placement above the constrained node. Moreover, the amount of
aterial in contact with the base plate increases. Not taking the release stage into account means that accumulation

f reaction forces at the base plate has no influence on distortions.
In case of an optimization that incorporates both printing and release stages, distortions that accumulate in the

rowth stage can be compensated in the final release step. To show this, the distortions of the node of interest as a
unction of printing steps are plotted in Fig. 13, for the optimized designs obtained in both cases. It can be seen that
or the simulation, which includes the distortions during the release stage, in the final release step the distortions
rop down from over 0.15 mm to 0.05 mm due to the release from the base. In case of the simulation without
istortions during the release stage (i.e. with heat treatment assumed) distortion of the constrained node remains
onstant from the 55th building step while in the final increment only the transformation to the assembly position
s applied. So the two scenarios (i.e. with and without heat treatment) lead to different designs that exploit different
istortion reduction mechanisms.

.4. Recoater collision and global distortion combined

It remains to apply the recoater collision and the global distortion constraints simultaneously. Optimizations have
een performed for dmax again equal to 0.05 and 0.1, 0.2 and 0.5 mm. All of them are combined with the recoater

collision threshold d = 100 µm.
w
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Table 3
Results for optimization with combined distortion and recoater collision constraints.

dmax (mm) dw (mm) Compliance (mJ) Iteration Time (hh:mm:ss)

– – 345 133 0:07:05
0.5 0.1 371 397 2:07:52
0.2 0.1 379 639 3:13:33
0.1 0.1 387 329 1:42:27
0.05 0.1 410 202 1:01:41

Fig. 14. Designs obtained with a constraint on final distortion with different values of allowed distortion dmax combined with recoater
ollision margin dw.

Fig. 15. Displacement plots (in mm) of the shape obtained for dmax = 0.05 mm after release: displacement components in x-direction (a)
nd y-direction (b).

The obtained compliance values and other optimization data are tabulated in Table 3. It can still be observed
hat the value of the objective increases with the strictness of the constraint, but the number of required iterations
o longer follows this trend. This may be due to the increased nonlinearity of the problem. The longest calculation
ime occurs for the case with dmax = 0.2 mm and dw = 0.1 mm, which took over 3 h. This is caused by the large
umber of iterations (639) that were required for convergence. During the optimization the design repeatedly strays
etween regions of distortion infeasibility and recoater collision infeasibility. For dmax equal 0.1 and 0.05 mm the
alue of the objective increased by 12.2% and 18.9% respectively when compared to the reference case.

There is some similarity between designs with the same dmax for optimizations with and without the recoater
ollision constraints (see Figs. 9 vs. 14), but overall the shapes which include both constraints are more complex. For
oth cases, the same straightening of the lower ascending member can be observed. Furthermore, the irregularity of
ember thickness is much more pronounced than before. Finally, many thin structures that either connect the part
ith the base plate or interconnect the members themselves emerge. These structures resemble support structures

hat are typically used in 3D printing. Many of the supports are still grayish, i.e. have intermediate density values,
hich indicates that the full stiffness of solid material is not needed in this case to achieve the desired distortion-

educing effect. This is in line with the fact that for support structures in practice lattice structures are often used.
he load carrying members of the part itself have converged to a clear solid/void layout.

Visual inspection of displacement plots for dmax = 0.05 mm in Fig. 15 again confirms that the constrained

odes stay in place (within the allowed tolerance). The highest distortions occur for the thin support in the bottom
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Fig. 16. Compliance (a), distortion (b) and recoater collision (c) as a function of iteration for optimization with a distortion and recoater
constraint, orange line indicates constraints. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

Fig. 17. Recoater collision for different domain discretizations. Green arrows indicate regions for which collision occurs.

right corner. These displacements are caused by the release stage where the bottom of the member is freed, and
in consequence, it warps in counter-clockwise direction. Note that this support distortion does not affect the global
distortion constraint, since that is aimed at controlling the loaded node position in assembled configuration. The
overall part distortions are smaller compared to the case without the recoater collision (see Fig. 11). The reason is
that recoater collision is a constraint that affects all layers and therefore the distortions in the whole structure are
reduced.

The objective and constraint history plots (see Fig. 16) again show that at the beginning, the optimizer has
roblems with remaining in a feasible space (spikes in the plots), but after 200 iterations the plots are rather
mooth. The biggest drop of the objective function occurs in the first couple of dozens of iterations. Moreover,
he optimization always converges to a feasible solution.

.5. Mesh size dependence

In this section, the influence of the mesh size on the obtained results is investigated. The same design layout
ill be printed with different mesh resolutions and therefore a different number of material layers is lumped into
single element layer. The reference design layout depicted in Fig. 5b will be printed to check how the mesh size

nfluences constraints, i.e. recoater collision and nodal distortions. Mesh sizes of 0.5 × 0.5 mm and 0.25 × 0.25 mm
ere used, resulting in domains discretized by 240 × 160 and 480 × 320 elements respectively.
In Fig. 17, the nodes for which recoater collision occurs are depicted. It can be observed that as the resolution

ncreases, the region for which collision occurs decreases. This happens because with the decrease of the element
ize fewer layers are lumped within a single element layer, which leads to smaller inherent strain energy deposited
n a single step and therefore to lower incremental displacements. For the distortions of the node of interest after
he release stage, displacements of 0.61 mm, 0.67 mm and 0.69 mm were observed for the domains of 120 × 80,
40 × 160 and 480 × 320 elements, which is a relatively small difference.
18



G. Misiun, E. van de Ven, M. Langelaar et al. Computer Methods in Applied Mechanics and Engineering 386 (2021) 114095

a
t
1
l

Fig. 18. Optimal designs for different domain discretizations.

The influence of the mesh size is here investigated on two examples, both for the final deformation of the node of
interest constrained to 0.05 mm, without and with the recoater collision constraint. The same discretization variations
are investigated: 120 × 80, 240 × 160 and 480 × 320. The applied density filter is always set to 1.5 mm to enforce
the same minimum physical feature size between the examples.

Optimizations without the recoater collision constraint required 309, 276 and 191 iterations for convergence,
whereas optimizations with the recoater collision constraint required 202, 234 and 184 iterations following the
order from the coarsest to the most refined mesh. The obtained designs are presented in Fig. 18. Although the
designs are not identical the similarity is undeniable. Interestingly, designs with recoater collision constraint start
to resemble the designs with only distortion constraint as the resolution increases. This is due to the fact that
the recoater collision constraint becomes less critical with the increase of the mesh resolution as Fig. 17 indicates.
Moreover, the obtained shapes suggest that in some cases recoater collision could be prevented by proper placement
of the supports only.

4.6. 3D examples

To demonstrate the application potential of the proposed TO formulation for 3D design cases, optimizations
have been performed for a 3D structure, using the same minimum compliance objective as the above 2D bracket.
This way it is possible to check whether trends that are seen in 2D also occur in 3D. The design domain used for
optimization is composed of 80 × 40 × 40 elements of 1 × 1 × 1 mm standard trilinear hexahedral elements with
Gaussian integration scheme. Compliance is minimized for the structure that is supported on the left side and the
load is applied vertically along a horizontal line going through the middle of the right side (see Fig. 19(a)). During
the printing stage, the bottom is fully constrained (see Fig. 19(b)) and in the release stage the bottom left edge is
constrained in x and z-directions, the top edge is constrained in the x-direction and the middle node of the bottom
left edge is fully suppressed (see Fig. 19(c)).

The material considered is Ti6Al4V with the same properties as for the 2D cases and the inherent strain applied
in simulations is εinh = [0.00299, 0.00299, 0, 0, 0, 0] which would be an average value for the lumped method with

rotational scanning strategy. So the same inherent strain as in 2D examples is now applied but with rotation in
he x-y plane. For all the cases the maximum volume fraction is set to 40% and the density filter radius is set to
.5 mm. The convergence criterion is again set to the relative change of the objective function averaged over the

−5
ast 3 iterations to be lower than 10 while constraints are satisfied.
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Fig. 19. Boundary conditions for different stages of simulation.

Fig. 20. Reference design obtained from compliance minimization.

Table 4
3D topological optimization results with different additive manufacturing constraints.

dmax (mm) dw (mm) Compliance (J) Iteration Time (hh:mm:ss)

– – 29.9 182 9:24:12
– 0.1 30.3 683 276:30:54
0.1 – 32.6 327 110:20:07
0.1 0.1 33.1 308 184:11:02

The compliance minimization with only the volume constraint is performed as a reference case. The final
bjective function value is 29.9 J and convergence is reached after 182 iterations. In total the optimization took
ver 9 h. The obtained shape is presented in Fig. 20. We note in passing that only the elements that have density
bove or equal to 0.9 are plotted.

Three 3D optimization cases will be presented. The first concentrates on the recoater collision constraint. This
s followed by optimizations with dmax set to 0.1 mm, with and without the recoater collision. The global distortion
onstraint is formulated such that it limits the distortion of all loaded nodes to dmax . For this purpose, the distortions
f loaded nodes are gathered into a single p-norm function:

gp =
pn

√1T
⏐⏐⏐ M+1∑

j=1

Z( j)∆u( j)
⏐⏐⏐pn

. (19)

The max-norm is approximated by setting pn = 7.
The results of the performed optimizations are summarized in Table 4. The trend of increase of the objective

value with the increase in strictness of the constraints is again noticed. Compared to the 2D examples the number
of required iterations is roughly similar. Nevertheless, the calculation time increased significantly. The longest
calculation time is needed when only the recoater collision constraint is applied. In total, it takes 11 and a half
days, which is a substantial amount of time. Note that the present implementation is a research code and further

efficiency gains through optimization and parallelization are possible. Since the layer additions in the considered
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Fig. 21. Compliance (a) and constraints (b) and (c) as a function of iterations for optimization with Additive Manufacturing constraints.

odeling approach can be computed independently, at least a factor 10 reduction in computation time seems possible
ith the parallel solution approach of Munro et al. [52].
Convergence plots for all 3D optimization cases are presented in Fig. 21. Most of the objective function reduction

ccurs in the first 50 increments, and the same goes for jumps in distortion and collision constraints. This suggests
hat the applied convergence criterion might be relaxed in order to reduce the computation time. The constraints
re preserved for most of the iterations and their iteration histories resemble those in the convergence plots from
ptimization in 2D.

.6.1. Recoater collision
The same conditions as for 2D have to occur for recoater collision to happen. Therefore, dw is set to 100 µm.

gain the parameter r in Eq. (16) is set to 25 and the constraint has been aggregated for all of the layers into a
ingle function; since the domain height is 40 elements, 40 separate deposition steps are gathered. The printing
imulation of the reference shape shows that collision occurs for nodes marked by red dots in Fig. 22. In total 2153
odes violate the constraint and as it can be observed they are all located in the top of the structure. The highest
istortion in the z-direction is 0.33 mm which exceeds the threshold.

The design obtained with the application of the recoater collision constraint is presented in Fig. 23. When
ompared to the reference case the shapes of the inner members, shapes are more complex and the symmetry
f the part in the z-direction is broken. Additional members have been added, marked with A, to support the top of
he structure where the collision occurs in the reference design. The front of the structure did hardly change, which
s according to expectation since the printing simulation revealed not recoater collision in this region.

.6.2. Distortion constraint
The maximal distortion of constrained nodes in case of printing the reference design is found to be 0.66 mm. The
llowed maximum distortion dmax is set to 0.1 mm, and the resulting design that meets this constraint is presented in
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(

Fig. 22. Recoater collision for the reference design.

Fig. 23. Shape obtained from compliance minimization with recoater collision constraint. Full shape (a) and shape cut in half at y = 20 mm
b).

Fig. 24. Full shape (a) and shape cut in half (b) obtained for minimization of compliance with distortions constraints.

Fig. 24. In Fig. 24 only elements that have density above or equal to 90% are plotted as full, while the transparent
elements are those with a density that is between 20% and 90%. This allows for visualization of possible low-density
support structures, as observed in the 2D case.

The optimizer proposes a hollow structure. This may cause practical difficulties with powder evacuation but
controlling this aspect is beyond the scope of this study, and the interested reader is referred to [61] and the
references therein. Two fully dense pillars in the corners of the design domain have been introduced, which act
as supports. The same straightening of the bottom as for the 2D examples occurs.
22
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Fig. 25. Full shape (a) and shape cut in half (b) obtained for minimization of compliance with distortion constraints combined with the
recoater collision constraint.

4.6.3. Distortion and recoater collision constraints combined
The constraints studied separately in the two preceding sections are now combined in a single optimization

problem imposing both distortion and recoater collision constraints. The shape obtained from the optimization is
presented in Fig. 25. The obtained design resembles that obtained with only the constraint on final distortion applied.
Again, a shell-like hollow structure with thinner inner members that were moved to the left side can be observed.
More complex support structures emerge, when compared to the previous example, which matches with the trend
observed in 2D for the cases with both constraints applied (see Fig. 14). A small pillar is introduced close to where
the structure starts to ascend from the base plate.

5. Conclusions

A Topology Optimization scheme with distortion constraints, that assure manufacturability through powder bed
based Additive Manufacturing, has been presented. The main goal is to apply constraints that, when satisfied, prevent
unwanted shape distortions during the production while the structure is still able to perform its objective. Given
this focus, other printability criteria were excluded to study the influence of the distortion constraints. Constraints
were evaluated by an inherent strain based 3D printing model. A SIMP based topological optimization scheme was
utilized. The gradients of the constraint functions with respect to the design variables need to be calculated. For
this purpose, a derivation of sensitivities of distortions has been formulated based on the adjoint method.

Two different production constraints have been investigated: prevention of recoater collision and limitation of
global shape distortions. Simulation of printing of the reference design predicts recoater collision to occur in many
instances during the building of the structure and the built structure is predicted to endure considerable distortion.
When the optimization is performed with AM constraints, the recoater collisions are completely prevented as are
excessive final distortion of nodes of interest. The optimized designs feature many auxiliary support structures,
which aim at facilitating production, rather than enhancing the parts structural performance. Auxiliary structures
often are composed of semi-dense material, which can be interpreted as lattice-type support structures routinely
used in practice. In case of a global distortion constraint, the optimization is found to compensate distortions by
alteration of part shape and by adding supports. Moreover, it has been shown that distortions generated during the
printing stage are compensated by the additional distortions generated when the part is released from the base plate.

The applicability and effectiveness of the method have been illustrated both in 2D and 3D. Optimizations of a
bracket in 3D including the proposed distortion constraints are characterized by the creation of box-like structures, in
contrast to a bulky central structure seen in the conventional compliance minimization result. The total optimization
time for 3D was in a range of days, which is still reasonable because it involves a transient numerical model.
Moreover, there is potential to accelerate the present implementation.

The addition of Additive Manufacturing constraints to SIMP based Topology Optimization expectedly results in
a modest increase of the compliance objective by 4 to 29%, depending on the strictness of the constraints. However,
given the high cost of failure at a late stage of the design- or printing process, it can be highly recommended to

include these crucial constraints in design for AM.
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ppendix. Sensitivity of the constraints

The sensitivities of the collision constraints and the distortion constraint are all determined by the adjoint method
ince this has considerable advantages in implementation.

.1. Sensitivity of the recoater collision constraint

To obtain the sensitivity of the collision constraint, gi of Eq. (16) is augmented with Eq. (6):

g̃i =
1
r

log

⎛⎝∑
N (i)

exp

⎛⎝r
ϕ(i)(ρ) ◦

(
∆u(i)

i · ez

)
dw

⎞⎠⎞⎠− 1 + κ (i)T
(

K(i)
f f ∆u(i)

f − f(i)
f

)
, (A.1)

here κ (i) is a multiplier vector. The design derivative of g̃i is:

∂ g̃i

∂ρ
=

∂(∆u(i)
f )

∂ρ
hi +

∂ϕ(i)

∂ρ
qi + κ (i)T

(
∂K(i)

f f

∂ρ
∆u(i)

f +
∂(∆u(i)

f )

∂ρ
K(i)

f f −
∂f(i)

f

∂ρ

)
, (A.2)

with:

hi =
1

dw
∑

N (i) exp
(

r
ϕ(i)(ρ)◦

(
∆u(i)

i ·ez
)

dw

)
⎛⎝exp

⎛⎝r
ϕ(i)(ρ) ◦

(
∆u(i)

i · ez

)
dw

⎞⎠ ◦ ϕ(i)(ρ)

⎞⎠

qi =
1

dw
∑

N (i) exp
(

r
ϕ(i)(ρ)◦

(
∆u(i)

i ·ez
)

dw

)
⎛⎝exp

⎛⎝r
ϕ(i)(ρ) ◦

(
∆u(i)

i · ez

)
dw

⎞⎠ ◦

(
∆u(i)

i · ez

)⎞⎠
After sorting the terms with ∂(∆u(i)

f )/∂ρ:

∂ g̃i

∂ρ
=

∂(∆u(i)
f )

∂ρ

(
hi + K(i)T

f f κ (i)
)

+
∂ϕ(i)

∂ρ
qi + κ (i)T

(
∂K(i)

f f

∂ρ
∆u(i)

f −
∂f(i)

f

∂ρ

)
, (A.3)

κ i is solved from:

K(i)T
f f κ (i)

= −hi (A.4)

and the sensitivity of gi is calculated as:

∂gi

∂ρ
=

∂ϕ(i)

∂ρ
qi + κ (i)T

(
∂K(i)

f f

∂ρ
∆u(i)

f −
∂f(i)

f

∂ρ

)
. (A.5)
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A.2. Sensitivity of the global distortion constraint

To obtain the sensitivity of the distortion constraint gd, Eq. (18) is augmented by the equilibrium Eqs. (6) and
(9) as well as the equation for evolution of the reaction forces (7):

g̃d =
1
2

dTd −
1
2

d2
max + λ(M+1)T

(
K(M+1)

f f ∆u(M+1)
f + S f r(M)

0

)
+

M∑
i=1

λ(i)T
(

K(i)
f f ∆u(i)

f − f(i)
f

)
+

M∑
i=1

µ(i)T
(

r(i)
0 − r(i−1)

0 − K0 f ∆u(i)
f

)
,

(A.6)

here λ and µ are multiplier vectors and d is defined in Eq. (17). The design derivative of g̃d is:
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(A.7)

ext, the terms with ∂(∆u)/∂ρ and ∂r/∂ρ are sorted per step, whereafter a series of equations is obtained for the
ultiplier vectors:

K(M+1)T
f f λ(M+1)

= −Z(M+1)Td , (A.8)

µ(M)
= −ST

f λ
(M+1) , (A.9)

µ(i−1)
= µ(i) 1 ≤ i ≤ M , (A.10)

K(i)T
f f λ(i)

= K(i)
f 0µ

(i)
− Z(i)Td j ≤ i ≤ M , (A.11a)

K(i)T
f f λ(i)

= K(i)
f 0µ

(i) 1 ≤ i ≤ j − 1, (A.11b)

hich are solved in reversed order of building steps [13,62,63]. Then the sensitivity of gd is calculated as:

∂gd
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0 f
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f

)
.

(A.12)

The length of µ equals the number of degrees of freedom, which are released to simulate release from the base
late. Inspection of Eqs. (A.10) and (A.11) suggests that the sensitivity ∂gd/∂ρ can be calculated without resorting

to reversed order evaluation. This is true but involves handling of full matrices instead of vectors. Therefore reverse
order evaluation has been implemented.
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