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Propositions

accompanying the dissertation

MASS TRANSFER AND FLOODING PHENOMENA IN CARBON DIOXIDE
ELECTROLYZERS

by

Lorenz Martin BAUMGARTNER

1. The scale-up of gas-fed CO2 electrolyzers with flowing catholyte is limited by the
stable pressure window of the gas diffusion electrode (this thesis, Chapter 2).

2. Woven gas diffusion electrodes can mitigate the effects of electrolyte flooding (this
thesis, Chapter 3).

3. The chemical stability of most carbon-based gas diffusion electrodes is insufficient
for an economical CO2 electrolysis process (this thesis, Chapter 4).

4. For the field of CO2 electrolysis, finding a stable gas diffusion electrode is more
important than finding a highly active catalyst.

5. Automation in research is subject to the law of diminishing returns.

6. No preconceived research plan survives the encounter with reality.

7. Science finds the boundaries of what is possible. Engineering finds the boundaries
of what is feasible.

8. Replacing highly scarce iridium as an anode material will be essential for a large
scale implementation of CO2 or PEM water electrolysis.

9. The high demand for renewables energies has the potential to fundamentally re-
shape the relationship between Europe and Northern Africa.

10. Societal trust in science ultimately depends on the belief that the future can be
better than the present.

These propositions are regarded as opposable and defendable, and have been approved
as such by the promotor Prof. dr. ir. C.R. Kleijn and the promotor Dr. ir. D.A. Vermaas.
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1
GENERAL INTRODUCTION

In recent years, the majority of countries have made ambitious pledges to decarbonize
their economies within the next two decades as part of the Paris Agreement 1 or the Glas-
gow Climate Pact. 2 For example, the European Union has developed a vision to fully de-
carbonize the energy supply by maximizing the deployment of renewable energy sources
by 2050, 3 which has the added benefit of becoming more self-sufficient.

1.1. WHAT LIMITS THE SUBSTITUTION OF FOSSIL FUELS?
The rapid substitution of fossil fuels through renewable energies in the key sectors elec-
tricity, industry, and transportation is complicated by major technological and econom-
ical challenges:

• Daily and seasonal fluctuations of renewable power sources

• Limited transmission capacity of the electrical power grid

• Insufficient energy capacity for electrical energy storage at large scale

• Insufficient energy density for electrical energy storage

• Limited availability of non-fossil carbon feedstocks for chemical production

For these reasons, our modern economies still rely heavily on fossil fuels (Figure 1.1).
Luckily, many technologies are already starting to be employed that allow the further di-
rect replacement of further fossil fuels with renewables.

The electricity sector of the US economy, for example, amounted to 38% of the coun-
tries energy consumption in 2018 (Figure 1.1). It still relies heavily on coal and gas power
plants to meet the secondary energy demands of residential, commercial, and industrial
sectors. However, the contribution from wind and solar has been steadily increasing
over the last decades because technological innovation has allowed larger wind turbines

1
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and solar photovolatic (PV) modules with higher efficiencies. According to a 2018 re-
port from the International Renewable Energy Agency, 4 these improvements led to an
electricity cost reduction of almost 75% for PV and about 25% for on-shore wind in the
period of 2010 to 2017. Therefore, wind and solar energy sources can now compete with
fossil fuel-fired power plants. However, the electrical infrastructure of most economies
has insufficient transmission and storage capacity to completely replace coal and gas
power plants.

Nuclear
8

Commercial
 9

Industrial
26

Fossil fuels 
81

Renewables 
12

Electricity 
38

Residential
 12

Transportation 
28

Estimated U.S. Energy Consumption in 2018: 101 Quads

1 quad = 10
15

 BTU = 10
18

 J

Figure 1.1: Sankey diagram of the estimated US energy consumption in 2018: 101 Quads. 5 1 quad corresponds
to 1015 British Thermal Units (BTU) or 1×1018 J.

The transportation sector was responsible for almost one third of the US energy con-
sumption in 2018 (Figure 1.1). Luckily, many major car manufacturers have already
started to phase out passenger vehicles and even trucks with internal combustion en-
gine in favor of electrical vehicles. 6 If implemented at a large scale, this would make
it possible to replace a large amount of gasoline and Diesel fuel required for the trans-
portation sector. Unfortunately, the insufficient energy density of electrical batteries is a
major obstacle to the electrification of the aviation and shipping subsectors. This means
that without the possibility to recharge during long distance travel, it is unfeasible for
airplanes and ships to carry the weight of the necessary batteries. Therefore, the avia-
tion and shipping subsectors can not be easily electrified and will rely on energy-dense
hydrocarbon fuels for the foreseeable future.

The industrial sector makes up more than a quarter of the energy consumption (Fig-
ure 1.1), which relies heavily on fossil fuels. While it might be possible in the near future
to decarbonize energy-intensive industries, e.g., by developing a hydrogen process for
steel making, 7 some industrial processes require fossil fuels as a carbon feedstock. For
example, in 2016 the global production of the organic commodity chemical methanol
(H3COH) required 85 Mt of synthesis gas, 8 a mixture of H2 and CO. This carbon feed-
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stock is currently produced at industrial scale through steam reforming of CH4 obtained
from natural gas.

These examples highlight that the sustainable production of hydrocarbon fuels and chem-
icals will remain essential for the next decades.

1.2. PATHWAYS TO SUSTAINABLE HYDROCARBON PRODUCTION
One pathway for the sustainable production of synthesis gas requires expanding the nat-
ural carbon cycle through the cultivation, processing, and gasification of biomass. 9 For
this route, plants convert CO2 from the atmosphere to carbohydrates (e.g., sugars, cel-
lulose, or lignin) through photosynthesis. The plants are harvested, dried, and gasified
to synthesis gas, a central building block for a range of hydrocarbon products. A recent
studies estimates that the global biomass production in 2050 could be extended to an
energy potential of 160 – 650×1018 J. 10 This is probably insufficient to meet the world’s
energy consumption, which is projected to reach 864×1018 J by 2050. 11 In addition, the
large-scale implementation of biomass production raises concerns over biodiversity, wa-
ter, and food security. 12

Another pathway for sustainable hydrocarbon production is the establishment of an in-
dustrial carbon cycle (Figure 1.2). For this approach, large solar parks and wind farms
would have to be constructed on non-arable land (e.g., deserts) and/or offshore to pro-
vide electrical power. This renewable power could then be used to capture CO2 from in-
dustrial point sources, 13 directly from the atmosphere, 14 or perhaps the ocean. 15 Ther-
mocatalytic 16,17 or electrochemical conversion 18,19 could then process the captured CO2
to useful chemical intermediates such as CO, HCOOH, or C2H4. Well-established petro-
chemical processes (e.g., Fischer-Tropsch or methanol synthesis) would then enable the
production of a wide range of fuels, organic chemicals, or plastics.

The case chemical methanol, for example, could be produced from CO2 through a ther-
mocatalytic or an electrochemical route. For both routes, the H2 demand would be cov-
ered by water electrolysis. In the thermocatalytic route, CO2 would exothermically re-
act with H2 to form H3COH in a direct reaction (CO2 +3H2 ←−→ H3COH+H2O; 250 ◦C,
20 bar). While thermocatalytic conversion of CO2 to H3COH is now a mature process
that uses well-established Cu and Ni catalysts, it is projected to have a higher carbon
footprint than the electrochemical route. 17,20

In the electrochemical route, CO2 could be directly converted to CO through electro-
chemical CO2 reduction over an Ag catalyst (CO2 +2e – +2H2O −−→ CO+2OH – ). Sub-
sequently, CO would be converted with H2 from water electrolysis in the exothermic
methanol synthesis reaction (CO+ 2H2 ←−→ H3COH+H2O). 21 This emerging process
has the potential to utilize electrical energy from renewables directly, which would re-
duce the H2 demand of the overall process by one third.
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Figure 1.2: Sustainable hydrocarbon production through an industrial carbon cycle.

Ethylene, C2H4, is another bulk chemical that could be produced with electrochemical
CO2 reduction (Figure 1.2). It serves as a monomer for the commodity plastic polyethy-
lene (PE). Conventionally, C2H4 is produced through the well established steam cracking
process. This energy-intensive process is carried out at high temperatures (850 ◦C) and
converts natural gas or naptha to C2H4. 22 With the direct electrochemical route, CO2
would be reduced over a Cu catalyst at a much lower temperature (e.g., 25 ◦C) (2CO2 +
12e – +8H2O −−→ C2H4 +12OH – ). 19

Besides the useful chemical intermediates C2H4 and CO, electrochemical CO2 reduction
can also produce formic acid (HCOOH). The estimated market values of these products
varies significantly: The market for C2H4 is estimated at ≈ 160 billion USD, which is or-
ders of magnitude larger than for the other possible products CO (≈ 5 billion USD) or
HCOOH (≈ 0.5 billion USD). 23 This thesis explores the potentials and challenges of elec-
trochemical CO2 conversion to CO as this is the most mature process to date. 24

1.3. CHALLENGES FOR ELECTROCHEMICAL CO2 REDUCTION
Electrochemical CO2 reduction (CO2R) is a technology that is currently in the research
stage and faces several challenges. Generally, CO2R can produce a range of interest-
ing target intermediates depending on the employed cathode catalyst (e.g., Ag: CO, Cu:
C2H4, or Sn: HCOOH). CO2R is usually carried out with aqueous electrolytes (Figure 1.3)
and has a similar equilibrium potential as the hydrogen evolution reaction (HER). 25 This
side reaction is typically undesired because it reduces the selectivity of the expended
electrical current for the carbon products, the so-called Faradaic efficiency. As a result,
the HER consumes additional energy relative to the produced carbon products and in-



1.3. CHALLENGES FOR ELECTROCHEMICAL CO2 REDUCTION

1

5

creases the need for downstream separation. It is a key challenge, therefore, to minimize
the HER by catalyst design and reaction engineering. 26

Figure 1.3: Schematic of a general CO2 electrolysis cell. Anode: H2O is converted to O2 in the oxygen evolution
reaction (OER). Cathode: CO2 and H2O are converted to reduced carbon products (e.g., CO) through electro-
chemical CO2 reduction (CO2R); H2O can be reduced to H2 in the competing hydrogen evolution reaction
(HER).

In an electrolyzer, the electrochemical reaction on the electron-consuming cathode side
has to be balanced with an electron-producing reaction on the anode side. For CO2 elec-
trolysis, the oxygen evolution reaction (OER) from water is the most interesting reaction
because its feedstock is abundantly available (Figure 1.3). Depending on the pH value of
the electrolyte employed, different anode materials are required, 23 which vary in their
availability. For example, electrolyzers with alkaline electrolyte (e.g., KOH) on the anode
side, the anolyte, can be operated with relatively abundant nickel-based anodes. 27 Elec-
trolyzers with neutral or acidic pH, however, require iridium-based anodes to achieve a
high stability and low overpotential. 28 Iridium, unfortunately, is one of the scarcest ele-
ments on earth. 29 For this reason, the design of an iridium-free CO2 electrolyzer would
be highly desirable.

Among the reaction systems for different target intermediates, the CO2R to CO has reached
the highest level of maturity. This process is also the focus of this thesis. According to
techno-economical studies the following benchmarks have to be achieved before the
process can become economically feasible: 19,24

• Current density, j : −200 mAcm−2 to −500 mAcm−2

• Cell potential, Ecell: ≤ 3V (=̂ Energy Efficiency: ≥ 46%) 30

• Faradaic efficiency for CO, F ECO: ≥ 95%

• Stable performance over several years (e.g., ≥ 2 years =≥ 17500h)

• Scalable electrolyzer design
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To achieve these targets, the development of CO2 electrolyzers has undergone several
iterations in design. 31,32 In the most promising designs, catalyst-coated gas diffusion
electrodes (GDE) serve as cathodes, 33 which are supplied with CO2 from the gas side
(Figure 1.4). This has enabled high Faradaic efficiency, F E , at high current density, j ,
by circumventing CO2 mass transfer limitations in liquid-fed electrolyzers with CO2-
saturated electrolyte. Another improvement is the employment of porous anode mate-
rials (typically a nickel foam or iridium-coated titanium) in zero-gap configuration (Fig-
ure 1.4). This feature allows to decrease the cell potential by eliminating the gap between
the anode and the membrane (Figure 1.3), thereby reducing the ohmic resistance of the
anolyte.

Figure 1.4: Schematics of gas-fed CO2 electrolysis cells: (a) Membrane electrode assembly (MEA) type with
anion exchange membrane (AEM) and iridium anode. (b) Flowing catholyte type with iridium or nickel anode
combined with cation exchange membrane (CEM) or bipolar membrane (BPM), respectively. (c) Schematic of
gas diffusion electrode (GDE) comprised of three layers: catalyst layer (CL); microporous layer (MPL); carbon
fiber substrate (CFS).

1.3.1. CO2 ELECTROLYZERS WITH MEMBRANE ELECTRODE ASSEMBLY
CO2 electrolyzers with a membrane electrode assembly (MEA) also feature a zero-gap
configuration on the cathode side (Figure 1.4 a). To date, one of the most advanced
demonstrations of such a design has achieved F ECO = 80 – 90% at j =−500mAcm−2 and
Ecell = 3.2V. In addition, the scale-up to an electrode area of 100 cm2 has been demon-
strated. 34 The design is also promising because it can be configured in multilayer cell
stacks. 35 While the electrochemical performance and the scalability of this example are
already close to meeting the previously mentioned benchmarks, the stability of the sys-
tem has so far only been demonstrated for 500 h. 36

MEA electrolyzers operate with anion exchange membranes (AEM), which allow the trans-
fer of OH – produced at the cathode to the anode. 34,37 Unfortunately, these membranes
are not perfectly selective. For this reason, cations (e.g., Cs+ or K+) from the anolyte
cross over to the gas channel, in which they can form carbonate salts by reacting with
H2O and CO2. Because salt deposits can block the gas channel, special precautions have
to be taken to prevent a buildup and ensure operational stability (e.g., periodic rinsing
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of the gas channel). 38,39

Another drawback of MEA electrolyzers (Figure 1.4 a) is the cross-over of (bi)carbonate
anions to the anode side. These are formed at the cathode by the reaction of OH –

and CO2. Because (bi)carbonate ions replace OH – as the main ionic charge carrier
and the OER at the anode produces H+, the recirculated anolyte is acidified. Therefore,
MEA electrolyzers with AEM require iridum-based anodes to ensure a stable cell oper-
ation. 23,34,40 Further, the cross-over of (bi)carbonate ions into the anolyte releases CO2
at the anode. For this reason, the product gas at the anode side contains a significant
amount of CO2 (composition: 50 – 66 vol% CO2, 50 – 33 vol% O2), 41 which would prob-
ably have to be recovered to make the overall process economically feasible.

1.3.2. CO2 ELECTROLYZERS WITH FLOWING CATHOLYTE
This thesis explores an alternative CO2 electrolyzer design with a flowing catholyte (Fig-
ure 1.4 b). This type of system is compatible with cation exchange membranes (CEM) or
bipolar membranes (BPM), which allow a significant reduction of CO2 cross-over to the
anode side. 40 In addition, the flowing catholyte allows a better control of the local re-
action environment at the GDE (e.g. humidification or pH). This is because, in contrast
to the MEA system, the mass transfer of ions does not only occur through diffusion and
migration, but also through convection. Unfortunately, this benefit comes at the cost of
additional ohmic losses by the catholyte gap, which lead to a higher Ecell.

19,23 This thesis
investigates the mass transfer and flooding phenomena determining the performance
of this electrolyzer design.

The cathode GDEs of gas-fed electrolyzers with flowing catholyte (Figure 1.4 b) are espe-
cially sensitive to the intrusion of electrolyte, which is called flooding. The mass transfer
of CO2 to the catalyst layer (CL) occurs through the pore network of the microporous
layer (MPL) the carbon fiber substrate (CFS) (Figure 1.4 c). If the pore network is flooded
with electrolyte, the gas diffusion can be strongly inhibited, 42 which can reduce the
Faradaic efficiency achieved by the CO2 electrolyzer. This phenomenon occurs if the
differential pressure between liquid and gas phase becomes large enough to exceed the
capillary pressure of the hydrophobic pores network. Preventing the flooding of GDEs is
complicated through the following phenomena:

• Scale-up leads to differences in the hydrostatic and/or hydrodynamic pressure
over the electrode 43

• High current densities and cathode potentials lead to physical electrowetting 44

• Physical electrowetting reduces the hydrophobicity of the GDE 44

• (Electro-)chemical degradation reduces the hydrophobicity of the GDE 45

The performance of CO2 electrolyzers with a flowing catholyte also depends on which
type of membrane is employed (CEM or BPM). For example, Haas et al. 46 presented a
CO2 electrolyzer with CEM that achieved F ECO = 60 – 90% at j = −300mAcm−2 and
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Ecell = 6.0V. It was demonstrated with an electrode size of 10 cm2 and operated for
≥ 1200h. However, this design requires the employment of iridium-based anodes be-
cause alkaline anolytes can not be used. This is because the CEM permits the exchange
of protons and cations between the catholyte and anolyte. 47 As a consequence, the pH
value of the electrolyte can only be stable if the anolyte is acidic (e.g. H2SO4) 46 or the
anode and cathode share the same electrolyte (e.g., K2SO4 or KHCO3). 46,48

The employment of more abundant nickel-based anodes is possible in CO2 electrolyzers
with flowing catholyte and BPM. 49,50 This type of membrane consists of an AEM and a
CEM layer. When a potential is applied across the membrane, the water splitting reac-
tion (H2O −−→ OH – +H+) takes place at the interface between the two layers. If the AEM
layer faces the anode and the CEM layer faces the cathode, the ions that are formed in
the BPM can neutralize the OH – and H+ produced by the corresponding cathode and
anode reactions. This allows to select the anolyte and catholyte indepdently while en-
suring a stable pH on both sides of the cell. However, the additional potential required
to drive the water splitting reaction increases Ecell compared to a system with a single
CEM. 51,52

For example, De Mot et al. 49 reported a BPM electrolyzer with a KHCO3 catholyte and
an electrode area of 16 cm2. It achieved F ECO = 70 – 90% at j = −300mAcm−2. The
Ecell was 8.2 V, which is more than twice as high compared to a MEA type electrolyzer
(8.2V vs. 3.2V). 35 Chen et al., in another example, where able to reduce Ecell below
5 V at j = 300mAcm−2 by employing a K2SO4 catholyte and reducing the gap thick-
ness. 50 Admittedly, the BPM-based CO2 electrolyzers with flowing catholyte inhibit the
CO2 crossover, but the high operating voltage highlights that catholyte-containing elec-
trolyzers require further optimization. Further, the Faradaic efficiency depends strongly
on the local environment (e.g., pH, CO2 concentration) at the GDE. 50 So far the under-
standing of this local environment is limited because it involves many phenomena (e.g.,
electrochemical reactions, homogenous reactions, convection, diffusion).

In conclusion, gas-fed CO2 electrolyzers with flowing catholyte are interesting because
they can reduce the cross-over of CO2 to the anode side. More specifically, CO2 elec-
trolyzers with BPM allow the employment of more abundant nickel-bases anodes in-
stead of scarce iridium-based anodes. However, this type of electrolyzer is less energy
efficient compared to the catholyte-free MEA systems. Moreover, the direct contact of
the GDE and the electrolyte make it difficult to scale up this electrolyzer type without
flooding the GDE. In addition to mechanical flooding, the performance can be limited
by the local reaction environment (e.g., pH, CO2 concentration). The stability of cathode
GDEs can be limited through reversible, physical electrowetting or irreversible, (electro-)
chemical degradation. A better understanding of the mass transfer in the catholyte could
allow an improved performance.
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1.4. THESIS OUTLINE AND RESEARCH QUESTIONS
This thesis pursues the following research questions (RQ):

• RQ1: Can flooding due to pressure differences between the gas and liquid phase
be suppressed by optimizing the structure of carbon-based GDEs? (Chapter 2)

• RQ2: How does the structure of carbon-based GDEs impact the Faradaic efficiency?
(Chapter 2)

• RQ3: Does electrolyte flooding affect the Faradaic efficiency of carbon-based GDEs
(Chapter 3)

• RQ4: Are carbon-based GDEs sufficiently chemically stable at current densities
relevant for industrial applications? (Chapter 2 and Chapter 3)

• RQ5: How does electrowetting impact the performance of carbon-free, silver-based
GDEs? (Chapter 4)

• RQ6: Are carbon-free, silver based GDEs sufficiently chemically stable at current
densities relevant for industrial applications? (Chapter 4)

• RQ7: How do the process conditions of a BPM electrolyzer affect the Faradaic effi-
ciency? (Chapter 5)

• RQ8: How do the process conditions of a BPM electrolyzer affect the local pH in
the catholyte? (Chapter 5)

These research questions are addressed throughout the thesis with the following ap-
proaches. Chapter 2 examines the influence of the GDE microstructure on the flooding
resistance and the mass transfer during electrochemical CO2 reduction. To this end, a se-
lection of seven commercial gas diffusion layers with different thicknesses (250 – 450µm)
and carbon fiber structures (paper, nonwoven, cloth) were investigated. Chapter 3 tests
the electrochemical performance of these materials as a function of process parame-
ters (current density, differential pressure). Further, the influence of electrowetting on
the flooding resistance is quantified by measuring the liquid breakthrough pressure as
a function of the cathode potential. Chapter 4 assesses the impact of electrowetting on
the electrochemical CO2 reduction performance of carbon-free, silver-based GDEs. In
addition, their chemical stability is investigated by measuring changes to the chemi-
cal composition with XPS. Chapter 5 investigates how the process conditions of a BPM
electrolyzer (current density, CO2 saturation, and liquid flow rate) affect the Faradaic
efficiency for CO and the local pH of the catholyte. The local pH of the catholyte was
visualized with fluorescence lifetime imaging microscopy (FLIM).
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2
NARROW PRESSURE STABILITY

WINDOW OF GAS DIFFUSION

ELECTRODES LIMITS THE

SCALE-UP OF CO2 ELECTROLYZERS

Electrochemical CO2 reduction is a promising process to store intermittent renewable en-
ergy in the form of chemical bonds and to meet the demand for hydrocarbon chemicals
without relying on fossil fuels. Researchers in the field have used gas diffusion electrodes
(GDE) to supply CO2 to the catalyst layer from the gas phase. This approach allows to
bypass mass transfer limitations imposed by the limited solubility and diffusion of CO2
in the liquid phase at a laboratory scale. However, at a larger scale, pressure differences
across the porous gas diffusion layer can occur. This can lead to flooding and electrolyte
breakthrough, which can decrease the performance. The aim of this study is to understand
the effects of GDE structure on flooding behavior and CO2 reduction performance. We ap-
proach the problem by preparing GDEs from commercial substrates with a range of struc-
tural parameters (carbon fiber structure, thickness, cracks). We then determined the liquid
breakthrough pressure and measured the Faradaic efficiency for CO at an industrially rel-
evant current density. We found that there is a trade-off between flooding resistance and
mass transfer capabilities that limits the maximum GDE height of a flow-by electrolyzer.
This trade-off depends strongly on the thickness and the structure of the carbon fiber sub-
strate. We propose a design strategy for a hierarchically structured GDE, which might offer
a pathway to an industrial scale by avoiding the trade-off between flooding resistance and
CO2 reduction performance.

This chapter has been published as "Narrow Pressure Stability Window of Gas Diffusion Electrodes Limits the
Scale-Up of CO2 Electrolyzers" by Lorenz M. Baumgartner, Christel I. Koopman, Antoni Forner-Cuenca, David
A. Vermaas. ACS Sustainable Chemistry & Engineering, 2022, 14, 4683-4693.
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16 2. NARROW PRESSURE WINDOW LIMITS SCALE-UP OF CO2 ELECTROLYZERS

2.1. INTRODUCTION
The European Union has set the goal to become climate-neutral by 2050 in an attempt
to limit the increase of average global temperature to 1.5 ◦C. 1 To meet the demand for
hydrocarbon chemicals and fuels without relying on fossil feedstocks, the industrial and
transport sectors will require new production processes that can be powered by intermit-
tent wind and solar power. One possible pathway involves capturing CO2 directly from
the atmosphere 2 or the ocean 3 and converting it to useful chemical building blocks,
such as C2H4, CO, or HCOOH, using electrochemical CO2 reduction (CO2R). These build-
ing blocks could then be further upgraded into plastics, fuels, or chemical intermediates
using established chemical processes such as Fischer-Tropsch synthesis or methanol
synthesis. 4,5

The transfer of CO2R from the lab scale (cm2-size) to an industrial scale (m2-size) re-
quires a scalable reactor design that enables high current density and high Faradaic ef-
ficiency. 4 For illustration, reconverting the 1000 Mt of CO2 emission of the EU transport
sector in 2020 1 with a CO2 electrolyzer operating at −200 mAcm−2 and a Faradaic effi-
ciency of 85% would require a geometric electrode area of 80 km2. To date, the largest
CO2 electrolyzers have an electrode area of only 100 cm2. 6,7 To bridge this tremendous
gap between the scale required to make an impact on climate change and the state of the
art, researchers in the field of CO2R have adopted carbon-based gas diffusion electrodes
(GDE) from the mature field of polymer electrolyte fuel cells. 8 The adoption of this elec-
trode type has been an important step to intensify the process by overcoming CO2 mass
transfer limitations in aqueous solutions. As a consequence, it is now possible to reach
industrially relevant current densities of more than (−200mAcm−2) while limiting the
undesired hydrogen evolution reaction (HER).

In a typical GDE, gaseous reactants diffuse through the gas diffusion layer (GDL), which
consists of the carbon fiber substrate (CFS) and the microporous layer (MPL). The CFS
is impregnated with PTFE to increase the hydrophobicity. Typically, the fibers of the
CFS have a size of 10µm 9 or larger and are manufactured into unique microstructural
arrangements using various mechanical methods, such as weaving or hydroentangle-
ment. The MPL, a composite layer made out of carbon black and PTFE, plays an im-
portant role in keeping the CFS dry because its small, hydrophobic pores (< 0.1µm) 10

require high liquid overpressure to flood with liquid. This layer also provides electrical
conductivity and support for the catalyst layer (CL). 8,11 Electrochemical reactions take
place in the CL, which exchanges gaseous species through the pore network of the GDL
and exchanges ionic species with the adjacent liquid/ionomer phase. 12

Generally, the research on carbon-based GDEs has been geared towards fuel cell applica-
tions, where the produced water has to be drained through the GDL to the gas channel
to prevent flooding of the GDE. 13 The flooding of the GDE, which is the saturation of
the pores with liquid, is detrimental to the effective diffusivity. 14,15 In contrast to fuel
cells, CO2R does not produce water at the CL that has to be transported through the
GDL. Therefore, a GDE design geared towards CO2 electrolysis should support high mass
transfer between the gas channel and the cathode CL to ensure the supply of gaseous re-
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actants (CO2, H2O vapor) and the removal of gaseous products (CO, C2H4, or H2). This
GDE design, in addition, should prevent the intrusion of liquids to ensure a high resis-
tance against electrolyte flooding. This requires understanding of the design of GDEs,
which involves many adjustable parameters, e.g., the microstructure of the CFS (carbon
paper, carbon cloth, nonwoven), 16,17 the thickness, or the composition of the different
layers, 18,19 which all influence important properties like the electrical conductivity, 16

wettability 9,20 or diffusivity. 21

Gas-fed CO2 electrolyzers with flowing catholyte have demonstrated high current den-
sities while maintaining a high Faradaic efficiency for the CO2R reaction. 11,22–24 As the
GDE is in direct contact with the liquid electrolyte, the supply of water molecules for the
CO2R reaction is no concern for this design. The flooding of the GDE with electrolyte,
however, is a major practical challenge for scale-up because the separation of gas and
liquid phase is being maintained only through the hydrophobic interfacial forces of the
GDE. While it might be possible to control the differential pressure between gas and liq-
uid to prevent flooding at a lab scale (height ≤ 10cm) 25,26, it becomes increasingly diffi-
cult to maintain uniform conditions over the height of the electrode at a larger scale. 27,28

In large cells, or stacks of cells, hydrostatic pressure differences are much more signif-
icant and make (local) pressure differences between gas and liquid phase inevitable.
These pressure differences will lead to the flooding of the GDE in the regions of the re-
actor in which the capillary pressure of the pores is exceeded and consequently limit the
scalability. For example, Jeanty et al. investigated the scale-up of a reactor with flow-
ing catholyte at a current density of 150 mAcm−2. The Faradaic efficiency for CO, F ECO,
decreased from 66% to 53% after increasing the electrode area from 10 cm2 to 100 cm2.
They attributed this decrease to the non-uniformity in reaction conditions due to GDE
flooding and electrolyte breakthrough to the gas compartment. 7

Gas-fed CO2 electrolyzers with membrane electrode assemblies (MEA), feature a mem-
brane that is in direct contact with the cathode GDE. This configuration creates a physi-
cal barrier between the electrolyte and the GDE. Although this reactor concept has demon-
strated high current densities with high F ECO, 6,29 promising for scale-up and stack-
ing, 30 an inherent challenge of the MEA design is supplying the right amount of H2O
to the cathode as a source of protons. For example, Berlinguette et al. showed that
an insufficiently humidified CO2 feed can lead to rapid decay of cell performance af-
ter only one hour of operation, 31 while an excess of H2O at the cathode can also lead
to performance decreases. 32 Hence, water management remains an issue in MEA-based
CO2 electrolyzers as well. Salt formation in gas channels is also frequently reported. 30

This phenomenon can be mitigated by periodically flooding the gas channel with wa-
ter, 29,33 and therefore still requires a detailed understanding of the flooding mechanisms
of GDEs.

While most CO2 electrolysis research has been carried out at a scale of ≤ 10cm2 and
repurposed GDLs from fuel cell applications, only a couple of studies focused on im-
proving the GDE structure. 11,34,35 The scale-up of gas-fed CO2 electrolyzers to a scale of
m2, however, requires the design of new materials that address the unique challenges of



2

18 2. NARROW PRESSURE WINDOW LIMITS SCALE-UP OF CO2 ELECTROLYZERS

CO2R.

In this work, we investigate the effect of GDE structure on the CO2R performance at com-
mercially relevant current density in a gas-fed electrolyzer with a flowing catholyte. We
investigate for the first time the effect of GDE structure on the resistance against elec-
trolyte flooding/breakthrough due to pressure differences between the gas and the liq-
uid phase, and how the structure impacts the formation of gaseous products in CO2 elec-
trolyzers. We deposited an Ag catalyst layer on a selection of commercial GDL materials
with different CFS structures (paper, nonwoven, cloth) and thicknesses (250 – 450µm).
Additionally, we investigate how cracks in the MPL affect the flooding resistance and the
mass transfer properties of a GDE. Our analysis helps researchers to select more suitable
GDEs for their lab experiments using gas-fed CO2 electrolyzers with MEA configuration
or flowing catholyte configuration. We suggest a promising design strategy to improve
carbon-based GDEs, which may be critical for the intensification and scale-up of elec-
trochemical CO2 reduction.

2.2. EXPERIMENTAL METHODS
We prepared GDEs from a selection of commercial GDL substrates. We characterized
their physical properties and tested their electrochemical performance in a gas-fed CO2
electrolyzer with flowing catholyte. More detailed descriptions are available in the sup-
porting information (SI) of this chapter.

2.2.1. PREPARATION OF GDE SAMPLES
We have selected seven commercial GDL materials that varied in thickness and CFS
structure (Table 2.1). Carbon papers are brittle materials, which are made of short car-
bon fiber fragments and carbonaceous binders. 36 The TGP-H carbon papers (Toray)
have similar porosity, ϵG,CFS , and tortuosity, τG,CFS, for their CFS. Therefore, these ma-
terials allowed us to isolate the effects of CFS thickness, δCFS (190 – 370µm). In compar-
ison, the SGL carbon papers have a larger average pore radius, d̄pore, and a wider pore
size distribution (PSD). This is also reflected by their higher porosity and lower tortu-
osity. The LT1400W (ELAT) is a flexible carbon cloth, which has been woven from car-
bon fiber bundles. The woven structure results in a bimodal PSD, which has large pores
(85µm) between the fiber bundles and small pores (10µm) between individual fibers.
The H23C6 (Freudenberg) has a nonwoven CFS structure and a crack-free MPL. The car-
bon fibers of this GDL have been partially entangled with high pressure water jets during
the production process (hydroentanglement). This procedure gives the material flexibil-
ity and a dense packing, which results in a small average pore size with a narrow PSD
(16 ± 16µm). In conclusion, the studied GDLs exhibit the following trends from wide to
narrow PSD: Cloth > SGL paper > Toray paper > Nonwoven (see SI, Figure 2.10). 17,37
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Table 2.1: Commercial GDL types with different CFS structures obtained from Fuel Cell Store (USA). The CFS of
the Toray papers TGP-H-XX0 had been wet proofed with 8 – 9 wt% PTFE. They were supplied to us with a MPL
composed of 33 – 35 wt% PTFE PTFE. The CFS of the SGL papers had been wet-proofed with 5 wt% PTFE; the
MPL with 23 wt% PTFE. LT1400W and H23C6 had also been impregnated with PTFE, but no data were available
on the exact contents. The thickness of the different layers, δi, was obtained from specification sheets issued
by supplier and manufacturers. The mean pore diameter of the CFS, d̄pore, was reported by Parikh et al.. 17

The gas phase porosity, ϵG,i , and tortuosity, τG,i, were obtained from El-kharouf et al.. 16 Unavailable data is
denoted as "-".

Material TGP-H-060 TGP-H-090 TGP-H-120 SGL 22BBa SGL 39BCb LT1400W H23C6e

Manufacturer Toray Toray Toray SGL SGL ELAT Freudenberg
ϵG,CFS+MPL

16 - - - 37% 53% 63%c 46%
τG,CFS+MPL

16 - - - 2.9 1.9 - 5
δG,CFS+MPL 250µm 340µm 430µm 215µm 325µm 454µmc 250µm
Carbon fiber substrate (CFS) properties
Structure Paper Paper Paper Paper Paper Cloth Nonwoven
δCFS 190µm 280µm 370µm 190µm 300µm 406µmd 210µmf

d̄pore
17 26±20µm - - - 32±30µm 10, 85µmd 16±16µm

ϵG,CFS
16 63% 67% 62% 66% 71% - -

τG,CFS
16 2.8 2.6 2.5 1.5 1.3 - -

Microporous layer (MPL) properties
δMPL 60µm 60µm 60µm 25µm 25µm 48µm 40µm

a 22BB alternative names: 25BC, 29BB; CFS data for type without MPL: 25BA. b 39BC alternative names: 35BC, 39BB; CFS
data for type without MPL: 35BA. c FuelCellsEtc GDL Comparison Table. d Bimodal pore size distribution with about 10µm

and 85µm peak diameters; based on Nuvant ELAT Cloth. 37 e H23C6 alternative name: H2315 I2C6. f CFS thickness according
to supplier data sheet for type without MPL: H2315.

The GDEs were prepared by depositing the CL with a custom-made automated airbrush
coating system (see SI, Figure 2.9). The target catalyst loading was 1 mg Ag cm−1. The
solid composition was 80 wt%Ag and 20 wt% Nafion 521 ionomer. To prepare the sam-
ple, we cut the GDL to size, covered it with a 3 cm x 3 cm mask and fixed it to the heating
plate (130 ◦C) of the system. To prepare the catalyst ink, we added 33 mg of Ag nanopow-
der (20 – 40 nm, 99.9%, Alfa Aesar), 2.1 mL of water, 2.1 mL of isopropyl alcohol, and
180µL of Nafion D-521 dispersion (5 wt%, Alfa Aesar) into a glass vial. We homogenized
the ink for 30 min in a sonication bath. Then we used the 2D-motorized stage to spray
the ink evenly onto the MPL side of the GDL with an airbrush.

2.2.2. PHYSICAL GDE CHARACTERIZATION

The microstructure of each GDL was visualized with scanning electron microscopy (SEM)
at three different locations of the CFS and MPL.

The wettability of the different GDE layers was quantified by measuring the static con-
tact angle. For each sample, we deposited a 10µL water droplet at five different locations
of the surface. After recording an image, we extracted the contact angle with the image
processing software ImageJ.

The flooding resistance of GDL and GDE was determined by observing the gas–liquid
flow regime through a transparent flow cell as a function of differential pressure, ∆p. We
placed the sample in a flow cell (see SI, Figure 2.18). Then we pumped liquid into the
liquid compartment. Water was used for the GDL samples; 1 M KHCO3 was used for
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the GDE samples. While gradually increasing the liquid backpressure and keeping the
gas pressure constant, we observed the gas–liquid flow regime at the sample interface
at both sides. We recorded ∆p between gas and liquid compartment when a transition
of the flow regime occurred (gas breakthrough, no breakthrough, liquid breakthrough).
For more details on the exact procedure for the GDL and GDE samples, see the SI.

The CO2 permeability was determined by measuring the pressure drop over the GDL as
a function of the CO2 flow rate. We installed the GDL in a flow cell (see SI, Figure 2.18 and
forced the gas to flow through the sample by closing the gas outlet (see SI, Figure 2.20).
We plotted the CO2 flow rate against the recorded pressure drop according to Darcy’s
law 38 to determine the permeability constant, PCO2

, from the slope of the resulting linear
curve.

2.2.3. CO2 ELECTROLYSIS PROCEDURE
The CO2 reduction performance was measured with an automated electrolysis setup
(Figure 2.1). We recirculated 1 M KHCO3 through the anolyte and catholyte compart-
ments with a peristaltic pump. The humidified CO2 gas feed flowed through the gas
compartment, whose backpressure was set by the cracking pressure of a check valve
at the outlet. The liquid backpressure was controlled by electronic valves to obtain a
flow-by regime (no breakthrough) when we applied a current density of −200 mAcm−2

to the cathode GDE. The product gases in the catholyte, anolyte and gas stream were
collected in the headspace of the electrolyte reservoir. We recorded the flow rate (FR) of
the product gas mixture with a mass flow meter (MFM). A gas chromatography system
(GC) quantified the product gas concentration from three injections. We calculated the
Faradaic efficiencies for the major products CO and H2. The procedure is described in
more detail in the SI. Preliminary experiments with a SGL 39BC GDE showed that the
CO2 reduction performance remained stable for at least 2 h, which is significantly longer
than the short sampling period of 10 min required to carry out three GC injections (see
SI, Section 2.5.9).

2.2.4. OVERALL O2 MASS TRANSFER COEFFICIENT
The limiting overall O2 mass transfer coefficient was measured as a proxy for the CO2
mass transfer coefficient. We studied the O2 flux induced by the oxygen reduction re-
action (ORR) because it simplifies the analysis by avoiding the competing HER reaction
(further discussion below). We installed the GDE in the flow cell (see SI, Figure 2.18) and
supplied pressurized air as the gas feed (see SI, Figure 2.30). We carried out linear sweep
voltammetry between 0 V and −2 V vs. SHE at a scan rate of 20 mVs−1. We extracted the
limiting current density for the ORR from these scans and used it to calculate the corre-
sponding limiting overall mass transfer coefficient.
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Figure 2.1: Process flow diagram for CO2 electrolysis setup with differential pressure control. The anolyte and
catholyte compartment were separated with a cation exchange membrane (CEM). The backpressure of both
electrolyte streams was controlled (PC) before the two liquid streams were combined and recirculated. The∆p
across the GDE was measured between the catholyte and gas compartment (ΔPR). The Faradaic efficiency was
determined by recording the flow rate (FR) with a mass flow meter (MFM) and analyzing the gas composition
by gas chromatography (GC).
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2.3. RESULTS & DISCUSSION
Our study revealed a number of relationships between physical properties of the GDE
materials and the resulting flooding resistance and electrochemical performance. More
detailed results and all numerical values are available in the supporting information (SI).

2.3.1. STRUCTURE AND WETTABILITY DETERMINE FLOODING RESISTANCE

The SEM images illustrate the difference in microstructure between the materials (Fig-
ure 2.2). We arranged the materials according to the GDL thickness and the pore size
distribution (PSD) of their CFS. The SGL carbon papers have a coarser structure than the
Toray papers, which is in good agreement with the narrower PSD expected for Toray pa-
pers (see SI, Figure 2.10). The ELAT carbon cloth exhibits large pores between the fiber
bundles. The nonwoven H23C6 has densely packed CFS with entangled fibers. Except
for the H23C6, all GDLs show large cracks in the MPL with a size of tens of µm. Additional
SEM images (see SI, Figure 2.12) let us estimate a CL thickness of 3.5 ± 0.2µm. The pri-
mary Ag particles (79 ± 17 nm) formed larger agglomerates (200 – 1200 nm) embedded
in a Nafion ionomer matrix (see SI, Figure 2.13).

Figure 2.2: Microstructure and wettability results: SEM images of CFS and MPL at 100x magnification. Static
contact angles, θi , of the carbon fiber substrate (CFS), microporous layer (MPL) and catalyst layer (CL). The
presented contact angles are an average of five measurements at random locations ± the standard error.

The GDLs show little difference in their initial static contact angles (Figure 2.2). The CFS
of all materials was highly hydrophobic (θCFS = 142 – 151◦), which is in good agreement
with literature. 18 The MPLs are even more hydrophobic (θMPL = 150 – 155◦) because
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their PTFE content is higher compared to the CFS. The higher PTFE content in the MPL
of the Toray papers (33 – 35 wt%) compared to the SGL papers (23 wt%) does not seem
to increase the contact angle significantly. This is consistent with studies in the litera-
ture reporting that the effect of PTFE content on the wettability levels off after a loading
of 10 – 20 wt% is exceeded. 19,39 Nominally, the deposited CLs consist of 80 wt% Ag and
20 wt% Nafion. Because these components are more hydrophilic than carbon or PTFE, 40

the surface of this layer shows a lower contact angle (θCL = 115 – 138◦). Note that the
quantitative measurements of contact angles on rough surfaces are challenging (See SI
for a detailed discussion). For example, rough surfaces can lead to an increase of the ef-
fective contact angle according to the Cassie-Baxter model. 41,42 This could explain why
the LT1400W exhibits a higher θCL than the other materials.

We observed three different regimes of the two-phase flow at the GDE. These three flow
regimes depend on the differential pressure between the liquid and the gas compart-
ment, ∆p = pL −pG: (i) Gas breakthrough occurs when ∆p is below the threshold for gas
breakthrough, ∆p∗

G (flow-through). (ii) No breakthrough occurs when ∆p is increased
and the fluid phases are separated (flow-by). 26 (iii) Liquid breakthrough occurs when
∆p exceeds the liquid breakthrough pressure, ∆p∗

L , which is also called the percola-
tion threshold. 43 Based on these flow regimes, we define the flow-by pressure window,
∆p∗ =∆p∗

L −∆p∗
G, as a metric for flooding resistance.

The flow-by pressure window, ∆p∗, of most commercial GDL materials falls within a
range of 40 – 80 mbar (Figure 2.3). This relatively low value implies that the scale-up of
a flow-by electrolyzer would be limited to a height of about 41 – 81 cm. In practice, the
height would have to be even smaller to make the process robust against variations in
the material properties (σ∆p∗ =± 14mbar) and the limited accuracy of pressure control
at the process level.

The application of the CL shifts the pressure window, ∆p∗, to more negative values (Fig-
ure 2.3) without affecting the width significantly. This negative shift can be seen in the
lower ∆p∗

L , as the comparison between the upper limit of the pressure window of the
GDL samples with the upper limit of the GDE samples shows. This phenomenon can be
explained by the decrease of θ on the liquid side (Figure 2.2). According to the Young-
Laplace equation (Figure 2.4 b), the higher hydrophilicity lowers the capillary pressure,
pC, which eases the flooding of pores in the GDE.

The flow-by pressure window, ∆p∗, is an order of magnitude smaller for materials with
cracks in the MPL (Figure 2.3). If no cracks are present (H23C6), the intruding liquid has
to pass through the pores of the MPL. The pores of the MPL require a larger liquid pres-
sure to be flooded because they are a lot smaller than the pores of the CFS (Figure 2.4).
However, the largest pores determine the liquid breakthrough pressure, and cracks count
as extremely large pores in the MPL. If cracks are present (all other GDEs), the MPL is by-
passed and the liquid breakthrough pressure is determined by the pores of the CFS.
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Figure 2.3: Flooding resistance results: Determination of flow-by pressure window, ∆p∗ = ∆p∗
L −∆p∗

G, for
uncoated GDL (MPL + CFS) and coated GDE (CL + MPL + CFS). Upper limit of bar chart: Liquid breakthrough
pressure, ∆p∗

L . Lower limit: Gas breakthrough pressure, ∆p∗
G. The gas breakthrough pressure limit of the

uncoated GDL samples was not measured; we assume that it was 0 mbar. The arrows next to the bar charts
indicate the corresponding flow-by pressure window, ∆p∗. The listed values are based on measurements of a
single sample. For the breakthrough pressures, we estimated errors of σp∗

G
=± 10 mbar and σp∗

L
=± 10 mbar

of all GDEs based on the work of Mortazavi et al. (except H23C6). 19 For H23C6, we estimated errors of σp∗
G
=

± 100 mbar and σp∗
L
= ± 100 mbar based on the work of Leonard et al.. 44 The error of the flow-by pressure

window, σ∆p∗ , was estimated with the Gaussian error propagation: σ2
∆p∗ =σ2

∆p∗
L
+σ2

∆p∗
G

.

The two different percolation flow paths, with and without cracks in the MPL, are il-
lustrated in Figure 2.5 a – b, using schematic pore network models. 45,46 Each network
consists of pore bodies (circles) and throats (rectangles). The throats restrict fluid in-
trusion according to their capillary pressure, pC,i . The spatial connectivity of the pores
determines the percolation flow path and the liquid breakthrough pressure, ∆p∗

L . For
the material with the crack-free MPL (Figure 2.5 a), the narrow pores of the MPL prevent
liquid intrusion into the gas-filled network until the high capillary pressure of pC,4 is ex-
ceeded. For the material with cracks bypassing the MPL (Figure 2.5 b),∆p∗

L drops to pC,2,
which is the highest capillary pressure in flow path of the percolating liquid.
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Figure 2.4: (a): Typical pore size distribution of a SGL carbon paper with MPL. The y-axis shows the share of
the total pore volume for a pore with radius r . 10 (b): Capillary pressure, pC, calculated with the Young-Laplace
equation, pC =−2γ ·cosθ · r−1, in which r is the cylindrical pore radius, θ is the wall contact angle (110◦,130◦,
150◦ ), γ is the electrolyte surface tension (H2O at 20 ◦C: γ= 73mNm−1). The pore floods with liquid when the
differential pressure acting on the pore exceeds the capillary pressure: ∆p = pL −pG ≥ pC .

Figure 2.5: Schematic pore network models 45–47 representing different GDL materials. The spatial connectiv-
ity of the pores determines the percolation flow path and the liquid breakthrough pressure, ∆p∗

L . The relative
order of capillary pressures is: pC,1 < pC,2 < pC,3 < pC,4. (a) Crack-free MPL: The network remains dry un-
til the liquid exceeds the high capillary pressure of the MPL: pC,4. (b) Carbon paper: The highest capillary
pressure in the flow path, pC,2, determines ∆p∗

L . (c) Carbon paper with increased thickness: Compared with
(b), the longer percolation pathway increases the probability of encountering pores with higher pC,3. (d) Car-
bon cloth: The wide pore size distribution with anisotropic structure leads to a preferential breakthrough path
along pores with low capillary pressure pC,1. Adjacent pores with higher pC,2 remain dry and allow gas diffu-
sion.

The flow-by pressure window, ∆p∗, of the GDE is also increased by a thicker CFS. This
is illustrated by data of the SGL and Toray papers (Figure 2.3). For example, the ∆p∗ im-
proves from 58 mbar for the thinnest Toray paper (TGP-H-060) to 78 mbar for the thick-
est (TGP-H-120). This trend is in good agreement with the liquid breakthrough pressures
recorded by Mortazavi et al., who explain that a thicker GDL has a higher probability to
have small, hydrophobic pores in the percolation flow path. 19 We illustrate this phe-
nomenon with the pore network model in Figure 2.5 b – c: The additional layer in the
pore network of the thicker paper (Figure 2.5 c) increases the probability that the liquid
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is stopped by a pore with pC,3, which increases the liquid breakthrough pressure, ∆p∗
L ,

without affecting the gas breakthrough pressure, ∆p∗
G.

GDLs with broader pore size distributions exhibit a lower flooding resistance (Figure 2.3).
This effect is most apparent for the LT1400W carbon cloth, which has a similar thickness
as the TGP-H-120 carbon paper, but has a much smaller ∆p∗: 41 mbar vs. 78 mbar. The
effect of larger CFS pores is enhanced by the anisotropic PSD of the cloth: The large pores
are located in between the fiber bundles and go all the way through the cloth, while the
small pores are located inside of the fiber bundles. The large pores, therefore, offer a pref-
erential percolation flow path, which bypasses smaller pores with higher capillary pres-
sure (Figure 2.5 d). The effect of wider pore size distributions becomes clear—though
to a lesser extent—by comparing the carbon papers SGL 22BB and TGP-H-060. Here,
the SGL 22BB has a wider pore size distribution, which results in a lower ∆p∗ of 49 mbar
compared to 58 mbar. We note that the Toray papers had a thicker MPL than the other
GDL materials, which could convolute the effects of a narrower PSD and of a thicker
MPL on the flooding resistance. We argue, however, that the properties of the CFS are
more significant because the MPL offers little flooding resistance due to its large cracks.
In summary, broader PSDs lead to a lower flooding resistance, however, they can also be
advantageous because a large fraction of pores remains accessible for gas diffusion even
if liquid breakthrough is occurring. 39

2.3.2. MICROSTRUCTURE DETERMINES MASS TRANSFER AND CO2 REDUC-
TION PERFORMANCE

As a mass transfer metric, the limiting current density for the CO2 reduction is a valuable
metric. However, the H23C6 was not stable during CO2 electrolysis at the current density
of −200 mAcm−2 (discussion further below). To isolate the mass transfer of the gaseous
species from other factors (such as GDE stability), we measured the limiting overall O2
mass transfer coefficient, kO2

, in flow-by mode as a proxy for the CO2 mass transfer. The
CO2R and the oxygen reduction reaction (ORR) are both subject to mass transfer limita-
tions at sufficiently high current densities. The derived mass transfer metrics, however,
can only be compared qualitatively between GDL substrates because the solubility and
diffusivity of the two gases differ.
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Figure 2.6: Limiting O2 mass transfer as proxy for CO2 mass transfer: Example LSV scan for SGL 39BC loaded

with 1 mg Ag cm−1. HER: hydrogen evolution reaction, ORR: oxygen reduction reaction: O2+2H2O+4e – −−→
4OH – . The cathode potentials were corrected for the i R-drop between the reference electrode and the cath-
ode. To reach sufficiently high currents with our potentiostat, we used 6 M KOH electrolyte due its high con-
ductivity.

We determined kO2
from the limiting current density of the oxygen reduction reaction

(ORR) extracted from a LSV scan (Figure 2.6). This reaction is commonly performed with
Ag-based GDEs for chlor-alkali electrolysis with oxygen depolarized cathodes. 48 The on-
set potential of the ORR is much higher (less negative) than for the competing HER, as
the comparison of the LSV scan for an air feed (21 vol% O2) with an N2 feed illustrates.
This leads to a distinct current density plateau at which the oxygen transfer to the CL de-
termines the reaction rate. We used this limiting current density, therefore, to calculate
the corresponding overall mass transfer coefficient, kO2

. This metric describes the limit-
ing transport of O2 from the gas bulk, through the different GDE layers, to the surface of
the catalyst (details of the data processing are explained Section 9 of the SI). The result-
ing values for kO2

are presented together with the other mass transfer and electrolysis
metrics in Figure 2.7.

Our mass transfer and electrolysis results suggest that convective mass transfer (perme-
ation) might be of secondary importance for our electrolysis conditions (Figure 2.7). The
CO2 permeability constant, PCO2

, showed a poor correlation with F ECO or the limiting
overall O2 mass transfer coefficient, kO2

. For example, we measured a lower PCO2
for

SGL 39BC in comparison with TGP-H-120, but the SGL 39BC exhibits a higher F ECO and
kO2

. While a more quantitative analysis is precluded by the limited range of our PCO2

data, it seems plausible, however, that the mass transfer occurs primarily by gas diffu-
sion through the CFS and by a combination of gas and Knudsen diffusion through the
MPL, as is the case in hydrogen fuel cells. 49
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Figure 2.7: Mass transfer characterization results: Uncoated GDL samples (CFS+MPL): The CO2 perme-
ability constant, PCO2

, of the Toray papers and SGL 22BB were out of range of our experimental setup

(300 mLmin−1 mbar−1). GDE samples (flow-by mode): F ECO at −200 mAcm−2, kO2
is the limiting overall

O2 mass transfer coefficient (proxy for CO2 mass transfer). *Freudenberg H23C6: Unstable at −200 mAcm−2.
The F ECO = 75±2% is a hypothetical value based on the data for SGL 39BC because the kO2

of the two mate-
rials is equivalent.

An increase in GDL thickness limits the mass transfer significantly. This can be clearly
seen by the trends of F ECO (recorded at −200 mAcm−2) for the SGL and Toray carbon
papers (Figure 2.7). When comparing the thin TGP-H-060 with the thicker TGP-H-120,
for example, the F ECO drops from 81% to 46%. Kenis et al. reported a similar trend in
their study on GDE structure. 11 We observe this decrease in F ECO because the supply of
CO2 to the CL is restricted by the thicker CFS. The CO2 diffusion rate, therefore, is unable
to keep up with the electrical current, which leads to excess electrons being consumed
by the competing HER.

In contrast, CFS structures with a broader PSD allow higher mass transfer rates. This is
well illustrated by the data for LT1400W and TGP-H-120 (Figure 2.7). Both had a simi-
lar thickness, but the carbon cloth allowed a much better F ECO. Another example that
shows the effect of a broader PSD is the comparison of SGL 39BC vs. TGP-H-090. Again,
the samples have a similar thickness, but the SGL 39BC showed a better F ECO of 75% in
comparison with 71% recorded for the TGP-H-090. The materials with broader PSD tend
to have a higher porosity, ϵG,CFS, and lower tortuosity, τG,CFS (Table 2.1). These proper-
ties improve the mass transfer coefficient through the CFS, kCO2,CFS, by increasing the

effective diffusivity, Deff,CO2
, according to (2.1). 50,51

kCO2,CFS =
Deff,CO2

δCFS
= ϵG,CFS

τ2
G,CFS

DCO2

δCFS
(2.1)

Our results also indicate that a large resistance to mass transfer must lie in the CL. We
come to this conclusion from decomposing the overall O2 mass transfer coefficient, kO2

.
This empirical metric is an overall mass transfer coefficient that incorporates the se-
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rial resistance over the different domains of the GDE (CFS, MPL, and CL). Figure 2.7
already reveals that kO2

is not inversely proportional to the CFS thickness. If the mass
transfer through the CFS were limiting, we would expect a relative mass transfer coef-
ficient of about +100% for TGP-H-060 compared to TGP-H-120, as its porosity and tor-
tuosity are similar (Table 2.1). The empirically determined kO2

, however, shows only

an increase of +16% (0.102 cms−1 vs. 0.088 cms−1). This means that an additional re-
sistance to mass transfer must be responsible for the smaller difference. We decom-
posed kO2

for SGL 22BB in Table 2.8 by using characterization data from fuel cell re-

search. Based on the data of Reshetenko et al., 52 we estimated mass transfer coefficients
of kO2,CFS = 2.60cms−1, kO2,MPL = 5.97cms−1, and kO2,CL = 0.108cms−1. We note that
kO2,MPL has a higher value than kO2,CFS because the MPL is an order of magnitude thin-
ner than the CFS. The much lower value for kO2,CL corresponds to the CL being respon-
sible for 94% of the mass transfer resistance of this material (Table 2.10). The resistance
of the CL is probably so high because it is flooded with electrolyte. The improvement of
the CL resistance would, therefore, be an important topic for future research. We note
that the mass transfer through the CL is probably lower for the ORR experiments com-
pared to the CO2R experiments. Due to the higher viscosity of 6 M KOH, the diffusivity
of O2 in this electrolyte (0.7×10−5 cm2 s−1) 53 is 56% lower than the diffusivity of CO2 in
1 M KHCO3 (1.6×10−5 cm2 s−1) 54 at 25 ◦C. In addition, the solubility of O2 in 6 M KOH
(0.01 M) 53 is three times lower than the solubility of CO2 in 1 M KHCO3 (0.034 M). 54

Quantitative predictions, however, are difficult to make because the material values in
the porous Nafion matrix of the CL are likely to differ from the corresponding values for
bulk electrolytes.

The nonwoven H23C6 was unstable during CO2 electrolysis at −200 mAcm−2. At these
conditions, the GDE lost its hydrophobicity and the gas compartment started to flood so
that we were unable to measure a representative F ECO (Figure 2.7). Similar behavior for
this GDL material has been also reported in literature. 44,55 Yang et al., for example, re-
ported a degradation of the carbon when the cathode potential was more negative than
−0.65 V vs. RHE. 55 We confirmed the hypothesis that the CFS degraded experimentally.
After applying a current density of −100 mAcm−2 at −1.2 V vs. RHE for 111 min, the θCFS

dropped to 131±2◦ from its initial value of 147±1◦. We hypothesize that the poor stabil-
ity of the Freudenberg H23C6 might be attributed to a larger number of oxygen groups at
the surface of its carbon fibers relative to the other substrates (Freudenberg: 10 at% vs.
SGL: < 1 at%). 56,57 These oxygen functionalities might facilitate the degradation of the
surface by serving as active sites for the carbon surface oxidation. 58 The higher oxygen
content probably originates from a lower degree of carbonization, 59,60 which likely also
gives this material its high flexibility. A systematic study of the degradation mechanism
of H23C6 would be an important contribution for future research.

The transport through MPL cracks seems to play a secondary role for the mass transport
and Faradaic efficiency during electrolysis (Figure 2.7). If we compare the data for H23C6
and SGL 39BC, we find that the O2 mass transfer coefficient of both samples was equiv-
alent (kO2

= 0.99cms−1), although the PCO2
was two orders of magnitude lower for the

H23C6 due to the lack of cracks in the MPL. This result shows that the cracks in the MPL
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do not have a significant impact on the mass transfer during electrolysis. It is likely the
cracks are filled with electrolyte during electrolysis and the transport of CO2 to the CL
occurs through the gas-filled pore network of the MPL. Based on the equivalent values
of kO2

for these samples, we can also hypothesize that H23C6 would allow a F ECO = 75%

at −200 mAcm−2 if it were stable.

2.3.3. TRADE-OFF BETWEEN FLOODING RESISTANCE AND MASS TRANSFER

LIMITS SCALABILITY
There seems to be an inevitable trade-off between the flooding resistance of the CFS
at open circuit potential (OCP) and the mass transfer capabilities (Figure 2.8 a). GDEs
with a broad PSD and/or with a thin CFS achieve the highest F ECO at −200 mAcm−2.
This presents a dilemma for building larger scale reactors because these same materials
exhibited the lowest pressure window (∆p∗ < 50mbar). For illustration, 50 mbar of hy-
drostatic pressure difference correspond to 51 cm cell height with an aqueous electrolyte
in vertical orientation. Commercial alkaline electrolysis for H2 production operates at a
similar current density (200 – 400 mAcm−2), but commonly uses plate diameters of 100
– 200 cm, which implies a 4 – 32x larger production rate per cell compared to a 51 cm tall
CO2 electrolyzer operating at 200 mAcm−2. 61 The smaller cell height of the CO2 elec-
trolyzer would, therefore, imply higher capital expenditures. Using a GDE with a thicker
CFS and a narrower PSD would sacrifice in terms of mass transport rate. TGH-H-120,
for example, exhibits a small gain in pressure stability (∆p∗ = 78mbar), but in exchange
F ECO falls below 50%.

Figure 2.8: Trade-off between flooding resistance and CO2 mass transfer: F ECO at −200 mAcm−2 (flow-by
mode) against the flow-by pressure window, ∆p∗, recorded at open circuit potential (OCP). The shape and
color of the markers indicate the CFS structure of each GDE. (a): Detailed view of materials with MPL cracks (b):
Comparison of materials with and without MPL cracks (H23C6). The H23C6 marker represents a hypothetical
value for F ECO because this GDE type experienced a complete flooding of the gas channel at −200 mAcm−2.

It might be possible to avoid this trade-off between flooding resistance and mass transfer
capabilities if the MPL is crack-free (Figure 2.8 b). As already established in the previous
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section, the physical structure of the crack-free H23C6 allows mass transfer rates that
should be able to provide a F ECO of 75% at −200 mAcm−2, if it were electrochemically
stable. This is remarkable because at the same time this material can also withstand
gas–liquid differential pressures at OCP that would allow electrolysis cells with a height
of more than 1 m. We hypothesize that the pressure window of the other GDEs could be
greatly improved by curing the MPL cracks with a targeted application of a carbon black
and PTFE mixture. Note that, although the crack-free H23C6 shows that large ∆p∗ are
possible at OCP, the hydrophobicity (and thus∆p∗) decreases when a potential is applied
during operation conditions due to electrowetting. 25 The effect of electrowetting on the
flooding resistance and mass transfer is a topic for future work, and could shine light on
the potential for other crack-free MPLs.

2.4. CONCLUSION
We have studied seven commercial GDLs with a range of structural parameters (CFS
structure, CFS thickness, cracks in the MPL). The flooding behavior and mass transfer
characteristics gave insight into the selection of suitable GDEs for CO2 electrolyzers.

The carbon cloth (ELAT LT1400W) showed the highest mass transfer for gas–liquid CO2
electrolysis operation, because the woven fiber bundles lead to an anisotropic PSD that
has a broad (bimodal) distribution in the plane of the cloth, which allows high diffusiv-
ity. Carbon papers with thinner CFS (SGL 22BB, TGP-H-060) offer slightly lower mass
transfer rates due to their narrower, more isotropic pore structure. Cloths and thin pa-
pers minimize the diffusional pathway at the cost of a low resistance against flooding
through liquid–gas overpressure (< 50mbar).

If CO2 electrolyzers with flowing catholyte should be operated in flow-by mode, this low
resistance against flooding in commercial GDLs poses serious limits on the scalability.
All materials with acceptable Faradaic efficiency for CO2R (> 50%) at −200 mAcm−2 suf-
fer from a poor flooding resistance due to cracks in the MPL. Because of hydrostatic
pressure differences between gas and liquid compartments, this poor flooding resistance
would limit the maximum cell height to less than 51 cm if the electrolyzer should be op-
erated in flow-by mode.

The only material with a crack-free MPL (H23C6) showed a very promising initial flood-
ing resistance (> 200cm), but degraded during CO2 electrolysis. This degradation re-
quires more comprehensive investigation because it remains unclear why the carbon-
based GDEs differed in electrochemical stability. By using O2 mass transfer as a proxy
for CO2 mass transfer, we were able to show that cracks in the MPL are not essential
for high diffusion rates. The most significant resistance to mass transfer, however, was
posed by the CL, which was probably flooded. Future research could optimize the per-
formance by investigating the resistance in the CL in more detail.

The trade-off between flooding resistance and mass transfer capability has to be over-
come before CO2 electrolyzers can be constructed at an industrial scale. Our study
implies that the layers of the ideal GDE have to be optimized for different objectives:
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The CFS should be thin and feature a broad PSD to minimize the diffusional pathway.
The MPL should be crack-free to protect the GDE from electrolyte flooding. Such a CO2
electrolysis-geared GDE design might enable a GDE height larger than 100 cm for gas-fed
electrolyzers with flowing catholyte. An alternative pathway to industrial CO2 electroly-
sis is offered by MEA-based systems, which should be less complex to scale-up because
their membrane constitutes a physical barrier against electrolyte flooding.
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2.5. SUPPORTING INFORMATION
The digital version of the Supporting Information (SI) includes an Excel file with the values for all plotted data
and all recorded experimental parameters for the CO2 electrolysis experiments.

2.5.1. GDE PREPARATION
We prepared each GDE by depositing the CL with a custom-made automated airbrush coating system (Fig-
ure 2.9).

Sample preparation
We cut the GDL to size a size of 3.5 cm x 3.0 cm, dried it for 10 min at 120 ◦C, and weighed it in an airtight con-
tainer (Kartell 034600 Polypropylene Weighing Bottles – 50 mL, Fisher Scientific). We then covered the sample
with a 3 cm x 3 cm PTFE mask and fixed it to the heating plate (130 ◦C).

Ink preparation
An example for the ink specifications is given in Table 2.2. The target catalyst loading was 1 mg Ag cm−1. We
selected this common catalyst loading to simplify the comparison with other studies. 62 The solid composi-
tion was 80 wt% Ag and 20 wt% Nafion 521 ionomer. The Nafion binder content of 20 wt% was selected to
match the optimized content determined by Duarte et al.. 26 To prepare the catalyst ink, we added 33 mg of Ag
nanopowder (Aerodynamic particle size (APS): 20 – 40 nm, 99.9%, Alfa Aesar), 2.1 mL of de-ionized water, and
2.1 mL of isopropyl alcohol into a 10 mL glass vial. Then, we added 180µL of Nafion D-521 dispersion (5 wt%,
Alfa Aesar) to achieve an ink solid (Ag +Nafion) concentration of 0.01 gmL−1. Note that we used an excess of
ink to compensate for the loss of 30% ink during the deposition process. We homogenized the ink for 30 min
in a sonication bath (USC500TH, VWR).

Table 2.2: Example for catalyst ink specifications.

Parameter Unit Value
Ag nanoparticle target loading mgcm−2 1.1
Expected deposition efficiency - 30%
Spray-coated area cm2 9
Required catalyst mass mg 33
Weighed catalyst mass mg 33.4
Ink solid concentration w/v in gmL−1 0.01
Add H2O:IPA (1:1) mixture mL 4.175
Add Nafion solution (5wt%) mL 0.180
Nafion content in catalyst layer wt% 20

Deposition process
The ink was evenly sprayed onto the MPL side of the GDL sample with a Paasche Airbrush Set TG3 (Airbrush
Services Almere, Netherlands) mounted on a custom made 2D-motorized stage (Figure 2.9).

Determination of catalyst loading
After the deposition process, we dried and weighed the coated sample for 10 min at 120 ◦C to determine the
mass of the CL. An overview of the catalyst loading per sample is given in Table 2.3.

Table 2.3: Summary of Ag catalyst loading in mgcm−2 for samples used in experiments to determine the
Faradaic efficiency for CO, F ECO, and the overall O2 mass transfer coefficient, kO2

.

Experiment TGP-H-060 TGP-H-090 TGP-H-120 SGL 22BB SGL 39BC LT1400W H23C6
F ECO 1.16 1.08 1.05 1.29 1.40 1.20 1.18
kO2

1.12 1.07 1.08 1.08 1.16 1.09 1.03
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Figure 2.9: Catalyst layer deposition: Schematic of airbrush coating system.
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2.5.2. QUALITATIVE PORE SIZE DISTRIBUTIONS OF GDLS
The studied GDLs exhibit the following trends from narrow to wide pore size distributions (PSD): Nonwoven <
Toray paper < SGL paper, Cloth (Figure 2.10). Note that Figure 2.10 only shows the qualitative difference of the
CFS types because we used different materials in this study. Forner-Cuenca et al. used materials without MPL
and without PTFE wet-proofing. The Nuvant carbon cloth is of a different type than our LT1400W cloth. 37

Figure 2.10: Qualitative comparison of the pore size distributions for the different carbon fiber substrate types.
(a) ELAT carbon cloth (b) SGL carbon paper (c) Toray paper (d) Freudenberg Nonwoven. Note that the sub-
strates shown here differ from our study because they were not impregnated with PTFE and do not have a MPL.
The data is based on mercury intrusion porosimetry measurements from Forner-Cuenca et al. 37

2.5.3. CHARACTERIZATION WITH SCANNING ELECTRON MICROSCOPY
The GDE microstructure was visualized with scanning electron microscopy (SEM). We used the instrument
model JSM-6010LA (JEOL, Japan), which was equipped with a secondary electron imaging (SEI) detector for
morphology and a backscattered electron (BEC) detector for elemental contrast imaging.

Catalyst layer (CL) characterization
We cut a Freudenberg H23C6 GDE sample with a surgical blade and looked at the edge with SEM (Figure 2.11).
The SEI detector allowed to image the morphology at high resolutions. The BEC allowed us to identify the CL
on top of the other layers. The brighter areas (Figure 2.11 c) indicate the fragments of the CL on the edge of the
GDE. Because the CL consists of heavier Ag atoms and Nafion (sulfonated fluoropolymer), it appears brighter
than the MPL and CFS. These two layers are less dense because they are composed of mostly carbon and < 20
wt% PTFE (fluoropolymer).
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Figure 2.11: Exposed cross-section of GDE shows different layers: Carbon fiber substrate (CFS), microporous
layer (MPL), catalyst layer (CL). (a) The secondary electron detector (SEI) shows the morphology at high reso-
lution. (b) The backscattered electron detector (BEC) reveals density gradients, which allow the identifications
of regions with differing elemental composition. (c) The density differences clearly distinguish the CL from the
other layers.

Catalyst layer thickness
We determined the catalyst layer thickness by looking for a fragment of the CL lying on its side (Figure 2.12).
The images recorded with SEI make it difficult to distinguish which particles belong to the CL (bottom row).
The BEC detector let us locate a suitable fragment of the CL (top row). We measured the thickness of this frag-
ment with ImageJ at 5 random locations. The average thickness is 3.5±0.2µm.

Catalyst primary particle and agglomerate size
The BEC images of this CL fragment show that Ag particles are present in form of agglomerates and primary
particles (bright spots in Figure 2.13). They are embedded in a Nafion matrix, which appear as a dark grey cloud
in the BEC images. To estimate average Ag agglomerate size, we analyzed a sample set of 18 agglomerates from
the BEC image with x12000 magnification (top left): The average diameter was 408±248nm. The diameters
were distributed over a wide range from 200 – 1200nm. To estimate the average primary Ag particle size, we
analyzed a sample set of 25 agglomerates from the BEC image with x20000 magnification (top middle): The
average diameter was 79± 17nm. This estimate is a little bit higher than the nanoparticle size given by the
supplier (20 – 40nm).
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Figure 2.12: Estimation of catalyst layer (CL) thickness from the fragment lying on its side and facing the de-
tector (top right). Average thickness at 5 random locations of this fragment: 3.5±0.2µm.

Figure 2.13: Estimation of primary Ag particles size (79±17nm) and Ag agglomerates size (408±248nm) em-
bedded in Nafion.
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2.5.4. STATIC CONTACT ANGLE AS METRIC FOR WETTABILITY
A table of the recorded contact angles can be found in the accompanying Excel file of the supporting informa-
tion.

Wetting theory
The wettability or hydrophobicity of the pores in the GDL impacts the breakthrough pressure. For a simple
cylindrical pore, the pressure equilibrium between the differential pressure, ∆p = pL − pG, and the capillary
pressure, pC, is given by the Young-Laplace equation (2.2). The surface tension of the liquid is γ in Nm−1,
the contact angle of the liquid with the pore wall is θ in °, and the pore radius is r in m. Hydrophilic pores
(0◦ < θ < 90◦) draw in water and will have liquid breakthrough at any positive pressure. For water to break
through hydrophobic pores (90◦ < θ < 180◦) work has to be done to overcome the surface energy. 63

∆p = pL −pG = pC =−2γ ·cosθ · r−1 (2.2)

The wettability is a measure of the ability of a liquid to adhere to a solid material , which is determined by the
balance of surface tensions between the three phases (Figure 2.14). From an energy point of view, a system
tries to minimize its energy and in this case that means minimizing the surface area between phases with
unfavorable high surface tensions (γ in Jm−2). The surface tension can also be seen as a force per length (γ in
Nm−1). That is, a force balance at the three phase interface explains the degree of wetting. The wettability of
a material can be measured through the contact angle at this three phase interface. The contact angle, θ, is a
result of the surface tension balance and is described by Young’s law (2.3): 64

γlg cosθ = γsg −γsl, (2.3)

where γsg is the solid–gas surface tension, γsl is the solid–liquid surface tension, and γlg is the liquid–gas sur-
face tension.

Figure 2.14: Static contact angle as a result of the force balance at the solid–liquid interface, following Young’s
law (2.3). Here, θ is the contact angle, γsg is the solid–gas surface tension, γsl is the solid–liquid surface tension,
and γlg is the liquid–gas surface tension.

Again, GDL materials are slightly more complex due to their surface roughness and chemical heterogeneity. A
GDL is often treated with a hydrophobic agent to increase hydrophobicity. Still, the material can contain a few
hydrophilic pore voids. 65 The effect of this chemical heterogeneity on the wetting properties can be described
with the empirical Cassie-Baxter model (2.4). The overall contact angle, θ∗, is determined by the fractions of
surface area, f1 and f2, belonging to θ1 and θ2. The Cassie-Baxter model can also be applied to the effect of
surface roughness, by assuming that air bubbles are entrapped inside the surface grooves. Thus, the liquid
experiences a composite surface of the solid and the entrapped gas. This model allows for a rough surface to
become more hydrophobic, even when the solid’s intrinsic contact angle is lower than 90◦. 64

cosθ∗ = f1 ·cosθ1 + f2 ·cosθ2 (2.4)

The wetting of GDLs has been examined more extensively by other authors. 9,66,67 For example, Gurau et al.
used the Washburn method to determine the internal contact angle. 20 Gostik et al. used the method of stan-
dard porosimetry the determine the volume of hydrophilic pores inside the GDL pore network. 65
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Static contact angle measurements
In our study, we measured the external, static contact angle according to the sessile drop technique to assess
the wettability of our samples (Figure 2.15). We note that the rough surfaces also lead to the phenomenon of
contact angle hysteresis, which would make a dynamic measurement with advancing and receding contact
angle more appropriate. Further, this method does not measure internal surface properties, which should be
most determining for the saturation characteristics of the GDEs. However, because the measurement of exter-
nal, static contact angles provides a simple and convenient metric for the wettability, it has been used to study
GDL characteristics in the past. 18,19

The sample was placed on the sample support (Figure 2.15). We used a pipette to deposit a 10µL water droplet
on a random location of the surface. Then we recorded an image with the digital camera using the ThorCam
software. This process was repeated five times per sample. The images were analyzed with ImageJ and the
Contact angle plugin. The contact angle was determined by marking the outline of the interface and deter-
mining the elliptical contact angle with the manual point procedure function (Figure 2.16). An average angle
elliptical angle, θE, was calculated from the angles θE,L and θE,R. These angles arise at intersections of the
left and right tangent lines to the ellipse with the solid interface line. The contact angle is then calculated as
θ = 180◦−θE.

Figure 2.15: Static contact angle setup used to estimate the wettability of the GDE layers. The setup consist of
a light source, two lenses, a sample support and a camera controlled by Thorcam.

Analyzed samples
We measured contact angles of the CFS and the MPL for each commercial GDL substrate. After applying the
CL with the airbrush coater, we also analyzed the contact angles of the CL. To measure the static contact angle
of the GDE samples after being used in CO2 electrolysis, the samples were rinsed with water directly after the
electrolysis experiment and left to dry in air for at least 2 days.

Post-electrolysis results
The run times for each sample are specified in the "FE" sheet of the Excel file. We observed a reduction in CL
contact angle for all samples. This might be explained by the hydration of Nafion due to electrolyte contact. 63

Alternatively, residual carbonate salts could be responsible for the change in contact angle.
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Figure 2.16: Static contact angle data processing example with SGL 39BC. The top images are the unprocessed
images. The bottom images were processed using the contact angle function of ImageJ. The angles θE,L and
θE,R arise at the intersection between the solid interface line and tangent of the ellipse.

The change in contact angle for the CFS due to electrolysis is not significant for all GDL samples except for
H23C6. For H23C6, we carried out the experiment at −100 mAcm−2. After a run time of 30 min, θCFS changed
by −25±9◦. A similar current-dependent degradation rate was also reported by Leonard et al.. 44
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2.5.5. MEASUREMENT OF FLOODING RESISTANCE
The uncoated GDLs were characterized for their liquid breakthrough pressure in a 2-compartment cell prior to
the electrolysis experiments. The flow-by pressure window, ∆p∗, of the coated GDE samples was determined
right before the electrolysis experiments were carried out in the 3-compartment cell.

H2O breakthrough pressure for uncoated GDLs (CFS + MPL)
The measurement configuration to determine the liquid breakthrough pressure, ∆p∗

L , with de-ionized water
is shown in Figure 2.17 a. We installed the uncoated GDL sample (CFS + MPL) in the characterization cell
(Figure 2.18 and Figure 2.19). The MPL was facing the liquid compartment of the cell leaving a cross-sectional
area of 3.8 cm exposed. The sample was placed on a polypropylene mesh for mechanical support Figure 2.17 c.
We set the liquid flow rate of the peristaltic pump to 1 mLmin−1 to slowly fill and pressurize the liquid com-
partment for 15 min. The water was forced through the GDL because the outlet of the liquid compartment
was closed. The breakthrough pressure, ∆p∗, was determined by observing at which pressure the first droplet
appeared at the GDL surface Figure 2.17 b. We used a mass flow controller (MFC) to supply 30 mLn min−1

of CO2 gas through the gas inlet to remove permeated water from the gas compartment. The gas and the liq-
uid left the cell together through the gas outlet. The pressure gradient across the sample was recorded with a
Deltabar S differential pressure meter (Endress+Hauser, Switzerland). We performed these measurement with
one sample per GDL model. For the SGL 39BC, we carried out one repeat experiment to estimate the random
error.

Figure 2.17: Experimental overview for liquid breakthrough measurements for uncoated GDL samples. (a):
Measurement configuration for H2O breakthrough pressure ∆p∗

L . (b): Visual determination of liquid break-
through pressure: The differential pressure was recorded when the first liquid droplet became visible on the
GDL surface in the gas compartment. (c): Disassembled characterization cell with GDL sample on top of liq-
uid compartment and support mesh on gas compartment.
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Figure 2.18: Characterization flow cell with two compartments: Assembly drawing. This cell was used to de-
termine the liquid breakthrough pressure, ∆p∗

L , the limiting overall O2 mass transfer coefficient, kO2
, and the

CO2 permeability constant, PCO2
. PMMA stands for polymethyl methacrylat. PEEK stands for polyether ether

ketone.
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Figure 2.19: Characterization flow cell with two compartments: Cross-section view. This cell was used to de-
termine the liquid breakthrough pressure, ∆p∗

L , the limiting overall O2 mass transfer coefficient, kO2
, and the

CO2 permeability constant, PCO2
.
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Our recorded H2O breakthrough pressures for the uncoated GDL (CFS + MPL) samples are listed in Table 2.4.
We analyzed a second sample of SGL 39BC to get an estimate for the variability of the results. The two resulting
values of 57 mbar and 67 mbar give an average breakthrough pressure of 62 mbar with a sample standard de-
viation of ±7mbar. Because it was not feasible to carry out a large number of repeats for every GDL model, we
estimate the random error based on similar studies we found in literature. A thorough study on liquid break-
through pressure through polymer electrolyte fuel cell (PEFC) GDLs determined an error of about ±10mbar
for Toray papers. 19 We use this value as an estimate for all GDL models that have their breakthrough pressure
in a similar order of magnitude (Toray paper, SGL paper, ELAT paper). For the Freudenberg H23C6, we use an
estimate of ±100mbar based on the study by Leonard et al. 44 We did not record the gas breakthrough pressure,
∆p∗

G, for the uncoated samples, but we assume that this value is 0 mbar for all GDL types.

Table 2.4: Experimentally determined H2O breakthrough pressure, ∆p∗
L , and estimated standard error, σ∆p∗

L
,

in mbar.

Experiment TGP-H-060 TGP-H-090 TGP-H-120 SGL 22BB SGL 39BC LT1400W H23C6
Sample 1 65 77 64 44 57 52 464
Sample 2 n.a. n.a. n.a. n.a. 67 n.a. n.a.
Mean ∆p∗

L 65 77 64 44 62 52 464
σ∆p∗

L
±10 ±10 ±10 ±10 ±10 ±10 ±100

Flow-by pressure window of the coated GDE
We measured the flow-by pressure window, ∆p∗, of the GDE right before the CO2 electrolysis experiments.
For this purpose, the GDE was installed in the 3-compartment cell (Figure 2.22 – 2.24) and integrated into the
electrolysis setup (Figure 2.25). The electrolyte reservoir was filled with 1 M KHCO3 saturated with CO2 and the

liquid lines were primed. The pump was set to a liquid flow rate of 100 mLmin−1 for each electrolyte channel.
In its initial state, the reactor exhibited the breakthrough of feed gas because of the backpressure provided by
the check valve at the outlet (345 mbar). The liquid back pressure was then slowly increased in increments of
10 mbar until a transition to the next flow regime occurred. The corresponding differential pressure ∆p was
noted. We recorded the transition between the following regimes:

• Gas breakthrough (Flow-through)

• No breakthrough (Flow-by)

• Liquid breakthrough

After these measurements, the liquid pressure was again reduced until gas breakthrough occurred. We used
separate samples of the Freudenberg H23C6 for each of the experiments (Flow-by pressure window, −100 mAcm−2).
For all other GDLs, the same sample was used for all these experiments.
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2.5.6. CO2 PERMEABILITY FOR UNCOATED GDL (CFS + MPL)
The CO2 permeability was characterized with the 2-compartment flow cell (Figure 2.18 and Figure 2.19) using
the configuration shown in Figure 2.20. The gas was forced through the GDL from the CFS side by closing the
gas and liquid outlet. We varied the gas flow rate from 0.1 to 1.4 Lmin−1 (20 ◦C) in steps of 0.1 Lmin−1. Each
flow rate step was held for 90 s to allow the system to reach a steady state. For the sample Freudenberg H23C6,
the flow rate interval was 10 to 100 mLmin−1 (20 ◦C) in steps of 10 mLmin−1. The pressure drop of the empty
cell and the tubing was recorded and subtracted from the pressure drops recorded for each sample.

Figure 2.20: Configuration of 2-compartment characterization flow cell used to measure the CO2 permeability.

We determined the permeability constant, PCO2
, in mLmin−1 bar−1 by plotting the volumetric flow rate, F ,

through the cross-sectional area, A, against the pressure drop across the sample, ∆p, according to Darcy’s law
(2.5). 38 The sample thickness, δ, the dynamic viscosity, µ, the permeability, P ′ in m2, and A are incorporated
into the empirical permeability constant, PCO2

.

F = P ′
δCFS+MPL

· A

µ
·∆p = PCO2

·∆p (2.5)

The resulting permeability curves are displayed in Figure 2.21. The permeability constant, PCO2
, was deter-

mined from the slope of the curve and is listed in Table 2.5. The samples TGP-H-060, TGP-H-090, TGP-H-120,
and SGL 22BB show a very similar pressure drop behavior, which is close to the 1 mbar resolution limit our
equipment. Therefore, we can not distinguish the permeability constants of these samples and only give an
estimate. In comparison to these samples, SGL 39BC and ELAT LT1400W have a lower permeability. We es-
timate a relative error of ±15% based on the resolution (1 mbar) relative to the measured range (6 mbar). In
contrast, the slope of the Freudenberg H23C6 is much lower and the data is a lot less noisy. We estimated a
relative error of ±5%.

Table 2.5: Experimentally determined CO2 permeability constants, PCO2
, in mLmin−1 bar−1.

Material TGP-H-060 TGP-H-090 TGP-H-120 SGL 22BB SGL 39BC LT1400W H23C6
PCO2

> 300 > 300 > 300 > 300 206 226 4
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Figure 2.21: CO2 permeability plots for uncoated GDL samples. The permeability constant, PCO2
, is derived

from the slope.

2.5.7. CO2 ELECTROLYSIS EXPERIMENTS
The CO2 mass transfer of the GDE materials was characterized with a 3-compartment electrolysis cell, which
was integrated into an automated experimental setup.

ASSEMBLY OF THE 3-COMPARTMENT CO2 ELECTROLYSIS CELL

The front view of the 3-compartment electrolysis cell is shown in Figure 2.22. The transparent body of the
cell was machined out of poly methyl methacrylate (PMMA) by our workshop. This allowed the observation
of the flow regime at the GDE during operation. The cell was connected to tubing with fittings made of poly
ether ether ketone (PEEK), which were supplied by the IDEX corporation (Illinois, USA). The PMMA parts were
sealed against each other with 0.5 mm silicone gasket (Eriks, Netherlands). The cation exchange membrane
(Selemion CMV ) was sandwiched between two gaskets. The differential pressure between the gas compart-
ment and the catholyte compartment was measured directly inside the cell. For this purpose, the differential
pressure meter was attached to the 1/16" outer diameter tubes, which were directly connected to the inside of
the cell (Figure 2.22).

The back view of the 3-compartment electrolysis cell is shown in Figure 2.23. The GDE was connected to
the potentiostat with a copper tape (Conrad, Netherlands), which served as current collector. We integrated
an Ag/AgCl micro-reference electrode (Type: Leak free reference electrode; Supplier: Multi Channel Systems,
Germany) into the center of the PMMA sheet that was next to the cathode GDE. The gap between cathode and
tip of the reference electrode was 0.5 mm. The anode plate electrode was made of a titanium disk coated with
an IrO2 oxygen evolution catalyst (Magneto Special Anodes, Netherlands). We connected it to the potentiostat
with a wire running to the back side of the disk through a hole in the anode cover.

Figure 2.24 shows the cross-section of the electrolysis flow cell. We choose an upward flow direction for the
electrolytes to facilitate the removal of gas bubbles. The gas flows downward to remove any liquid from the gas
compartment.
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Figure 2.22: Front view of the 3-compartment electrolysis cell used to determine the flow-by pressure window
pressure, ∆p∗

L , at open circuit potential and the faradaic efficiency for CO, F ECO, as a function of current
density. PMMA stands for polymethyl methacrylat. PEEK stands for polyether ether ketone.
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Figure 2.23: Back view of the 3-compartment electrolysis cell used to determine the flow-by pressure window
pressure, ∆p∗

L , at open circuit potential and the faradaic efficiency for CO, F ECO, as a function of current
density. PMMA stands for polymethyl methacrylat. PEEK stands for polyether ether ketone.
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Figure 2.24: Cross-section of the 3-compartment electrolysis cell used to determine the flow-by pressure win-
dow pressure, ∆p∗

L , at open circuit potential and the faradaic efficiency for CO, F ECO, as a function of current
density.
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OPERATION OF THE CO2 ELECTROLYSIS SETUP

The CO2 reduction experiments were carried out with the electrolysis setup shown in Figure 2.25 and Fig-
ure 2.26. We used Labview (Version 2018, National Instruments) to record online data of the various sensors
and to control the pump and the valves.

Figure 2.25: Extended process flow diagram for CO2 electrolysis setup with different pressure control. The gas
flow rates were controlled with mass flow controllers (MFC). Check valves were used to prevent the backflow of
liquid into the MFCs. Pressure safety valves (PSV) were installed in line to prevent the unexpected buildup of
pressure. The gas feed pressure was measured with an analog pressure indicator (PI) and recorded after the hu-
midifiers (PR). The differential pressure between the gas and the catholyte compartment were recorded with
a differential pressure meter (ΔPR). The anolyte and catholyte compartment were separated with a cation
exchange membrane (CEM). The backpressure of both electrolyte streams was controlled (PIC) before both
streams were combined and recirculated. The product gases were collected from all process streams and com-
bined in the head space of the electrolyte reservoir. Their flow rate was recorded (FR) with a mass flow meter
(MFM) and the composition analyzed with a gas chromatography system (GC) to calculate the Faradaic effi-
ciency.

Gas feed flow path
The CO2 feed gas was supplied from a CO2 cylinder. The gas flow rate was controlled and measured with
a mass flow controllers (MFC1) of the type F-201CV-500 from Bronkhorst (Netherlands). We passed the gas
through two custom-made bubble columns (Figure 2.27 and Figure 2.28) in series to humidify the feed with
water. The temperature and relative humidity of the gas feed was recorded after the humidification stage with a
humidity sensor (Type: HC2A-S Hygroclip RV+T sensor; Supplier: Acin Instrumenten, Netherlands). The pres-
sure of the gas feed was recorded with a Deltabar S pressure meter (Endress+Hauser, Switzerland). We used
another Deltabar S to record the pressure difference between the gas compartment (positive terminal: P+) and
the liquid compartment (negative terminal: P-). The backpressure of the gas outlet was set by a SS-CHS2-5
check valve (Swagelok, Netherlands) with a nominal cracking pressure of 345 mbar.
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Figure 2.26: Picture of CO2 electrolysis setup. The peristaltic pump is located on the left. The 3-compartment
flow cell is in the center of the image.

Figure 2.27: Technical drawing of the humidifier column. The units are in mm.
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Figure 2.28: Two custom-made humidifier columns made from PVC pipes were used to humidify the CO2 feed
to 85% relative humidity (r.h.) at 20 ◦C.

Electrolyte flow path
The 1 M KHCO3 electrolyte saturated with CO2 was prepared by diluting concentrated KOH (50 wt%, analytical
grade, Alfa Aesar) to 1 M KOH with de-ionized water. The CO2 was bubbled through the solution to until the
pH value was stable. The bulk pH of the electrolyte was measured prior to the experiments and is listed in the
accompanying Excel file. The liquid lines and reactor was flushed before every experimental run. The elec-
trolyte reservoir and liquid lines were filled with 100 mL fresh electrolyte. We used a peristaltic pump (Type:
Masterflex L/S peristaltic pump; Supplier: Cole Parmer) to recirculate the electrolyte through the reactor and
the liquid lines with a flow rate of 100 mL/min for the catholyte channel and for the anolyte channel each. Two
pulsation dampers (Types: FPD 1.06, FPD 1.10; Supplier: KNF, Switzerland) reduced the pressure fluctuations
caused by the pump.

We controlled the liquid back pressure of both channels with electronic control valves (Type: P-502C-6K0R;
Supplier: Bronkhorst, Netherlands). After the experimental run, we collected a sample of the electrolyte to
measure the formic acid content with HPLC. In addition to CO and H2, formic acid has also been reported to

form on Ag catalysts in small amounts. 68

Product gas flow path
Unreacted CO2 and product gases left the reactor through the gas outlet and entered the head space of the
electrolyte reservoir. Product gases forming on the catholyte side (CO, H2) and the anode side (O2) were car-
ried out of the reactor by the electrolyte stream. After the two electrolyte streams were recombined, we added
a CO2 purge gas stream to facilitate the transfer of product gases into the gas phase. The CO2 purge gas stream
further ensured that the electrolyte remained saturated with CO2 during the experimental run. All the prod-
uct gases were collected in the headspace of the electrolyte reservoir and passed through a mass flow meter
(MFM) to record the flow rate (Type: F-111B-500; Supplier: Bronkhorst, Netherlands). The gas composition
was analyzed with a gas chromatography system (Type: Compact GC 4.0; Supplier: Interscience, Netherlands).
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Calculation of Faradaic efficiency
The Faradaic efficiency of gas species F Ei (H2, CO) was calculated with the recorded current, I , Faraday’s
constant, F , the stoichiometric number of electrons exchanged, zi , (zi = 2 for H2 and CO), the corrected MFM

gas flux, ṄMFM, and the gas concentration, Ci , using (2.6).

F Ei =
zi ·F ·Ci · ṄMFM

I
(2.6)

The simple gas conversion factors provided by the supplier of the MFM are listed in Table 2.6. We did not de-
tect the components CH4 or C2H4 in any of our product gas samples. Therefore, CO2 is the only component
that differs significantly from a conversion factor of 1 in our product mixture. This allows us to simplify the
calculation of the mixture conversion factor Kmix.

Table 2.6: Single component gas conversion factors Ki for 20 ◦C and 1 atm provided by Bronkhorst General
Manual Digital Instruments.

Component Ki

H2 1.01
N2 1.00
O2 0.98
CO2 0.74
CO 1.00
CH4 0.76
C2H4 0.6

We assume that the components N2, H2, O2, are equivalent in their conversion factor to CO. We then developed
a simple linear model using the Fluidat flow calculation tool (Bronkhorst, Netherlands). This tool allows to
calculate Kmix, which converts the recorded gas flow, ṄMFM,nominal, (MFM calibrated for 90 vol% CO2, 5 vol%
CO, 5 vol% H2 at 10 bar (a) and 20 ◦C) to the corrected gas flow (actual product mixture at 0.1 bar (g) and 20 ◦C).

The corrected MFM gas flux, ṄMFM, is then calculated with (2.7). Our model assumes the product gas mixture
is a two component mixture made up of CO2 and CO (Figure 2.29).

ṄMFM = ṄMFM,nominal ·Kmix (2.7)

The mixture conversion factor, Kmix, is calculated with the regression formula (2.8) determined in Figure 2.29.

Kmix = 1.291−0.2764 ·
CCO2

[vol%]
(2.8)

We calculated the volumetric concentration of CO2, CCO2
, in vol% with (2.9).

CCO2
= 100 vol%−CCO −CH2

−CO2
−CN2

(2.9)

The Faradaic efficiency values of the product gases CO and H2 are listed in the accompanying Excel file in the
sheet "FE" for all experiments.

We can estimate the Faradaic efficiency of formic acid, F EHCOOH, with (2.10). We collected a sample of
the electrolyte after electrolysis and analyzed it with HPLC to determine the concentration of formic acid,
CHCOOH, in molL−1. The total passed charge, Q, was recorded by the potentiostat. The electrolyte volume
Velectrolyte was about 60 mL for each experiment.

F EHCOOH =
F ·CHCOOH ·Velectrolyte

Q
(2.10)

The detailed values for all GDL samples are listed in the accompanying Excel file in the sheet "FE_Formic acid"
for all experiments. We calculated a F EHCOOH between 2% to 4% for our different materials samples. This
roughly makes up the amount to complete the Faradaic efficiencies of H2 and CO to 100%.
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Figure 2.29: Determination of the mixture conversion factor, Kmix: The linear regression model to calculate
Kmix is based on data points calculated with the Fluidat flow calculation tool (Bronkhorst, Netherlands). The
model gas mixture consists of CO2 and CO.



2.5. SUPPORTING INFORMATION

2

55

2.5.8. OVERALL O2 MASS TRANSFER COEFFICIENT OF GDE
The overall O2 mass transfer coefficient, kO2

, was measured electrochemically with the configuration shown
in Figure 2.30. At sufficiently high currents, the reduction at the cathode GDE becomes limited by the O2 mass
transfer through the GDE (Cathode reaction: O2 +2H2O+4e – −−→ 4OH – ). We placed the coated GDE sam-
ples (CFS + MPL + CL) in the characterization cell (Figure 2.18). The CL was facing the liquid compartment of
the cell leaving a cross-sectional area of 3.8 cm2 exposed. A titanium plate with a circular hole was used as a
current collector. The plate was inserted between GDE and gas compartment. The Ag/AgCl micro-reference
electrode was placed at a distance of 1 mm from the cathode surface. A Nickel plate with the same area as the
cathode was used as counter electrode (Anode reaction: 4OH – −−→ O2 +2H2O+4e – ).

Experimental procedure
During electrolysis measurements, the electrolyte (6 M KOH for high conductivity) was pumped through the
liquid compartment at a flow rate of 20 mLmin−1 and recirculated. Pressurized air from the house line was
supplied at a flow rate of 40 mLn min−1 to the gas compartment. The backpressure of the gas outlet was set by
a SS-CHS2-5 check valve (Swagelok, Netherlands) with a nominal cracking pressure of 345 mbar. The pressure
controller of the liquid lines was used to balance the pressure between the gas and the liquid compartment
until no gas or liquid breakthrough was observed. The gas pressure was recorded before starting the electroly-
sis process. We recorded a minimum of 3 linear sweep voltammetry (LSV) scans for each sample. The cathode
potential was varied from 0 V to −2 V vs. SHE with a scan rate of 20 mVs−1. We waited for 3 min between scans
to give the system time to re-equilibrate. We carried out additional LSV scans with a N2 gas feed to record the
current of the competing hydrogen evolution reaction (Side reaction: 2H2O+2e – −−→ H2 +2OH – ).

Figure 2.30: Configuration for limiting O2 mass transfer measurement. The GDE cathode reduces O2 at the
catalyst surface to OH – ions. The current is limited by the mass transfer rate of O2 from the gas bulk through
the GDL to the catalyst layer.
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Calculation of overall O2 mass transfer coefficient
To determine the overall O2 mass transfer coefficient,kO2

, for each GDE, the limiting current density, jlim was
extracted from the LSV scans according to Figure 2.31. The data processing parameters are listed in Table 2.7.
We excluded the first two scans from our analysis because the recorded current curves drifted during the first
scans. We also excluded scans with larger signal fluctuations caused by gas bubbles interfering with the mea-
surement. The data processing is also described in the sheet "kO2" of the accompanying Excel file.

Figure 2.31: O2 mass transfer coefficient raw data processing for SGL 39B determined by linear sweep voltam-
metry (LSV). The "O2" scans 1-7 use an air feed at the cathode for the reduction of O2 to OH – . The scan
with the N2 gas feed shows the current of the hydrogen evolution reaction for comparison. The average lim-

iting current density jlim in mAcm−2 and the sample standard deviation of the limiting current density σ jlim
was calculated for the limiting current plateau in the potential window between Elim,lower and Elim,upper in
V vs. SHE. The first two scans and scans with large fluctuations were not included for calculation of the average
limiting current densities.

We define the potential window of the limiting current plateau with the lower potential limit, Elim,lower, and
the upper potential limit, Elim,upper, in V vs. SHE. The scan numbers (Scan #) included in current calcula-
tions are listed in Table 2.7. For each of these scans, we then determined the average limiting current, jlim, in
mAcm−2 and its corresponding sample standard deviation, σ jlim

, to consider the fluctuations in the current.

Using jlim and σ̄ jlim
of each scan, we then calculated the average limiting current density, j̄lim, and the stan-

dard error of the limiting current density, σ̄ jlim
, for the GDE sample.

The limiting O2 molar flux, ṅO2 ,lim, in molcm−2 s−1 was calculated from j̄lim with Faraday’s law (2.11). Fara-

day’s constant is F = 96485Cs−1 and the number of electrons exchanged in the reaction is z = 4.
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ṅO2 ,lim = j̄lim

F · z
(2.11)

We assumed that the limiting O2 flux, ṅO2 ,lim, is proportional to the overall O2 mass transfer coefficient of the

GDE, kO2
in cms−1, and the O2 concentration gradient between the bulk of the gas compartment, CO2 ,bulk,

and the catalyst surface, CO2 ,Cat.. We neglected concentration gradients in flow direction because the con-
vective O2 flux into the gas compartment was about 56% larger than the O2 consumed in the reaction. By

assuming that the O2 concentration at the catalyst surface, CO2 ,Cat., dropped to 0 molcm−3 when the current
became limited, we calculated kO2

with (2.12).

ṅO2 ,lim = kO2
·∆O2

= kO2
·
(
CO2 ,bulk −CO2 ,Cat.

)
= kO2

·CO2 ,bulk (2.12)

We determined the bulk oxygen concentration, CO2 ,bulk, with the ideal gas law (2.13). The ideal gas constant, R,

has the value of 8.3145Jmol−1 K−1. We assumed the gas temperature, T , was equal to the ambient temperature
of 20 ◦C. The partial pressure of oxygen, pO2

, was calculated assuming a volumetric concentration of 21% of
the recorded gas pressure, pG, with (2.14).

CO2 ,bulk =
pO2

RT
(2.13)

pO2
= pG ·21% (2.14)

Finally, the overall O2 mass transfer coefficient of the GDE, kO2
in cms−1, can be calculated with (2.15) af-

ter substituting (2.14) and (2.13) into equation (2.12) and rearranging the factors. The random error of the
mass transfer coefficient, σkO2

, was also calculated using (2.15) by replacing the average j̄lim with the average

sample standard deviation of the limiting current density, σ̄ jlim
.

kO2
=

CO2 ,bulk

ṅO2 ,lim
= 21% ·pG ·F · z

R ·T · j̄lim
(2.15)

The resulting overall mass transfer coefficients are displayed in Figure 2.32 and listed in Table 2.7.

Figure 2.32: Resulting limiting overall O2 mass transfer coefficients, kO2
, determined with linear sweep voltam-

metry (LSV).
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Table 2.7: Results and data processing overview for limiting overall O2 mass transfer coefficients, kO2
. The

absolute pressure of the gas feed is pG. The potential window of the limiting current density plateau is between
the lower limit, Elim,lower, and the upper limit, Elim,upper. Scan numbers (#) used to determine average limiting

current densities, j̄lim, and average sample standard deviations, σ̄ jlim
. The limiting O2 molar flux is ṅO2 ,lim.

The random error of the mass transfer coefficient is σkO2
.

Material Unit TGP-H-060 TGP-H-090 TGP-H-120 SGL 22BB SGL 39BC LT1400W H23C6
pG bar 1.290 1.533 1.242 1.344 1.370 1.280 1.264
Elim,lower V vs. SHE -1.75 -1.80 -1.45 -1.80 -1.60 -1.50 -1.45
Elim,upper V vs. SHE -1.30 -1.70 -1.15 -1.40 -1.20 -1.10 -1.20
Scan # - 3, 4 3, 4, 5 3, 4, 5 3, 4 3, 5, 6, 7 3, 5 3, 4
j̄lim mAcm−2 -440 -464 -363 -456 -450 -459 -418
σ̄ jlim mAcm−2 ±5 ±8 ±10 ±13 ±9 ±33 ±5
ṅO2,lim 10−6 molcm−2 s−1 1.14 1.20 0.94 1.18 1.17 1.19 1.08
kO2

cms−1 0.102 0.091 0.088 0.102 0.099 0.108 0.099
σkO2

cms−1 ±0.001 ±0.001 ±0.001 ±0.002 ±0.001 ±0.006 ±0.001

Decomposition of O2 mass transfer coefficient for SGL 22BB
We can decompose the overall mass transfer coefficient of SGL 22BB by using characterization from the fuel
cell research of Reshetenko et al.. 52,69 The overall mass transfer coefficient, ki in cms−1, is a measure for the
mass transfer rate from the bulk of the gas feed to the surface of the catalyst. It is the inverse of the overall
resistance to mass transfer Ri ,overall (2.16).

1

ki
= Ri ,overall (2.16)

The overall resistance to mass transfer Ri ,overall can be broken down the into mass transfer resistances present
in the different domains of the GDE (2.17).

Ri ,overall = Ri ,CFS +Ri ,MPL +Ri ,CL (2.17)

The components of the resistance can also expressed as an inverse of their mass transfer coefficients (2.18).

1

ki
= 1

ki ,m,CFS
+ 1

ki ,K,MPL
+ 1

ki ,K+film,CL
(2.18)

In the gas channel and the larger pores of the CFS, the transport takes place through molecular diffusion(
ki ,m,CFS

)
. In the small pores of the MPL, the transport can take place through molecular and Knudsen dif-

fusion
(
ki ,K,MPL

)
. Knudsen diffusion is a mechanism that dominates in small pores, in which the collisions

of molecules with the pore walls are more frequent than the collisions of molecules with each other. In the
CL, Knudsen diffusion takes place together with molecular diffusion through films of ionomer and electrolyte
before reaching the catalyst surface

(
ki ,K+film,CL

)
. 52

Using (2.19) and (2.20), we can decompose the experimentally determined kO2
of our SGL 22BB sample with

an estimate for kO2 ,m,CFS and kO2 ,K,MPL.

RO2 ,overall = RO2 ,CFS +RO2 ,MPL +RO2 ,CL (2.19)

1

kO2

= 1

kO2 ,m,CFS
+ 1

kO2 ,K,MPL
+ 1

kO2 ,K+film,CL
(2.20)

Reshetenko et al. performed an experimental study of GDL materials for polymer electrolyte fuel cells that pro-
vides useful information for this analysis. They were able to break down the overall mass transfer coefficient,
kO2

, into mass transfer coefficients of the different GDE domains by using oxygen mixtures with different dilu-

ents. 52 Their study included the sample SGL 25BC, which is equivalent to the SGL 22BB of our study (Table 2.8).
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Table 2.8: O2 mass transfer coefficients recorded for SGL 25BC (equivalent to 22BB) taken from PEFC litera-

ture. 52 The measurements were carried out in N2 media at a pressure of p0 = 1.5bar and a temperature of
T0 = 60◦C. The overall O2 mass transfer coefficient through the all domains of the GDE, kO2

, is broken down
into the different domains k of the electrode (CFS, MPL, CL). The mass transfer resistances are given by the
inverse of the individual mass transfer coefficients Rk = 1/kO2 ,k from Table 2 of Reshetenko et al.. 52

Domain k CFS MPL CL GDE
Transport molecular Knudsen Knudsen + Film overall
Symbol kO2,m,CFS kO2,K,MPL kO2,K+film,CL kO2

kO2,k 2.82 cms−1 6.36 cms−1 1.65 cms−1 0.89 cms−1

RO2,k = 1/kO2,k 0.35 scm−1 0.16 scm−1 0.61 scm−1 1.12 scm−1

RO2,k /RO2,overall 32% 14% 54% 100%

The data in Table 2.8 show us that the mass transfer resistance in the CFS of SGL 25BC is 32% of the overall mass
transfer resistance, RO2 ,overall. We can adjust the mass transfer coefficients for the different conditions in the

PEFC (p0 = 1.5bar, T0 = 60◦C) to our conditions (p = 1.334bar, T = 20◦C) with equation (2.21). 49 We replaced
the binary diffusion coefficient Di ,k of species i in (gas) medium k of this equation with the CFS mass transfer
coefficient kO2 ,m,CFS. This gives us an estimate of the mass transfer coefficient through the CFS kO2 ,K,MPL of
our SGL 22BB sample Table 2.9.

Di ,k
(
T, p

)= Di ,k,0

(
T

T0

)1.5 (
p0

p

)
(2.21)

Because the Knudsen diffusion coefficient, DO2 ,K , is proportional to the square root of the temperature,

T 0.5, 49 we can adjust its value for the different temperature with (2.22). The estimated Knudsen mass transfer
coefficient for the MPL is given in Table 2.9.

kO2 ,K,MPL
(
T, p

)= kO2 ,K,MPL,0

(
T

T0

)1.5 (
p0

p

)
(2.22)

Table 2.9: Adjustment of CFS mass transfer coefficient , kO2 ,m,CFS, and MPL mass transfer coefficient kO2 ,K,MPL
for temperature, T , and gas pressure ,pG. These values for the SGL 22BB are based on the study of Reshetenko
et al.. 52

kO2,k T pG Value Source / Comment
kO2,m,CFS 60 ◦C 1.5 bar 2.82 cms−1 Table 2 of Reshetenko et al.. 52

kO2,m,CFS 20 ◦C 1.334 bar 2.60 cms−1 Previous line adjusted with (2.21)
kO2,K,MPL 60 ◦C 6.36 cms−1 Table 2 of Reshetenko et al.. 52

kO2,K,MPL 20 ◦C 5.97 cms−1 Previous line adjusted with (2.22)

The contributions to the mass transfer resistance (Table 2.10) are then calculated with (2.19) and (2.20) . We
neglected the contribution of gas diffusion in the MPL. The resistance of CL makes up 94% of the total resis-
tance of the GDE. The large mass transfer resistance of the CL is probably caused by the flooding of this layer
with electrolyte.
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Table 2.10: Estimation of mass transfer resistance contributions of CFS, MPL, and CL for SGL 22BB at a pres-
sure of pG = 1.344bar and a temperature of T = 20◦C. We assume that the listed transport mechanism is
dominating the mass transfer in the corresponding domain k.

Domain k CFS MPL CL GDE
Transport molecular Knudsen Knudsen + Film overall
Symbol kO2,m,CFS kO2,K,MPL kO2,K+film,CL kO2

kO2,k 2.60 cms−1 5.97 cms−1 0.108 cms−1 0.102 cms−1

RO2,k = 1/kO2,k 0.38 scm−1 0.17 scm−1 9.24 scm−1 9.79 scm−1

RO2,k /RO2,overall 4% 2% 94% 100%

2.5.9. STABILITY TEST FOR CO2 ELECTROLYSIS
We carried out a stability test for the electrochemical CO2 reduction for 20 h. We used a GDE with a SGL 39BC

substrate, which was loaded with a catalyst layer of 1.27 mg Ag cm−1 and 20 wt% Nafion. As this study was a
preliminary experiment, the experimental setup varied slightly from the process flow diagram shown in Fig-
ure 2.25:

• We carried out the experiments in the 2-compartment cell (Figure 2.19)

• Due to the larger electrode distance of this cell, our potentiostat was only able to reach −190 mAcm−2

• Due to the membraneless configuration, the anode and cathode shared the same 1 M KHCO3 elec-
trolyte

• The electrolyte was supplied with a flow rate of 20 mLmin−1 instead of 100 mLmin−1

• The CO2 feed flow rate was 30 mLn min−1 instead of 50 mLn min−1

• The CO2 purge was 50 mLn min−1 instead of 80 mLn min−1

• A polypropylene mesh was placed on the gas side of the GDE for mechanical support

• The flow rate of the product gas mixture was determined with a bubble flow meter

More detailed data for each GC injection are provided in the "Stability" sheet of the Excel file. The results of the
stability test are summarized in Figure 2.33.

Figure 2.33: Results of stability test: Faradaic efficiency for CO at −190 mAcm−2 in flow-by mode. GDE mate-
rial: SGL 39 BC coated with 1.27 mg Agcm−2 and 20 wt% Nafion. (a): First 3 h of the experiment. (b): Complete
duration of experiment.
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The Faradaic efficiency for CO, F ECO, remained stable at 68%±1.5% over the first 2 h of the stability test (Fig-
ure 2.33 a). We note that this is lower than the corresponding value we measured during our mass transfer
characterization experiments: We measured a F ECO of 75%±2.1% at a current density of −200 mAcm−2 for
SGL 39BC (Figure 2.7). This lower performance is probably due to differences in the experimental setup for
the stability test. Based on the sufficient short-term stability over 2 h, we can assume that no significant loss
of performance occurred during the short collection period (10 min) of the F ECO data, which we used to com-
pare the different GDL materials at −200 mAcm−2 (Figure 2.7).

The F ECO declined slowly to a value of 59%± 1.4% over a run time of 19.5 h (Figure 2.33 b). After 20 h, we
suddenly observed GDE flooding and electrolyte breakthrough. This loss of stability could be explained by the
following mechanisms (or a combination of both):

• Carbonate formation in the GDE: 44

– Electrolyte evaporates and increases the local salt concentration

– Carbonate salts (K2CO3 or KHCO3) precipitate in the pores of the GDE

– The salt crystallites decrease the hydrophobicity of the pore surface

– The capillary pressures of the pores are reduced and flooding occurs

• (Electro)-chemical degradation of the GDE: 55,70

– The very negative cathode potential (−1.9 V vs. SHE) and/or the high local pH in the CL degrade
the carbon or even the PTFE of the GDL

– The degraded carbon and/or PTFE has a lower hydrophobicity

– The capillary pressures of the pores are reduced and flooding occurs

We observed the continuous formation of condensation on the outer wall of the gas compartment during the
stability test (Figure 2.34 a). This observation makes the loss of hydrophobicity due to gradual carbonate for-
mation in the GDE a plausible hypothesis. We suspect that the heat produced through the electrochemical
reactions in the CL lead to an evaporation of water from the electrolyte. The water vapor must have then dif-
fused through the GDE and oversaturated the already humidified gas stream in the gas compartment. The
condensation occurred at the outer wall because this is the coldest point in the gas compartment.

Figure 2.34: Pictures of stability test: (a): Condensation during stability test (b): Picture of CFS after 20 h
stability test (c): Picture of CL after 20 h stability test.

To test the hypothesis of carbonate salt formation, we disassembled the cell and inspected the CFS side (Fig-
ure 2.34 b) and the CL side of the GDE (Figure 2.34 c). The CFS appeared relatively dry and there were no salt
deposits visible on the surface. Carbonate salt formation, however, could still be a possible degradation mech-
anism because the precipitation might have occurred inside the pores and not be visible from the outside.
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To test the hypothesis of (electro-)chemical degradation, we measured the change in the static contact an-
gle. We rinsed the spent sample with isopropyl alcohol to remove any residual electrolyte and let it dry in
air. Our results show that the contact angle of the CFS decreased significantly due to the 20 h stability test at
−190 mAcm−2 (Table 2.11). We can, therefore, assume that the (electro-)chemical degradation significantly
limits the stability of carbon-based GDEs. The effects of this degradation mechanism on the surface chemistry
should be investigated more systematically in a future study. It might be possible to mitigate this degrada-
tion mechanism by reducing the cathode overpotential through improved catalyst materials and lower mass
transfer resistance in the CL.

Table 2.11: Contact angle change after stability test with SGL 39BC. CO2 electrolysis was conducted for 20 h at

−190 mAcm−2. Only one measurement was possible for the MPL of the spent sample because the uncoated
area was limited in size.

Domain Fresh sample Spent sample
CFS 149±1.0◦ 128±1.2◦
MPL 153±0.8◦ 133◦ (only one data point)
CL 123±1.4◦ 109±5.4◦

2.6. ACKNOWLEDGEMENTS
We thank Christiaan Schinkel, Stefan ten Hagen, and Duco Bosma for their engineering
support. This project has received funding from the European Research Council (ERC)
under the European Union’s Horizon 2020 research and innovation programme (grant
agreement No 852115).



REFERENCES

2

63

REFERENCES
[1] Going climate-neutral by 2050, (2019), Publications Office of the European Union.

[2] D. W. Keith, G. Holmes, D. S. Angelo, and K. Heidel, A process for capturing CO2
from the atmosphere, Joule 2, 1573 (2018).

[3] R. Sharifian, R. M. Wagterveld, I. A. Digdaya, C. Xiang, and D. A. Vermaas, Electro-
chemical carbon dioxide capture to close the carbon cycle, Energy & Environmental
Science 14, 781 (2021).

[4] M. G. Kibria, J. P. Edwards, C. M. Gabardo, C.-T. Dinh, A. Seifitokaldani, D. Sin-
ton, and E. H. Sargent, Electrochemical CO2 reduction into chemical feedstocks:
From mechanistic electrocatalysis models to system design, Advanced Materials 31,
1807166 (2019).

[5] P. De Luna, C. Hahn, D. Higgins, S. A. Jaffer, T. F. Jaramillo, and E. H. Sargent, What
would it take for renewably powered electrosynthesis to displace petrochemical pro-
cesses? Science 364, eaav3506 (2019).

[6] B. Endrődi, E. Kecsenovity, A. Samu, T. Halmágyi, S. Rojas-Carbonell, L. Wang,
Y. Yan, and C. Janáky, High carbonate ion conductance of a robust PiperION mem-
brane allows industrial current density and conversion in a zero-gap carbon dioxide
electrolyzer cell, Energy & Environmental Science , 4098 (2020).

[7] P. Jeanty, C. Scherer, E. Magori, K. Wiesner-Fleischer, O. Hinrichsen, and M. Fleis-
cher, Upscaling and continuous operation of electrochemical CO2 to CO conversion
in aqueous solutions on silver gas diffusion electrodes, Journal of CO2 Utilization 24,
454 (2018).

[8] S. Park, J.-W. Lee, and B. N. Popov, A review of gas diffusion layer in PEM fuel cells:
Materials and designs, International Journal of Hydrogen Energy 37, 5850 (2012).

[9] D. L. Wood, C. Rulison, and R. L. Borup, Surface properties of PEMFC gas diffusion
layers, Journal of The Electrochemical Society 157, B195 (2010).

[10] D. Wood, J. Davey, P. Atanassov, and R. Borup, PEMFC component characterization
and its relationship to mass-transport overpotentials during long-term testing, ECS
Transactions 3, 753 (2006).

[11] B. Kim, F. Hillman, M. Ariyoshi, S. Fujikawa, and P. J. Kenis, Effects of composition
of the micro porous layer and the substrate on performance in the electrochemical
reduction of CO2 to CO, Journal of Power Sources 312, 192 (2016).

[12] H.-R. M. Jhong, S. Ma, and P. J. Kenis, Electrochemical conversion of CO2 to useful
chemicals: current status, remaining challenges, and future opportunities, Current
Opinion in Chemical Engineering 2, 191 (2013).

http://dx.doi.org/doi:10.2834/02074
http://dx.doi.org/ 10.1039/D0EE03382K
http://dx.doi.org/ 10.1039/D0EE03382K
http://dx.doi.org/10.1002/adma.201807166
http://dx.doi.org/10.1002/adma.201807166
http://dx.doi.org/ 10.1126/science.aav3506
http://dx.doi.org/10.1039/D0EE02589E
http://dx.doi.org/ https://doi.org/10.1016/j.jcou.2018.01.011
http://dx.doi.org/ https://doi.org/10.1016/j.jcou.2018.01.011
http://dx.doi.org/10.1149/1.3261850


2

64 REFERENCES

[13] C. Simon, D. Kartouzian, D. Müller, F. Wilhelm, and H. A. Gasteiger, Impact of mi-
croporous layer pore properties on liquid water transport in PEM fuel cells: Car-
bon black type and perforation, Journal of The Electrochemical Society 164, F1697
(2017).

[14] P. A. García-Salaberri, G. Hwang, M. Vera, A. Z. Weber, and J. T. Gostick, Effective
diffusivity in partially-saturated carbon-fiber gas diffusion layers: Effect of through-
plane saturation distribution, International Journal of Heat and Mass Transfer 86,
319 (2015).

[15] A. Z. Weber, Improved modeling and understanding of diffusion-media wettabil-
ity on polymer-electrolyte-fuel-cell performance, Journal of Power Sources 195, 5292
(2010).

[16] A. El-kharouf, T. J. Mason, D. J. L. Brett, and B. G. Pollet, Ex-situ characterisation
of gas diffusion layers for proton exchange membrane fuel cells, Journal of Power
Sources 218, 393 (2012).

[17] N. Parikh, J. Allen, and R. Yassar, Microstructure of gas diffusion layers for PEM fuel
cells, Fuel Cells 12, 382 (2012).

[18] M. Mortazavi and K. Tajiri, Impact of gas diffusion layer properties on liquid water
breakthrough pressure in polymer electrolyte fuel cell, in ASME 2013 11th Interna-
tional Conference on Fuel Cell Science, Engineering and Technology collocated with
the ASME 2013 Heat Transfer Summer Conference and the ASME 2013 7th Interna-
tional Conference on Energy Sustainability (American Society of Mechanical Engi-
neers Digital Collection, 2013).

[19] M. Mortazavi and K. Tajiri, Liquid water breakthrough pressure through gas diffu-
sion layer of proton exchange membrane fuel cell, International Journal of Hydrogen
Energy 39, 9409 (2014).

[20] V. Gurau, M. J. Bluemle, E. S. De Castro, Y.-M. Tsou, J. A. Mann, and T. A. Za-
wodzinski, Characterization of transport properties in gas diffusion layers for proton
exchange membrane fuel cells: 1. wettability (internal contact angle to water and
surface energy of gdl fibers), Journal of Power Sources 160, 1156 (2006).

[21] J. M. Morgan and R. Datta, Understanding the gas diffusion layer in proton exchange
membrane fuel cells. I. how its structural characteristics affect diffusion and perfor-
mance, Journal of Power Sources 251, 269 (2014).

[22] F. P. G. De Arquer, C.-T. Dinh, A. Ozden, J. Wicks, C. McCallum, A. R. Kirmani, D.-H.
Nam, C. Gabardo, A. Seifitokaldani, and X. Wang, CO2 electrolysis to multicarbon
products at activities greater than 1 A cm−1, Science 367, 661 (2020).

[23] Y. Chen, A. Vise, W. E. Klein, F. C. Cetinbas, D. J. Myers, W. A. Smith, T. G. Deutsch,
and K. C. Neyerlin, A robust, scalable platform for the electrochemical conversion
of CO2 to formate: Identifying pathways to higher energy efficiencies, ACS Energy
Letters 5, 1825 (2020).

http://dx.doi.org/10.1149/2.1321714jes
http://dx.doi.org/10.1149/2.1321714jes
http://dx.doi.org/ https://doi.org/10.1016/j.ijheatmasstransfer.2015.02.073
http://dx.doi.org/ https://doi.org/10.1016/j.ijheatmasstransfer.2015.02.073
http://dx.doi.org/ https://doi.org/10.1016/j.jpowsour.2010.03.011
http://dx.doi.org/ https://doi.org/10.1016/j.jpowsour.2010.03.011
http://dx.doi.org/https://doi.org/10.1016/j.jpowsour.2012.06.099
http://dx.doi.org/https://doi.org/10.1016/j.jpowsour.2012.06.099
http://dx.doi.org/ https://doi.org/10.1016/j.ijhydene.2014.03.238
http://dx.doi.org/ https://doi.org/10.1016/j.ijhydene.2014.03.238
http://dx.doi.org/https://doi.org/10.1016/j.jpowsour.2006.03.016
http://dx.doi.org/https://doi.org/10.1016/j.jpowsour.2013.09.090
http://dx.doi.org/ 10.1021/acsenergylett.0c00860
http://dx.doi.org/ 10.1021/acsenergylett.0c00860


REFERENCES

2

65

[24] B. De Mot, J. Hereijgers, N. Daems, and T. Breugelmans, Insight in the behavior of
bipolar membrane equipped carbon dioxide electrolyzers at low electrolyte flowrates,
Chemical Engineering Journal , 131170 (2021).

[25] B. De Mot, J. Hereijgers, M. Duarte, and T. Breugelmans, Influence of flow and pres-
sure distribution inside a gas diffusion electrode on the performance of a flow-by CO2
electrolyzer, Chemical Engineering Journal 378, 122224 (2019).

[26] M. Duarte, B. De Mot, J. Hereijgers, and T. Breugelmans, Electrochemical reduc-
tion of CO2: Effect of convective CO2 supply in gas diffusion electrodes, ChemElec-
troChem 6, 5596 (2019).

[27] G. Faita and F. Federico, Electrolysis cell with gas diffusion electrode, (2010), US
Patent 7,670,472 B2.

[28] X.-L. WANG and S. KODA, Scale-up and modeling of oxygen diffusion electrodes for
chlorine-alkali electrolysis I. analysis of hydrostatic force balance and its effect on
electrode performance, Denki Kagaku Oyobi Kogyo Butsuri Kagaku 65, 1002 (1997).

[29] B. De Mot, M. Ramdin, J. Hereijgers, T. J. Vlugt, and T. Breugelmans, Direct water
injection in catholyte-free zero-gap carbon dioxide electrolyzers, ChemElectroChem
7, 3839 (2020).
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3
WHEN FLOODING IS NOT

CATASTROPHIC – WOVEN GAS

DIFFUSION ELECTRODES ENABLE

STABLE CO2 ELECTROLYSIS

Electrochemical CO2 reduction has the potential of using excess renewable electricity to
produce hydrocarbon chemicals and fuels. Gas diffusion electrodes (GDE) allow to over-
come limitations of CO2 mass transfer, but are sensitive to flooding from (hydrostatic)
pressure differences, which inhibits upscaling. We investigate the effect of the flooding
behavior on the CO2 reduction performance. Our study includes six commercial GDL
materials with different microstructures (carbon cloth, carbon paper) and thicknesses,
coated with Ag catalyst, and exposed to differential pressures corresponding to different
flow regimes (gas breakthrough, flow-by, liquid breakthrough). We show that physical
electrowetting further limits the flow-by regime at commercially relevant current densities
(≥ −200 mA cm−2), which reduced the Faradaic efficiency for CO (F ECO) for most carbon
papers. However, the carbon cloth GDE maintains its high CO2 reduction performance
despite being flooded with electrolyte due to its bimodal pore structure. Exposed to pres-
sure differences equivalent to 100 cm height, the carbon cloth is able to sustain an average
F ECO of 69% at −200 mA cm−2) even when liquid continuously breaks through. CO2 elec-
trolyzers with carbon cloth GDEs are therefore promising for scale-up because they enable
high CO2 reduction efficiency while tolerating a broad range of flow regimes.

This chapter has been published as "When Flooding is not Catastrophic – Woven Gas Diffusion Electrodes
enable stable CO2 electrolysis" by Lorenz M. Baumgartner, Christel I. Koopman, Antoni Forner-Cuenca, David
A. Vermaas. ACS Applied Energy Materials, 2022, 5, 15125-15135.
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70 3. WOVEN GAS DIFFUSION ELECTRODES ENABLE STABLE CO2 ELECTROLYSIS

3.1. INTRODUCTION
Electrochemical CO2 reduction (CO2R) might be a key technology in our efforts to de-
fossilize the chemical industry and transport sector with renewable electricity generated
by wind or solar power. 1,2 This process could convert CO2, which has been captured
from point sources or directly from the atmosphere, 3–5 to useful chemical intermedi-
ates. Depending on the catalyst, common target intermediates include CO (Ag), 6,7 C2H4
(Cu), 8,9 or HCOOH (Sn). 10,11 Recently, the production of methanol and/or ethanol has
been demonstrated with Cu2O/ZnO catalysts 12,13 or metal–organic frameworks. 14–16 The
conversion products could then be further upgraded to produce liquid hydrocarbon fu-
els or plastics aiming for a CO2-neutral process.

Currently, a key challenge for the wide-scale adoption of CO2R is designing an elec-
trolyzer that can operate at high Faradaic efficiency, high current density, and low cell
voltage. The reactor also has to be scalable and operate stably for ten thousands of
hours. Liquid-fed electrolyzers suffer from CO2 mass transfer limitations that lead to an
increase in the undesired hydrogen evolution reaction (HER) at high current densities.
To overcome this restriction, the field has introduced gas diffusion electrodes (GDEs),
which allow the supply of CO2 directly from the gas phase to the electrocatalytic inter-
faces. This development step has allowed high Faradaic efficiency at industrially relevant
current densities (≥−200mAcm−2). 17,18

GDEs have been successfully integrated into two major types of gas-fed CO2 electrolyz-
ers. In electrolyzers with membrane electrode assembly (MEA), the cathode GDE is in
direct contact with a membrane. The GDE exchanges ions with the anode and a flow-
ing electrolyte, which are on the other side of the membrane. 19–21 In electrolyzers with
flowing catholyte, the GDE is in direct contact with an electrolyte. This electrolyte layer
adds additional ohmic losses, but allows a better control of the ionic environment at the
reaction interface. 8,10,22–24

In a typical GDE, gaseous reagents transfer from the gas channel through the carbon
fiber substrate (CFS) and the microporous layer (MPL) before reaching the catalyst layer
(CL). 25,26 The CFS can have different microstructures (carbon paper, carbon cloth, non-
woven) and is typically impregnated with PTFE to provide wet-proofing. The MPL con-
sists of carbon particles and PTFE. This layer plays an important role in controlling the
intrusion of liquid into the GDL 27 and improves the electrical contact with the CL. The
CL consists of catalyst particles in an ionomer matrix and requires ionic contact with the
adjacent membrane or electrolyte. 18,28

Many studies have found that the flooding of the GDE with electrolyte is a major chal-
lenge to maintaining high selectivity for CO2R, especially at high current densities and
larger electrolyzer scale. When flooding occurs, the electrolyte infiltrates the pore net-
work, which reduces the effective diffusivity of the GDE and ultimately results in the
flooding of the porous structure. 29,30 This phenomenon has been reported for both MEA-
based and catholyte-based reactor configurations.
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When focusing on CO2 electrolyzers with flowing catholyte, the GDE can flood if the dif-
ferential pressure between the liquid and the gas phase, ∆p = pL−pG, exceeds the inter-
facial forces of the pore network. Therefore, the flooding behavior depends on the differ-
ential pressure, 31 but also on the wetting properties and microstructure. 32 The flooding
behavior is made even more complex by electrowetting. This physical phenomenon re-
duces the hydrophobicity of a surface when an electrical potential is applied. 31,33,34

While the effect of pressure differences across the GDE on the CO2R performance has
been receiving more attention recently, 31,35 its importance for scale-up has received lim-
ited attention. 33 At the same time, the scale-up of electrolyzers with a gas–liquid inter-
face at the GDE inherently involves a non-uniform hydrostatic (and/or hydrodynamic)
pressure balance. 36–38 The difference in density between the gas and the liquid phase
leads to a variation in ∆p, which can change the local flow regime along the GDE (Fig-
ure 3.1). In the flow-through regime, 35 gas breakthrough occurs because ∆p is lower
than the capillary forces of the pore network (ΔP1). In the flow-by regime, no break-
through occurs as the pressure of the gas and the liquid phase are balanced (ΔP2). In
the GDE flooding regime, ∆p is sufficiently high to push electrolyte into the pore net-
work and liquid breakthrough can occur (ΔP3).

Figure 3.1: Flow regimes at the GDE of a gas-fed CO2 electrolyzer with flowing catholyte. Hydrostatic (and/or
hydrodynamic) pressure gradients along the liquid channel can lead to a pressure imbalance at the gas–liquid
interface. Flow-through regime (ΔP1): Gas overpressure leads to the breakthrough of CO2 bubbles to the liq-
uid phase. CO2R occurs on sections of the catalyst layer (CL) that have sufficient contact with the electrolyte.
Flow-by regime (ΔP2): Interfacial forces keep the GDL dry at low pressure differences between gas and liquid
phase. This ensures mass transfer of CO2 through the carbon fiber substrate (CFS) and the microporous layer
(MPL) to the CL. GDE flooding regime (ΔP3): Liquid overpressure leads to the flooding of the GDL and break-
through of electrolyte into the gas channel. The flooding of pores can reduce the transfer of CO2 and favor the
HER at the CL.

This raises the question how the flow regime at the GDE actually impacts the perfor-
mance of the CO2 electrolysis reaction. In this work, we study how the GDE structure
and the operating conditions (cathode potential, differential pressure) affect the flood-
ing behavior and performance of gas-fed CO2 electrolyzer with flowing catholyte. We
measured the Faradaic efficiency for CO with an electrolysis setup that allowed the con-
trol of the differential pressure across the GDE. For the first time, we show the impact of
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electrowetting in operando at an industrially relevant current density (−200 mAcm−2).
For this purpose, we applied an Ag catalyst layer to a selection of GDL substrates featur-
ing different CFS microstructures (paper and cloth) and GDE thicknesses (250 – 450µm).

We found that the cathode potential and GDE microstructure have a strong impact at
which differential pressures the different GDE flow regimes occur. Our results suggest
that large scale gas-fed CO2 electrolyzers with flowing catholyte do not have to be oper-
ated with a flow-by regime over the entire electrode area. GDEs with a suitable structure
allow robust CO2 reduction despite flooding and electrolyte breakthrough as long as the
gas channel can be drained at a sufficient rate. This insight offers a promising route to
scale up CO2 electrolyzers using currently available GDL materials.

3.2. EXPERIMENTAL METHODS
We prepared GDEs from a selection of commercial GDL substrates. We examined the
gas–liquid flow regimes and electrochemical performance in a gas-fed CO2 electrolysis
cell with flowing catholyte. More detailed descriptions of the experimental procedures
are available in the supporting information (SI).

The selection of commercial GDL materials was obtained from Fuel Cell Store (USA).
We studied the effect of CFS thickness with a series of Toray carbon papers (TGP-H-060,
090, 120). We investigated the effect of pore size distribution (PSD) by comparing the
Toray papers with SGL carbon papers (22BB, 39BC) and a carbon cloth (ELAT LT1400W).
The CFS of all substrates had been wet-proofed with PTFE by the manufacturer. The mi-
crostructure was visualized with a scanning electron microscope (SEM).

The GDEs were prepared by coating the GDL substrate with an automated airbrush coat-
ing system (see SI of Chapter 2). The deposited CL had a target loading of 1 mg Ag cm−2

and a target composition of 80 wt% Ag nanoparticles and 20 wt% Nafion 521 ionomer.
After cutting the GDL to size, we mounted the sample to the heating plate (130 ◦C) of the
system and covered it with a 3 cm x 3 cm stencil. We prepared the ink by adding 33 mg
of Ag nanopowder (20 – 40 nm, 99.9%, Alfa Aesar), 2.1 mL of deionized water, 2.1 mL of
isopropyl alcohol, and 180µL of Nafion D-521 dispersion (5 wt%, Alfa Aesar) into a glass
vial. After homogenizing the ink for 30 min in a sonication bath, we used the airbrush
and a 2D motorized stage to spray it evenly onto the MPL side of the GDL substrate.

We studied the effect of the different GDE flow regimes on the CO2 reduction perfor-
mance with the electrolysis setup shown in Figure 3.2 a. The humidified CO2 feed was
passed through the gas compartment of the flow cell. We used a gas–liquid phase sen-
sor to estimate the volumetric fraction of electrolyte present in the product gas stream
at the outlet of the flow cell. The back pressure was set by a check valve with a cracking
pressure of 345 mbar. The peristaltic pump supplied the two liquid compartments with
saturated 1 M KHCO3.
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Figure 3.2: (a): Process flow diagram of the CO2 electrolysis setup with differential pressure, ∆p, control. The
anolyte and catholyte compartments were separated with a cation exchange membrane (CEM). The backpres-
sure of both electrolyte streams was controlled (PC) before the two liquid streams were combined and recir-
culated. We directly measured ∆p between the catholyte and gas compartment (ΔPR). The cathode potential
was recorded with an Ag/AgCl reference electrode. The Faradic efficiency was determined by recording the
flow rate (FR) with a mass flow meter (MFM) and analyzing the gas composition by gas chromatography (GC).
(b): Gas–liquid flow regimes observed at the GDE: ΔP1: Start of gas breakthrough (flow-through) and tran-
sition to separated flow,ΔP2: No gas or liquid breakthrough (flow-by): liquid and gas phase were separated,
ΔP3: Individual liquid droplets form on the gas side and run down GDE, ΔP4: Continuous liquid stream
through GDE.

We recorded the differential pressure between the gas and the catholyte compartment.
Two electronic valves controlled the liquid back pressure. We collected the product gas
mixture in the head space of the electrolyte reservoir and measured its flow rate with a
mass flow meter. The composition was determined with gas chromatography (GC).

After inserting a dry GDE sample into the electrolysis cell, we increased the liquid back-
pressure until liquid breakthrough occurred. Through this initial flooding, we aimed to
eliminate the effect of the residual liquid saturation, which causes differences between
the first and subsequent flooding-drainage cycles (see SI, Figure 3.10). 29 We repeated
the following steps for each current density (0, −10, −100, and −200 mAcm−2): The liq-
uid back pressure was reduced until gas breakthrough was observed, after which the
galvanostatic control of the potentiostat was started.

We increased the liquid back pressure to control the differential pressure between the gas
and liquid phase. This allowed us to establish the four characteristic flow regimes at the
gas–liquid interface (Figure 3.2 b): (ΔP1) Start of gas flow-by (Slight gas breakthrough),
(ΔP2) Flow-by (no breakthrough), (ΔP3) Individual droplets breaking through, and (ΔP4)
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a continuous liquid stream breaking through. After the system was equilibrated for 6 min
at each flow regime, we carried out three GC injections to determine the Faradaic effi-
ciency for CO. Then the CO2 electrolysis procedure was repeated at the next current den-
sity. An overview of the experimental sequence is shown in Figure 3.9 of the SI.



3.3. RESULTS & DISCUSSION

3

75

3.3. RESULTS & DISCUSSION
We investigated the interfacial phenomena at the gas–liquid interface and the CO2 re-
duction performance for a selection of commercial GDL substrates. Supplementary re-
sults and the numerical values of all plotted data are included in the supporting infor-
mation (SI).

3.3.1. PHYSICAL CHARACTERIZATION OF GDES
The microstructures of the different GDL materials are illustrated by SEM images (Fig-
ure 3.3). We arranged the materials in order of the CFS thickness, δCFS, and the average
CFS pore size, d̄pore. Carbon papers are made of carbon fiber fragments that are held
together by organic binders. This random lacing makes them spatially uniform in the
in-plane direction of the material. 39 The Toray papers (TGP-H-060, 090, 120) have a CFS
with a finer, unimodal pore size distribution (PSD) with small amounts of binder. The
SGL papers (22BB and 39BC), in contrast, have a broader, unimodal PSD and a large
amount of binder, which gives the CFS a coarser structure. The finer structure and
narrower PSD of the Toray papers is also reflected in the smaller value of d̄pore and its
smaller standard deviation (Toray: 26± 20µm vs. SGL: 32± 30µm). 40 The CFS of the
LT1400W carbon cloth (ELAT) is woven from carbon fiber bundles without binder. This
structure makes them anisotropic in the in-plane direction 39 and leads to a bimodal
PSD, which has large pores between the fiber bundles (d̄pore ≈ 85µm) and smaller pores
(d̄pore ≈ 10µm) between the individual carbon fibers. 41 The d̄pore of the CFS, in conclu-
sion, increased in the following order: Toray paper < SGL paper < Cloth. 41

Although the MPL of our materials vary in thickness (Figure 3.3), we assume that the
flooding properties will be mostly determined by the CFS because the large cracks in the
MPL offers little flooding resistance. 32 The CFS and MPL of our substrates were impreg-
nated with different amounts of PTFE (Figure 3.3). Literature studies show that the effect
of PTFE content on wettability levels off after exceeding a certain loading threshold (e.g.,
10 wt%). 42,43 We measured very similar static contact angles for all GDLs, 32 which sug-
gests that differences in PTFE content should have little effect on the wettability.
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Figure 3.3: Microstructure and property data of commercial GDE substrates: Scanning electron microscope
(SEM) images at 100x magnification. The thicknesses of the CFS, δCFS, was obtained from manufacturer and
supplier data sheets. The layer thicknesses of ELAT LT1400W were provided by the FuelCellsEtc GDL Com-
parison table. The average diameter of the CFS pores, d̄pore, was obtained from Parikh et al. for the carbon

paper and nonwoven GDLs. 40 The bimodal PSD of the carbon cloth is based on a ELAT Nuvant cloth. 41 Toray
papers: the CFS was wet-proofed with 8 – 9 wt% PTFE; the MPL with 33 – 35 wt% PTFE. SGL papers: the CFS
was wet-proofed with 5 wt% PTFE; the MPL with 23 wt%. The ELAT carbon cloth was also impregnated, but
the PTFE content was unavailable.
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3.3.2. PRESSURE FOR FLOW-BY REGIME DEPENDS ON MICROSTRUCTURE

AND CATHODE POTENTIAL
From previous work, we know that breakthrough of gas or liquids depends on the differ-
ential pressure ∆p = pL −pG. 32 However, those measurements were carried out at open
circuit potential. When applying a potential to the cathode, it appears that the transition
between the GDE flow regimes also depends on the cathode potential (Figure 3.4). We
define the pressure zone, in which no gas or liquid breakthrough occurs, as the flow-by
pressure window, ∆p∗. It is indicated by the yellow shaded area.

Figure 3.4: Development of the flow-by pressure window, ∆p∗, as a function of GDE microstructure and the
cathode potential. The cathode potential is plotted relative to the reversible hydrogen electrode (RHE) and
was compensated for the i R-drop. The shaded yellow area between the curves for ΔP1 and ΔP3 indicates
∆p∗. In the vertical direction, from bottom to top, the markers represent the observed GDE flow regimes: The
square markers (□) indicate ΔP1, the pressure points at which gas breakthrough starts; the shaded triangle
markers (△) indicate ΔP2, a series of pressure points in the flow-by regime; the shaded round markers (◦)
indicateΔP3, the pressure points at which electrolyte breakthrough starts. In the horizontal direction, from
left to right, she series of markers correspond to the current densities of 0, −10, −100, and −200 mAcm−2. The
error bars indicate the standard deviation of the ∆p-fluctuation during the experiment. Smaller error bars are
covered by the markers.

The∆p∗ is the widest when no current is applied and the GDE is at open circuit potential,
which is at approximately 0.6 V vs. RHE. Generally, we would expect a larger CFS thick-
ness and a narrower pore size distribution (PSD) to widen ∆p∗. The impact of structural
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effects on ∆p∗ has been discussed in more detail in previous work. 32 For instance, TGP-
H-120 has a larger CFS thickness than TGP-H-060 (370µm vs. 190µm), which results in
a higher ∆p∗: 83 mbar vs. 38 mbar (Figure 3.4). The effect of d̄pore seems to depend on
the type of GDL (paper or cloth) and/or the CFS thickness. While being similar in thick-
ness, the carbon paper TGP-H-120 has a smaller d̄pore than the carbon cloth LT1400W.
This structural difference results in in a higher∆p∗: 83 mbar vs. 31 mbar. However, d̄pore

does not affect ∆p∗ for the thinner Toray and SGL carbon papers . Note that the data in
Figure 3.4 constitute a worst case scenario for∆p∗, because they were recorded with wet
GDEs, which exhibit a narrower ∆p∗ than initially dry GDEs (see SI, Figure 3.11).

The value of∆p∗ decreases for all materials if the cathode potential is reduced below the
open circuit potential (Figure 3.4). For example, the∆p∗ of SGL 39BC drops by more than
50% from 56 mbar at open circuit potential (=̂ 0mAcm−2) to 23 mbar at −1.5 V vs. RHE
(=̂ − 200mAcm−2). The reduction in liquid breakthrough pressure is probably caused
by reversible, physical electrowetting because we observed no permanent reduction in
the static contact angle of the CFS after the CO2 electrolysis. 32 The phenomenon of elec-
trowetting reduces the hydrophobicity of an electrically charged surface because sol-
vated ions are drawn into the electrical double layer. 34,44 It is remarkable, however, that
we observed such a strong change in the breakthrough pressure. For example, accord-
ing to the Young-Laplace equation 45, we would expect the contact angle of water in a
pore with a radius of 10µm to drop from 110◦ to 100◦ to explain a reduction in capillary
pressure from 50 mbar to 25 mbar. To achieve such a drop in contact angle on a flat,
dielectric PTFE surface, however, has been shown to require a potential of at least 50 V. 46

A recent study of electrowetting on silver-based GDEs demonstrated that significant wet-
tability changes occur at much lower potential differences (1 V) on bare metallic sur-
faces. 47 We therefore hypothesize that the electrowetting on our GDEs does not pre-
dominantly take place on the insulating PTFE, but instead takes place on uncoated car-
bon surfaces. The electrowetting behavior is also influenced by the heterogeneity and
the rough surfaces inside the GDE’s pores. Hydrophobic, insulating PTFE is dispersed
on conductive carbon surfaces (e.g., carbon fibers). At open circuit potential, the elec-
trolyte likely rests on top of the rough, dispersed PTFE in a Cassie-Baxter wetting state.
As the electrical potential is changed, the electrolyte probably transitions to a Wenzel
wetting state 34,48 by spreading along the uncoated, conductive carbon domains. The
understanding of electrowetting in carbon-based GDEs could be greatly improved by fu-
ture studies with operando synchrotron imaging. 47,49,50

We would like to distinguish the reversible, physical electrowetting effect from irreversible
(electro-)chemical degradation, which can decrease the contact angle of susceptible GDL
materials like the Freudenberg H23C6 permanently. 32,51 This GDL substrate undergoes
electrochemical degradation at cathode potentials below −0.65 V vs. RHE. 51 We hypoth-
esize that the H23C6’s carbon fibers are graphitized to a lower degree during manufac-
turing to make them more flexible, but this also reduces their chemical stability. 32
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We also observed the gas breakthrough threshold to shift to more positive ∆p for the
samples SGL 22BB, TGP-H-060, and TGP-H-120 (Figure 3.4). This is a curious phenomenon
because we would expect the gas breakthrough pressure to remain constant as long as
the pores remain hydrophobic and gas-filled. Starting at cathode potentials of −1.2 V
vs. RHE, bubbles form at the liquid side of the CL. These bubbles might also displace
electrolyte from previously wetted pores and thereby reduce the resistance against gas
breakthrough (more positive ∆p).

The potential-dependent contraction of ∆p∗ shows that it would be even more difficult
to operate CO2 electrolyzers in flow-by mode at a large scale when a significant cur-
rent is applied. As the detrimental electrowetting effect reduces the resistance against
electrolyte flooding, the cell height has to be limited to prevent electrolyte breakthrough
due to hydrostatic pressure differences. Of the materials we studied (Figure 3.4), TGP-
H-120 supports the widest flow-by pressure window of 47 mbar at −1.7 V vs. RHE (=̂−
200mAcm−2). This pressure window would correspond to a cell height of about 48 cm,
which is relatively modest in comparison with the height of commercial cells for alka-
line electrolysis (100 – 200 cm) 52 or chlor-alkali electrolysis with an oxygen depolarized
cathode (100 – 150 cm). 53,54

3.3.3. LIQUID BREAKTHROUGH FLOW RATE DEPENDS PRIMARILY ON MI-
CROSTRUCTURE

Having established that breakthrough seems inevitable for large scale GDEs operating
between a liquid and a gas phase, the rate of breakthrough becomes a relevant met-
ric. From a practical perspective, liquid breakthrough will be preferred over gas break-
through, as the gas bubbles would cause additional ohmic resistances in the liquid com-
partment. 35 Therefore, we used a gas–liquid phase sensor at the gas compartment outlet
to estimate the liquid breakthrough flow rate, FL, when a current is applied (see SI, Fig-
ure 3.13).

The effect of differential pressure,∆p, and cathode potential on FL is show in Figure 3.14
of the SI. Materials with a thicker CFS and smaller average CFS pore size, d̄pore require a
higher ∆p to allow the same liquid breakthrough flow rate, FL. The thinner TGP-H-060,
for instance, requires an average∆p of 46 mbar to force a FL of 6.3 mLmin−1 cm−2 (see SI,
Figure 3.14). The thicker TGP-H-090, in contrast, requires 58 mbar to achieve the same
flow rate. This phenomenon can be explained by the higher hydrodynamic pressure
drop imposed by the longer flow path through the thicker GDL. Similarly, the pressure
drop is also increased by smaller d̄pore, 43 which is well illustrated by the comparison of
the ELAT cloth with the TGP-H-120 paper. The larger pores of the cloth permits an av-
erage FL of 5.1 mLmin−1 cm−2 at 26 mbar, while the narrower pores of the carbon paper
permit 3.6 mLmin−1 cm−2 at 53 mbar (see SI, Figure 3.13).

The electrowetting effect does not seem to have a strong influence on the permeabil-
ity, as FL does not vary significantly as a function of the cathode potential for all GDE
materials (see SI, Figure 3.14). This limited effect of electrowetting could mean that the
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increasing wettability does not establish many new percolation pathways, but branches
out the flooded pore volume inside of the network. From a hydrodynamic perspective,
we can expect new pathways to only contribute marginally to the overall percolation
flow because they have a smaller pore diameter than the already flooded pores. Ac-
cording to the Hagen-Poiseuille equation, the flow rate through a pore scales with the
fourth power of the diameter (FL,pore ∝ d 4

pore). The relationship between the overall FL

and ∆p is, therefore, mostly determined by the large pores in the percolation flow path,
which are already flooded at higher (less negative) cathode potentials. Advanced imag-
ing techniques, such as X-ray computed tomography, 55–57 would greatly enhance the
understanding of these complex two-phase flow dynamics inside a GDE under operat-
ing conditions.

3.3.4. FARADAIC EFFICIENCY FOR CO DEPENDS ON MICROSTRUCTURE AND

GDE FLOW REGIME
To assess the impact of gas and liquid breakthrough on the Faradaic efficiency for CO,
F ECO, we experimentally tested F ECO for each GDE at different ∆p, thereby inducing
flow regimes of gas breakthrough, flow-by, or liquid breakthrough (Figure 3.5). For each
current density curve, the different marker fillings indicate the flow regime with increas-
ing differential pressure∆p: Empty marker (ΔP1): start of gas flow-through; first shaded
marker (ΔP2): flow-by; second shaded marker (ΔP3): Individual liquid droplets break-
ing through; filled marker (ΔP4): Continuous liquid stream breaking through. We listed
the cathode potential next to the legend for each current density curve because this po-
tential showed little dependence on the ∆p for most materials (see SI, Figure 3.15). The
ELAT carbon cloth seems to be an exception to this because it deformed mechanically
(see SI, Figure 3.18). We tested the stability of the GDEs by repeating the current density
step of −100 mAcm−2 for two substrates (see SI, Figure 3.16).

The highest F ECO is achieved by materials with thinner CFS and/or larger d̄pore, which
allow higher transport rates of CO2 at higher current densities (Figure 3.5). If the supply
of electrons surpasses the diffusional flux of CO2, the excess current is then shifted to the
undesired HER. For example, TGP-H-060 has a thinner CFS than TGP-H-120 (190µm vs.
370µm) and thus exhibits a significantly higher F ECO (81% vs. 46%) at −200 mAcm−2

and ΔP1 (Figure 3.5). Similarly, the broader PSD of the LT1400W cloth in comparison
with the TGP-H-120 paper results in a superior F ECO (84% vs. 46%) at −200 mAcm−2

andΔP1 (Figure 3.5). The higher F ECO achieved with thinner and/or coarser CFS struc-
ture (larger d̄pore) was already known for the stable pressure window, 32 and is now also
confirmed for breakthrough regimes. We note that the apparent effects of CFS thickness
and CFS pore structure have to be treated with caution when comparing materials from
Toray with materials from SGL or ELAT because there also differences in the MPL struc-
ture (Figure 3.3).
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Figure 3.5: Faradaic efficiency for CO, F ECO, as a function of differential pressure, ∆p. The data series corre-
spond to the current densities −10, −100, and −200 mAcm−2 from lighter to darker color. The corresponding
cathode potential against the reversible hydrogen electrode (RHE) is given in the legend of each diagram. The
marker filling indicates the GDE flow regime. The y-axis error represent the standard error for three consec-
utive GC injections. Smaller error bars are covered by the marker. The x-axis error bars were omitted here to
make the representation of the other data more clear. These error bars are identical with the y-axis error bars
in Figure 3.4.

The CO2R performance generally drops with increasing ∆p (Figure 3.5). For instance,
the F ECO at −200 mAcm−2 for SGL 39BC drops from 75% to 69% when ∆p is increased
fromΔP1 toΔP4. The liquid saturation in the pore network of the GDE increases with
∆p, which leads to a lower effective diffusivity for gaseous reactants. 29,30 This diminishes
the mass transfer of CO2 to the CL and reduces the rate of CO2R in favor of the unwanted
HER. The magnitude of this effect, however, depends strongly on the GDE structure.

The CO2R performance of thicker carbon papers falls as a consequence of electrolyte
intrusion (Figure 3.5). The thick TGP-H-120, for example, shows a drop in F ECO from
46% to 27% at −200 mAcm−2 when the ∆p is increased from ΔP1 to ΔP4. In contrast,
the thin TGP-H-060 shows an insignificant drop in F ECO from 81% to 80% for the same
conditions. We can explain the different effects for thin and thick carbon papers with
qualitative saturation curves 29 and schematic pore network models 32,57,58 (Figure 3.6).
The connectivity of the pore bodies (circles) and throats (rectangles) determines the flow



3

82 3. WOVEN GAS DIFFUSION ELECTRODES ENABLE STABLE CO2 ELECTROLYSIS

path the intruding liquid follows. Each throat resists flooding up to its capillary pressure,
pC,i . We hypothesize that a thin paper becomes less saturated because the intruding liq-
uid is drained at a lower liquid breakthrough pressure or percolation threshold, ∆p∗

L or
ΔP3 (Figure 3.6 a). This prevents the liquid from branching out extensively inside the
pore network and lets the thin paper maintain a higher residual gas saturation, S0

G, when
∆p is increased further.

Figure 3.6: Saturation behavior of different CFS structures. The hypothetical saturation curves show how the
liquid intrusion changes the saturation level. The curves start at their residual liquid saturation, S0

L, as the
GDEs were pre-wetted. As ∆p is increased, the saturation ultimately reaches the full effective saturation, at
which the residual gas saturation, S0

G, remains unflooded. 29,59 The schematic pore networks 32,57,58 explain
the difference in saturation at the percolation threshold (ΔP3). The spatial connectivity of the pores deter-
mines the percolation flow path and the liquid breakthrough pressure, ∆p∗

L . The relative order of capillary
pressures is: pC,1 < pC,2 < pC,3 < pC,4 < pC,5. Cracks allow the liquid to bypass the pores with high capillary
pressure

(
pC,5

)
of the MPL. (a) Thin paper: The intruding liquid has to overcome pC,2 and takes a relatively

straight path through the material. (b) Thick paper: The additional layer increases ∆p∗
L by adding a pore with

pC,3 to the flow path. This allows the liquid to branch out more and reach a higher saturation. (c) Cloth: The
liquid follows a direct flow path along pores with the pC,1. No branching occurs because the ∆p is too low to

flood adjacent pores. This leads to high S0
G.

A thick paper, in comparison, has a higher∆p∗
L because the longer flow path has a higher

probability of including a throat with a high capillary pressure. 42 Figure 3.6 b illustrates
this effect with the additional layer of the thick paper, which adds a throat with pC,3 to
the flow path. We think that the additional thickness leads to stronger branching out of
the liquid in two ways. First, the higher ∆p∗

L allows pores with higher pC,i to be flooded.
Second, the longer percolation flow path increases the probability of the liquid to be in
contact with pores that can be flooded. Thus, there are less uninterrupted flow paths
in the gas phase, which reduces the effective diffusivity and leads to a lower F ECO with
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increasing ∆p.

The high CO2R performance of the LT1400W carbon cloth is only minimally affected by
electrolyte intrusion (Figure 3.5). This can be seen by the insignificant reduction of F ECO

from 84% to 83% at −200 mAcm−2 when comparingΔP1 toΔP4. This behavior can be
attributed to the bimodal pore size distribution of the cloth which preferentially drains
the electrolyte through the large pores between the fiber bundles 43 and leaves the ad-
jacent smaller pores available for gas diffusion (Figure 3.6 c). We therefore hypothesize
that the carbon cloth has the highest S0

G of the investigated materials, which allows high
CO2 transport even if liquid breakthrough is occurring.

The modest impact of breakthrough of gas or liquid on the F ECO — at least for materials
bimodal pore structures or thin CFS — has a large practical meaning, as it suggest that
large scale operation of CO2 electrolyzers is still possible at good selectivity, accepting
breakthrough of gas or liquid. To further investigate this implication, we conducted a
more stringent performance test to evaluate how well a GDE based on ELAT LT1400W
would perform inside a cell with a height ≥ 100cm. We varied ∆p from −6 to +109 mbar,
which resulted in a mixed flow regime along the GDE and an average F ECO of 69% (Fig-
ure 3.7 a). More details on this experiments are available in Section 3.5.7 of the SI.

The cloth GDE allows robust CO2 reduction for at least 125 h at current densities close to
−200 mAcm−2 despite experiencing continuous breakthrough due to a liquid overpres-
sure ∆p around 100 mbar. The Faradaic efficiency for CO remains between 55% – 60%.
(Figure 3.7 b). The dips and slight decrease in F ECO were caused by oxygen crossover
(after stopping the purge gas) and interruptions in the control software, while the flood-
ing does not seem to change the Faradaic efficiency significantly over time (see SI, Fig-
ure 3.20).

We hypothesize that the robust CO2 reduction is enabled by the bimodal pore structure
of the cloth, which separates the transport pathways of the gas and electrolyte phase
(Figure 3.7 c). Electrolyte breakthrough must occur through cracks in the MPL and large
pores between the fiber bundles of the cloth (dpore ≈ 85µm). 41 The smaller pores within
the fiber bundles (dpore ≈ 10µm) remained gas-filled and allow the CL to exchange CO2
and CO with the gas channel (Figure 3.7 c). Using the capillary pressure equation pro-
vided by Wood et al., 60 we can estimate that ∆p would need to exceed 138 mbar before
these small pores are also filled with electrolyte.

Based on the promising performance of the cloth GDE, we believe that GDEs with a bi-
modal PSD are able to maintain sufficient gas transport for CO2 electrolysis at high cur-
rent densities even for continuous liquid breakthrough. Compared to operating at lower
overpressure, the Faradaic efficiency is only slightly compromised (Figure 3.7 a). We pro-
pose a CO2 electrolyzer design, which should be scalable to an electrode height of at least
100 cm (Figure 3.7 d). The percolated catholyte is collected and separated from the prod-
uct gas stream inside the catholyte reservoir.
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Figure 3.7: CO2R performance test of ELAT LT1400W carbon cloth GDE: (a) Faradaic efficiency for CO, F ECO,
as a function of differential pressure, ∆p. The cell potential was constant at 10 V (Potentiostat limit). The
current density was between −180 to −200 mAcm−2. The average F ECO was determined by integrating F ECO
numerically over the ∆p range. (b) Robust CO2 electrolysis despite continuous catholyte breakthrough: ∆p
ranged from 80 to 120 mbar. The cell potential was constant at 10 V. The current density was between
−180 to −193 mAcm−2. (c) Transport mechanisms inside flooded cloth GDE cloth: CO2 and gaseous prod-
ucts (CO, H2) can diffuse through the dry, small pores inside the fiber bundles. Liquid electrolyte can pass
through the large pores between the fiber bundles. (d) Proposed scalable CO2 electrolyzer design: The cloth
GDE allows robust CO2 conversion despite electrode breakthrough in lower sections of the cell. More detailed
data on all experiments available in Section 3.5.7 of the SI.

Compared to MEA-based CO2 electrolyzers with anion exchange membranes, 20,61 the
use of a catholyte layer in our proposed design would act as a buffer between the mem-
brane and the catalyst. This would allow the utilization of e.g. a bipolar membrane,
which could reduce CO2 crossover 10,61,62 and allow the deployment of a non-precious
anode made from nickel. 10,24,63 Although the catholyte channel introduces additional
ohmic resistance, it allows a better control of the local reaction environment at high
current densities 8,24 in comparison to MEA electrolyzers, in which the water manage-
ment at the membrane 64 and the cathode 65 or salt formation in the gas channel 66,67

can hinder performance. From a practical perspective, the reactor (Figure 3.7 d) has to
be fed with a sufficiently high electrolyte flow rate to ensure it does not run dry. Liquid
breakthrough rinses the GDE 33 and the gas channel, which limits salt deposition from
carbonate scaling.
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3.4. CONCLUSION
We have studied how structural parameters (CFS structure, CFS thickness, CFS pore size)
and process parameters (differential pressure, cathode potential) influence the scalabil-
ity of gas-fed CO2 electrolyzers with flowing catholyte. The scale-up of an electrolyzer
operating in a flow-by regime is not viable with currently available commercial GDL ma-
terials. The relatively low capillary pressure and electrowetting make it difficult to keep
the fluid phases separated at industrially relevant current densities (≥−200mAcm−2). A
thick carbon paper with a small average CFS pore size (Toray TGP-H-120) achieved the
widest flow-by pressure window of 47 mbar, which corresponds to a relatively modest
electrode height of 48 cm. The same structure, however, leads to a poor diffusivity in the
GDL, which limits F ECO to less than 46%.

Instead, we propose the scale-up of an electrolyzer with a carbon cloth GDE, which can
tolerate GDE flooding and electrolyte breakthrough. We found that a carbon cloth (ELAT
LT1400W) allowed the highest F ECO of 84% at −200mAcm−2. The bimodal pore size
distribution allows this GDE to maintain a high effective diffusivity at higher liquid over-
pressures. The intruding electrolyte preferentially floods the large pores between the
fiber bundles and is drained before it can flood the smaller pores inside of the bun-
dles. This ensures that a significant share of the GDL pores remain available for gas
diffusion despite electrolyte flooding. We demonstrated that this material allows sta-
ble CO production with F ECO ≥ 55% over at least 125 h despite high liquid overpressures
of 100 mbar. This promising electrolyzer design would therefore enable a cell height of
at least 100 cm and operate at an estimated average F ECO of 69% at −200mAcm−2.
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3.5. SUPPORTING INFORMATION
The digital version of the Supporting Information (SI) includes an Excel file with the values for all plotted data
and all recorded experimental parameters for the CO2 electrolysis experiments.

3.5.1. GDE PREPARATION
We prepared each GDE by depositing the CL with a tailor-made automated airbrush coating system (Fig-
ure 2.9). The GDE coating procedure and samples are identical with Chapter 2.

3.5.2. CHARACTERIZATION WITH SEM
The GDE microstructure was visualized with a JSM-6010LA scanning electron microscope (SEM) (JEOL, Japan).
The instrument was equipped with a secondary electron imaging (SEI) detector for morphology and a backscat-
tered electron composition (BEC) detector for elemental contrast imaging. We characterized the CL with SEM
images in Chapter 2. We estimate a thickness of 3.5± 0.2µm. The CL consisted of a Nafion ionomer matrix
with larger Ag agglomerates (200 – 1200 nm) embedded. The agglomerates were formed by smaller primary Ag
particles (79±17nm).

3.5.3. QUALITATIVE COMPARISON OF PORE SIZE DISTRIBUTION
The studied GDLs exhibit the following trends from narrow to wide pore size distributions (PSD): Toray paper
< SGL paper, Cloth (Figure 3.8). We ranked the carbon cloth according to its larger pores because these are
relevant for the flooding resistance. While not all PSD data were available for this specific set of materials, we
leverage measurements on substrates from the same set of materials which are expected to results in minor
influences on the PSD (Figure 3.8). Forner-Cuenca et al. used materials without MPL and without PTFE wet-
proofing. The Nuvant carbon cloth is of a different type than our LT1400W cloth. 41 Additional characterization
data of all used GDE are available in the SI of our recent publication. 32

Figure 3.8: Qualitative comparison of the pore size distributions for the different carbon fiber substrate types.
(a) ELAT carbon cloth (b) SGL carbon paper (c) Toray paper. Note that the substrates shown here differ from
our study because they were not impregnated with PTFE and do not have a MPL. The data is based on mercury
intrusion porosimetry measurements from Forner-Cuenca et al.. 41

3.5.4. ASSEMBLY OF 3-COMPARTMENT CO2 ELECTROLYSIS CELL
The GDEs were installed in a 3-compartment cell (Figure 2.22). The assembly of the cell is described in Sec-
tion 2.5.7.

3.5.5. ENGINEERING OF THE CO2 ELECTROLYSIS SETUP
The CO2 reduction experiments were carried out with the electrolysis setup shown in Figure 2.25. We used
Labview (Version 2018, National Instruments) to record online data of the various sensors and to control the
pump and the electronic valves. Section 2.5.7 of Chapter 2 explains the engineering of the CO2 electrolysis
setup in detail.
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3.5.6. CO2 ELECTROLYSIS WITH VARYING CURRENT DENSITY AND DIFFER-
ENTIAL PRESSURE

The following section contains more detailed descriptions of the methods and data processing for our CO2
electrolysis experiments with varying current density and differential pressure for our six GDL materials. The
sheet “CO2 electrolysis” in the accompanying Excel document of the online article includes detailed values for
all process parameters and resulting Faradaic efficiencies for H2 and CO.

OVERVIEW OF EXPERIMENTAL SEQUENCE FOR GDE TESTING

The overview of the experimental sequence is presented in Figure 3.9. After installing the GDE in the electrol-
ysis cell, we pre-flooded the GDE samples. During this procedure, we measured the flow-by pressure window,
∆p∗, of the initially dry GDE by stepping the pressure up from ΔP1 to ΔP3 and recording the ∆p at which
the GDE flow regime changed. Then, we measured the ∆p∗ of the now wetted GDE by reducing the pressure
back down toΔP3 and recording when the liquid breakthrough ceased (ΔP3 of wet GDE) and when the gas
breakthrough started (ΔP1).

Second, we carried out the CO2 electrolysis run with the current densities −10, −100, and −200 mAcm−2 at the
different flow regimesΔP1,ΔP2,ΔP3, andΔP4 (Figure 3.9). Typically, the setting of eachΔP took less than
10 min. After the process parameters were set, we waited for 6 min so the system could equilibrate. We then
carried out three GC injections.

Figure 3.9: Overview of experimental sequence for GDE testing. 1. Pre-flooding and measurement of the flow-
by pressure windows, ∆p∗, for the initially dry GDE and the pre-wetted GDE. 2. CO2 electrolysis run with the

current densities −10, −100, and −200 mAcm−2. During each current density step, we adjusted the liquid
backpressure to set the four characteristic flow regimes at the GDE interface: (ΔP1) Transition from flow-
through to flow-by, (ΔP2) Flow-by (no breakthrough), (ΔP3) Individual droplets breaking through, and (ΔP4):
Continuous liquid stream breaking through. The setting of the pressure points took less than 10 min. For each
parameter set of current density and GDE flow regime, we let the system equilibrate for 6 min before carrying
out three GC injections.
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FLOW-BY PRESSURE WINDOW OF GDL, DRY GDE, AND WET GDE
We pre-flooded the GDEs before carrying out the CO2 electrolysis run (Figure 3.9) to take the differences in
flooding behavior of a dry GDE and a wet GDE into account. This ensures that the effects of the cathode po-
tential on ∆p∗ the CO2 electrolysis run are isolated from the effect of residual liquid saturation, S0

L. The flood-
ing behavior of porous gas diffusion media can be characterized by a capillary pressure curve (Figure 3.10).
Typically, the flooding of hydrophobic pores with a non-wetting fluid requires higher capillary pressures when
it is carried out the first time (Dry GDE) in comparison to subsequent flooding cycles (Wet GDE). This phe-
nomenon can be explained through residual water being present in the network, which reduces the mechani-
cal work necessary to force water into the hydrophobic pores during subsequent cycles. 29,68

Figure 3.10: Qualitative capillary pressure curves for first flooding (Dry GDE) and subsequent flooding cycles
(Wet GDE). The liquid saturation increases with increasing liquid pressure until it reaches the residual gas
saturation, S0

G. Reducing the liquid pressure leads to a drainage of the pore volume and a reduction of the

liquid saturation down to the residual liquid saturation, S0
L. 29 Adapted from Figure 11 of Gostik et al.. 68

The flow-by pressure window ∆p∗ of the wet GDE constitutes a worst case assumption for the flooding resis-
tance of a GDL material (Figure 3.11). In comparison with the uncoated GDL, the deposition of the CL reduces
the liquid breakthrough pressure ∆p∗

L because the CL consists of the more hydrophilic materials silver and

Nafion. 32 The pre-flooding shifts ∆p∗
L of the initially dry GDEs to even more negative values and leads to a

narrower ∆p∗ for most samples (wet GDE).
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Figure 3.11: Change of the flooding resistance due to application of CL and pre-flooding of the GDE. Determi-
nation of flow-by pressure window (at open circuit),∆p∗ =∆p∗

L −∆p∗
G, for uncoated GDL (MPL + CFS), coated

GDE (CL + MPL + CFS), and pre-flooded/wet GDE. Upper limit of bar chart: Liquid breakthrough pressure,
∆p∗

L . Lower limit: Gas breakthrough pressure, ∆p∗
G. The gas breakthrough pressure limit of the uncoated GDL

samples was not measured; we assume that it was 0 mbar. The arrows next to the bar charts indicate the corre-
sponding flow-by pressure window, ∆p∗. The GDL data and (dry) GDE data are identical with the data of our
previous publication. 32 The listed values for the wet GDE are based on measurements of a single sample. For
the breakthrough pressures, we estimated errors of σp∗

G
=±10mbar and σp∗

L
=±10mbar of all GDEs based on

the work of Mortazavi et al. 42 The error of the flow-by pressure window,∆p∗, was estimated with the Gaussian
error propagation.
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LIQUID BREAKTHROUGH DEPENDS ON DIFFERENTIAL PRESSURE AND CURRENT DENSITY

We calculated the liquid breakthrough flow rate, FL, with a mass balance around the gas compartment and
with the data of the gas–liquid phase sensor attached to the outlet of the gas compartment (Figure 3.12).

Figure 3.12: Determination of liquid breakthrough flow rate, FL, with a mass balance around the gas compart-
ment. The gas feed flow rate at normal conditions is FG,MFC. The feed gas has the pressure pG, the temperature
TG, and the volumetric flow rate FG at the reactor inlet. The total two-phase flow rate is Ftotal. The volumetric
gas and liquid fractions are xG and xL. (b) Measurement of xG and xL with the gas–liquid sensor at the gas
compartment outlet.

Electrolyte that broke through the GDE left through the tubing at the bottom of the reactor (Figure 3.12 a). The
two-phase flow in the outlet tube consists of liquid electrolyte and the product gas of the reactor. The volu-
metric gas fraction, xG, and the volumetric liquid fraction, xL, add up to 100% (3.1). The volumetric gas flow
rate, FG, and the volumetric liquid flow rate, FL, add up to the total volumetric flow rate, Ftotal, in mLmin−1

(3.2). The value of FG and Ftotal are connected through xG (3.3).

1 = xG +xL (3.1)

Ftotal = FG +FL (3.2)

FG = Ftotal · xG (3.3)

We can solve the equation system for the desired FL by bringing FL to the left side of (3.2). We then substitute
Ftotal with (3.3) and exclude FG to receive (3.4). The values of FG and xG are available through experimental
data.

FL = Ftotal −FG = FG

xG
−FG = FG

(
1

xG
−1

)
(3.4)

The gas flow rate, FG, in the outlet tube is determined from the gas feed flow rate, FG,MFC. We can assume the
FG,MFC changes little while passing through the reactor because CO2 is supplied in large excess. The CO2R re-
action would have little effect on the volumetric flow rate because each converted molecule of CO2 is replaced
with a molecule of CO. We assume that the HER does not contribute to FG because we observed the formation
of hydrogen bubbles at the liquid side of the CL. Any evolved hydrogen, therefore, should leave the reactor
through the liquid outlet instead of the gas outlet.
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The feed flow rate, FG,MFC, has a value of 50 mLn min−1 (normal conditions: 0 ◦C, 1.013 bar (a)). We adjusted
this flow rate to the conditions in the reactor with the ideal gas equation. We assumed that the gas tempera-
ture, TG, remained constant at the feed temperature of 20 ◦C. The gas pressure, pG, was measured with the gas
sensor in front of the reactor. The data are available in the accompanying Excel sheet.

The volumetric gas fraction, xG, in the outlet tube can be estimated from the phase sensor data (Figure 3.12 b).
A liquid slug that passes through the sensor, causes a peak in the analog output voltage. We converted the ana-
log data signals to digital data signals by applying a threshold filter. A value of 0 for the digital data indicates
that gas is present at the sensor; a value of 1 indicates that liquid is present. We integrated the sensor data for
each experimental setting (current density step and differential pressure) to determine the averaged value of
xG.

The measured FL determined with (3.4) was corrected with a non-linear calibration curve (Figure 3.13). This
was necessary because the actual and the measured FL start deviating from each other at higher flow rates.
This deviation can be attributed to a number of phenomena:

• The data acquisition rate of 20 Hz limits the signal’s time resolution

• The liquid slugs deviate from an ideal cylinder shape. This makes the slug volume calculation inaccu-
rate.

• The two-phase flow is less steady at high flow rates.

For these reasons, the error starts increasing at higher flow rates, which makes it more difficult to distinguish
higher flow rates from each other. At low flow rates, for example, we calculate a measured FL of 2.9 mLmin−1 cm−2

(3.4), which corresponds to an actual flow rate of 2.8±0.2mLmin−1 cm−2. If we compare this to a higher flow
rate of 15.9 mLmin−1 cm−2, this then corresponds to 10.0±3.9mLmin−1 cm−2.

Figure 3.13: Gas–liquid sensor calibration of the liquid breakthrough flow rate, FL. The measured FL was de-
termined with the sensors and calibrated against the actual liquid flow rate. The markers represent the average
measured FL, the error bars represent the standard error determined through three independent calibration
runs. The data acquisition rate of the sensor was 20 Hz. We used a linear interpolation between the data points
to correct all data from the CO2 electrolysis experiments.
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Our values for FL are a bit larger, but in a similar order of magnitude as in the study on the flooding behavior of
SGL 39BC reported by Mot et al. (Table 3.1). 31 A possible explanation for the different values for FL might be
the different techniques used to measure ∆p. De Mot et al. determined ∆p by comparing the pressure of the
gas and the liquid inlet line. This measurement technique exaggerates the ∆p between the gas and the liquid
compartment because it neglects the hydrodynamic pressure drops in the gas and in the liquid feed lines. The
reported FL, therefore, might correspond to a lower value of ∆p than 30 mbar. The resulting FL is shown in
Figure 3.14 for the different materials in dependence of differential pressure, ∆p, and cathode potential.

Table 3.1: Comparison of liquid breakthrough flow rates with literature.

Data set De Mot et al. 31 This work
Electrode parameters
CL composition 70 wt% Sn, 30 wt% Nafion 80 wt% Ag, 20 wt% Nafion
CL loading 0.75 mg Sn cm−2 1 mg Ag cm−2

GDL substrate SGL 39BC SGL 39BC
Electrode area 16 cm2 3.8 cm2

Process parameters
Current density −100 mAcm−2 −100 mAcm−2

∆p 30 mbar 30 mbar
∆p measurement technique between inlets between compartments
Resulting liquid breakthrough flow rate
FL 0.1 mLmin−1 cm−2 0.9±0.12mLmin−1 cm−2

FL measurement technique weighing inline gas–liquid sensor
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Figure 3.14: Liquid breakthrough flow rates FL as a function of differential pressureΔp. The series of mark-
ers corresponds to the current densities -10, -100, and −200 mAcm−2. The y-axis error bars represent the
estimated error of the calibration curve (Figure 3.13). The x-axis error bars represent the sample standard de-
viation of the recorded differential pressure. The transition from individual liquid droplets to a continuous
liquid breaking through occurred around 1 mLmin−1 cm−2.
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CATHODE POTENTIAL DEPENDS ON DIFFERENTIAL PRESSURE AND CURRENT DENSITY

The cathode potentials, ECathode, recorded during the CO2 electrolysis experiments with varying current den-
sity and differential pressure are shown in Figure 3.15.

Figure 3.15: Cathode potential, ECathode, as a function of differential pressure, ∆p. The data series correspond
to the current densities −10 (◦), −100 (△), and −200 mAcm−2 (□) from lighter to darker color. The marker
filling indicates the GDE flow regime. The y-axis error bars represent the sample standard deviation of the
recorded potential. Some measurements of TGP-H-120 and LT1400W suffered from high fluctuations in the
cathode potential due to gas bubbles blocking the reference electrode. The marker outline of these outliers is
marked in red. The x-axis error bars represent the sample standard deviation of the recorded ∆p.

With increasing current density, ECathode increases due to the electrochemical overpotential of the CO2R and
the HER taking place. For most materials, ECathode, does not depend strongly on ∆p. For the ELAT LT1400W
carbon cloth, however, the potential becomes more negative with increasing ∆p. At a current density of
−200 mAcm−2, for example, ECathode drops from −1.57 V vs. RHE at +5 mbar to −1.83 V vs. RHE at +25 mbar.
We think this phenomenon can be explained by the flexibility of the cloth, which makes it deform at higher liq-
uid overpressures. This mechanical deformation then increases the distance between the reference electrode
and the cathode, which leads to an uncompensated ohmic resistance. The other materials are less flexible be-
cause the binder in the carbon paper makes them rigid. We discuss this effect in more detail in the next section
(Figure 3.18).
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STABILITY DURING CO2 ELECTROLYSIS WITH VARYING DIFFERENTIAL PRESSURES

The electrochemical performance of GDEs can decrease over time due to mechanisms like catalyst leaching
or deactivation, salt formation, and/or loss of GDE hydrophobicity. We tested the stability of our GDE mate-
rials to ensure their performance was sufficiently stable during the 4.5 h of our main CO2 electrolysis run. In
a previous publication, we showed that the GDE based on SGL 39BC did not show any significant loss in the
Faradaic efficiency for CO, F ECO, over a run time of 2 h at a current density of −190 mAcm−2. 32 In this publi-
cation, we present additional results for GDEs based on TGP-H-060 and TGP-H-120. We tested the stability of
these GDEs by repeating the experiments with the parameter set ofΔP1 and −100 mAcm−2 after completing
the main CO2 electrolysis run (Figure 3.16).

Figure 3.16: Stability test with TGP-H-060 and TGP-H-120 carbon papers. After the main CO2 electrolysis run

(duration of 4.5 h), we repeated the parameter set of ΔP1 and −100 mAcm−2 (duration of 7 min). TGP-H-
060: (a) Faradaic efficiency, F ECO, for all parameter sets (combination of current density and GDE flow regime
∆p) of the main CO2 electrolysis run and the repeated experiment. (b) Comparison of F ECO at ΔP1 and
−100 mAcm−2 between main run (initial) and repeat experiment. TGP-H-120: (c) F ECO for all parameter sets
of the main CO2 electrolysis run and the repeat experiment. (d) Comparison between main run (initial) and
repeat experiment.

For TGP-H-060, the comparison of the initial F ECO recorded atΔP1 and −100 mAcm−2 shows no significant
reduction in CO2 reduction performance (Figure 3.16 b). In contrast, TGP-H-120 showed a slight performance
loss during the 4.5 h electrolysis run. This can be seen in the drop of F ECO from 82% for the initial experiment
to 72% for the repeat experiment (Figure 3.16 d), which corresponds to a relative decrease of 12%. These results
implies that the effect of the GDE flow regime is partially convoluted with this loss in performance, especially
at the highest current density.
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A possible explanation for the deactivation of the GDE could be the leaching of Ag from the catalyst layer into
the electrolyte. Another explanation could be the contamination of the cathode GDE with other metals, which
catalyze the HER reaction, such as Fe or Ni. 69 We used ICP-OES to measure the concentrations of metal ions
in the electrolyte after the electrolysis procedure to test these hypotheses (Table 3.2).

Table 3.2: Leaching and contamination study: Metal concentrations in 1 M KHCO3 electrolyte determined

with ICP-OES. Detection limit: 0.01 mgL−1.

Experiment Run time Ag Fe Ni
Blank 0 h < 0.01mgL−1 0.02 mgL−1 < 0.01mgL−1

TGP-H-060 4.5 h + 0.5 h < 0.01mgL−1 0.08 mgL−1 0.09 mgL−1

TGP-H-120 4.5 h + 0.5 h < 0.01mgL−1 0.14 mgL−1 0.11 mgL−1

The leaching of Ag probably does not significantly contribute to the performance decrease of the GDE. Our
data shows that Ag concentration in the electrolyte remained below the detection limit (Table 3.2). This means
that in the worst case, there might be up to 0.01 mg Ag L−1 in the 60 mL of electrolyte. We can estimate that
this would correspond up to 0.016% of the Ag on the GDE being leached, which has an area of 3.8 cm2 and a
loading of 1 mg cm−2. The leaching of Ag seems an unlikely explanation for the deactivation, however, be-
cause we would expect the leaching rates and the resulting deactivation to be similar for the two GDE samples.
This is evidently not the case because TGP-H-120 exhibited a stronger performance decrease than TGP-H-060
(Figure 3.16 d).

The contamination with Fe or Ni, similarly, also seems an unlikely explanation for the degradation because it
can not explain the difference between the two samples. We measured a slight increase in the Fe and Ni con-
centrations compared to the blank sample (Table 3.2). These contaminants likely originate from the contact
of the electrolyte with the tubes, fittings, and valves made from stainless steel (Grade 316). We did not detect
any Fe or Ni on the surface of the TGP-H-060 sample with XPS (results not shown).

Another possible explanation for the loss of CO2 reduction performance of TGP-H-120 could be the (electro-)
chemical degradation of the CFS, which is associated with HER and can lead to a loss of hydrophobicity (lower
contact angle). 51 This phenomenon could have led to additional flooding of the GDE and a decrease in CO2
diffusivity. However, we did not measure any significant change of the contact angle due to the CO2 electroly-
sis run to support this hypothesis (Table 3.3).

Table 3.3: Comparison of the CFS static contact angle, θCFS, ± the standard error before electrolysis and after
CO2 electrolysis run. The data was originally published in our previous publication. 32

Experiment θCFS before θCFS after
TGP-H-060 147±1.0 148±0.6
TGP-H-120 148±0.4 149±0.4

The performance loss of TGP-H-120 (Figure 3.16) might be due to a change inside of the pore network. The
residual liquid saturation might have increased over the course of the experiment due to salt formation or
loss of hydrophobicity inside of the pores. Precipitated salt could have also blocked pores. These phenomena
might have decreased the CO2 diffusion for the repeat experiment. This kind of deactivation mechanism could

be investigated with X-ray tomographic microscopy 27,55 in future studies.
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3.5.7. CO2 ELECTROLYSIS PERFORMANCE TEST WITH CARBON CLOTH
We conducted a performance test of the carbon cloth GDE for 120 h with a ∆p of up to 120 mbar. This test
should be able to estimate the local performance at the bottom of a CO2 electrolyzer, which is subject to a
hydrostatic pressure difference between catholyte and gas phase. At this high liquid overpressure, electrolyte
breaks through the GDE continuously. We used the sample GDE sample based on the ELAT LT1400W carbon
cloth that we previously tested in our CO2 electrolysis run with varying ∆p and current density (Section 3.5.6).
We used a check valve with a cracking pressure of 69 mbar at the outlet of the gas compartment. The complete
data set is available in the sheet "ELAT flow through run" in the accompanying Excel file.

FARADAIC EFFICIENCY AND CATHODE POTENTIAL DEPENDS ON DIFFERENTIAL PRESSURE

To determine the average F ECO over the height of a reactor with mixed flow regime (Figure 3.17 a), we var-
ied ∆p from −6 mbar to 109 mbar while the potentiostat was set to a galvanostatic current density step of
−200 mAcm−2. The F ECO ranged from 80% to 60% over the different flow regimes (flow-by to continuous
liquid breakthrough). The data points in the flow-by regime (∆p = −6mbar) correspond to the top of a hy-
pothetical reactor; the data points with continuous liquid flow-through (∆p = 109mbar) correspond to the
bottom of a hypothetical reactor. We determined the weighted average F ECO of 69% by integrating the F ECO
over the corresponding range of ∆p. The calculations are included in the sheet "Average FE_CO cloth" of the
Excel file.

Figure 3.17: (a) Larger version of Figure 3.7 a: Faradaic efficiency for CO, F ECO, as a function of differential
pressure, ∆p. The cell potential was constant at 10 V (Potentiostat limit). The average F ECO was determined
by integrating F ECO numerically over the ∆p range. The blue arrows below the F ECO data points indicate the
GDE flow regime. (b) Current density (left axis) and cathode potential, Ecathode, as a function of ∆p. The large
error bars of the first three data points were caused by bubble formation between the cathode surface and the
reference electrode.

While we were able to reach the current density set point of −200 mAcm−2 in the flow-by regime, the poten-
tiostat only achieved −183 mAcm−2 at higher ∆p (Figure 3.17). The current density was limited because the
cathode potential increased significantly beyond ∆p ≥ 22mbar, which let the potentiostat reach the cell po-
tential limit of 10 V. It is important to understand the source of this increased cathode overpotential to improve
the energy efficiency of the process.
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The decreasing Ecathode (Figure 3.17 b) might impact F ECO in addition to the effects of ∆p. According to a ki-
netic study of an Ag electrocatalyst in KHCO3 by Jaramillo et al., 70 higher cathode overpotentials can favor the
kinetics of HER. Therefore, it is possible that the decreasing Ecathode changes the relative kinetics of the CO2R
and HER. These kinetic effects are convoluted with mass transfer limitation effects at high current density mak-
ing it difficult to assess their relative importance. The data in Figure 3.17 suggest that there is no significant
correlation between Ecathode and F ECO for the investigated GDE. For example, F ECO remains constant while
Ecathode drops from -1.35 V to -2.47 V (∆p =−5mbar vs. ∆p = 23mbar). Further, the drop in F ECO from 71%
to 61% occurs without a change in Ecathode (∆p = 36mbar vs. ∆p = 51mbar). Therefore, we can assume that
F ECO depends predominantly on the CO2 mass transfer, which is a function of∆p and the saturation behavior
of the GDE’s pore network.

The decrease in cathode potential is caused by the deformation of the flexible carbon cloth through liquid over-
pressure. The cathode potential was measured with an Ag/AgCl micro-reference electrode, which was placed
with a gap of 0.5 mm from the GDE surface (Figure 3.18 a). The cathode potential was compensated for the
ohmic resistance arising in this small gap. We observed that the carbon cloth bulged at higher ∆p due to the
mechanical pressure from the liquid side (Figure 3.18 b). The bulging increased the gap between the cathode
and the reference electrode, which introduced an uncompensated potential drop (Figure 3.18 c). The effect of
this increased gap on the apparent cathode potential is substantial because of the low electrolyte conductiv-
ity of κ = 0.077Scm−1 (Figure 3.18 d). 71 For example, the gap of 4 mm would increase the apparent cathode
potential by 0.95 V at −183 mAcm−2. Therefore, the mechanical deformation can explain the more negative
cathode potential observed at higher values for ∆p in Figure 3.15 and Figure 3.17. While the bulging of the
cloth GDE introduces a systematic error into measured cathode potential of our lab experiments, this phe-
nomenon does not inherently limit the energy efficiency of this material for application. The flexible cloth can
be supported mechanically with a rigid mesh and/or a gas flow field, which also serves as a current collector.

Figure 3.18: Cloth deformation increases apparent cathode overpotential. (a) At ∆p = 0mbar, the ohmic re-
sistance arising in the 0.5 mm gap between cathode GDE and the micro-reference electrode is compensated.
(b) Disassembled cell after imposing a liquid overpressure of ∆p = 10mbar: The cloth bulged by about 2 mm.
(c) Liquid overpressures introduce an unknown additional gap, x2, between the reference electrode and the
cathode. (d) Uncompensated potential, Eu, as a function of the additional gap width, x2. The 1 M KHCO3 had

ionic conductivity, conductivity of κ= 0.077Scm−1. 71
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PERFORMANCE TEST WITH CONTINUOUS LIQUID BREAKTHROUGH

To carry out the more stringent CO2 performance test (Figure 3.7 b), the potentiostat was set to a galvanostatic

current density step of −200 mAcm−2 continuously for 125 h. We were, however, only able to reach a current
density of −180 mAcm−2 to −193 mAcm−2 because of the cell potential limit of 10 V (Figure 3.19). The ∆p
ranged from 80 to 100 mbar, which is discussed further below (Figure 3.21).

Figure 3.19: CO2R performance test of ELAT LT1400W carbon cloth GDE exhibiting continuous catholyte
breakthrough: ∆p ranged from 80 to 120 mbar: Current density (left axis) and cathode potential, Ecathode,
over the run time.

The F ECO remained stable at 60±4.5% for 10 h (Figure 3.20 a). We had to depressurize and restart the elec-
trolysis system three times because of technical issues (Labview program crashed, had to switch to new CO2
tank). These restarts had a negative effect on F ECO. It is unclear to us why it took the F ECO several hours to
re-stabilize to a steady state value because it only took several minutes to re-pressurize the electrolyzer after a
restart. We highlighted the data points for which the system was still re-stabilizing.

The system was operating at an average F ECO of 55±6.8% at the end of the performance test (Figure 3.20 a). We
hypothesize that this reduction in performance was not due to a change in the GDE, but due to the reduction
of the purge flow rate during the run (Figure 3.20 c), which lead to an increased crossover of gaseous products
within the system. The errors in Faradaic efficiency increase after 20 h run time because the reduction of the
purge flow rate lead to a stronger fluctuation of the product gas flow rate measured at the mass flow meter.

We can support this crossover hypothesis by comparing the Faradaic efficiency for the cathode reactions
(CO2R and H2; Figure 3.20 b) with the anode side reactions (OER; Figure 3.20 c). For the first 20 h of the elec-

trolysis run, the CO2 purge flow rate was 80 mLn min−1 (Figure 3.20 c). During this time the combined Faradaic
efficiency on the cathode side, F ECO+H2

, add up to an average of 83±6.5% (Figure 3.20 b). The Faradic effi-
ciency on the anode side, F EO2

, has an average value of 95%±4.6%. The F E probably does not reach 100%
because a part of the product gases (O2, CO, H2) remains dissolved in the electrolyte and is then feed to the
"wrong" electrode by the pump. This way, for example, a part of the O2 produced at the anode could remain
dissolved in the electrolyte and be feed to the cathode, where the oxygen reduction reaction (ORR) can take
place (O2 +4e – −−→ 4OH – ). 37 Because this reaction would consume part of the current at the cathode, the
F ECO+H2

would be lower than 100%.

After the 25 h we reduced the CO2 purge flow rate to 10 mLn min−1 to reduce the CO2 consumption from
the supply tank (Figure 3.20 c). This reduced purge flow increased the crossover of gaseous products in the
system because dissolved product gases were being removed from the electrolyte bottle less effectively. As a
consequence, the deficits in F E increased for both electrodes. On the cathode side, F ECO+H2

dropped from an
average of 83±6.5% to 78±8.9% (Figure 3.20 b). On the anode side, F EO2

dropped from 95±6.5% to 87±6.3%
(Figure 3.20 b). We argue, therefore, this product gas crossover is a primary reason for the reduction in F ECO
from 60% to 55% over the course of the experiment (Figure 3.20 a). No other gaseous products were detected
with the gas chromatography system (CH4, C2H4, or C2H6).
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Figure 3.20: (a) Faradaic efficiency for CO, F ECO, (left y-axis) and current density (right y-axis) over the run
time. No GC data is available for the periods when the GC was idle or when we had to restart the system.
The electrolysis system required several hours to re-stabilize the F ECO values after each restart. These non-
representative data points are highlighted with grey diamond markers (⋄). (b) Combined Faradaic efficiency
for CO and H2, F ECO+H2

, and F EH2
, over the run time. (c) Faradic efficiency for O2, F EO2

, and CO2 purge flow
rate over run time.

We analyzed a sample of the electrolyte after the run with HPLC to determine any liquid products. The aver-
age Faradaic efficiency for formic acid was 0.3%. We detected trace amounts of acetic acid. No ethanol was
detected. It is not clear to us why the F E deficit is not the same for both electrodes. The electrolyte pH after
the experiment was 7.55, which is slightly higher than the initial pH of 7.41 (20 ◦C).

For the first 10 h of the experiment, we kept the setpoint of the liquid backpressure, pL,back, constant at
750 mbar (Figure 3.21 a). The gas feed pressure, pG, fell steadily during this time. This resulted in a drift in
the differential pressure across the GDE, ∆p, from 50 mbar to 80 mbar. We adjusted pL,back for the last 100 h
of the experiment to stabilize the drifting ∆p at 100 mbar (Figure 3.21 b). The falling pG seems to have little
effect on the F ECO (Figure 3.20 a).
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Figure 3.21: (a) Liquid backpressure, pL,back, at the control valve, gas feed pressure, pG, and differential pres-
sure across GDE, ∆p, over the run time. (b) Detail view of ∆p over the run time.

The drifting ∆p (Figure 3.21) could be explained by a reduction in the liquid permeability over the course of
the experiment. This might be due to carbonate salt formation or mechanical deformation of the GDE, which
blocks some pores. A reduction in liquid permeability would have reduced the liquid breakthrough flow rate
at a constant pL,back, which then would have also reduced pG. We can expect the pG to fall in this situation
because a lower combined liquid and gas flow rate (Figure 3.12) has to be forced through the check valve at
the outlet of the gas compartment, which results in a lower pressure drop. Unfortunately, the exact liquid
breakthrough flow rate is unknown because it exceeded the range of our gas–liquid phase sensor (Figure 3.13).

POST-ELECTROLYSIS CHARACTERIZATION

After electrolysis, we rinsed the GDE with IPA and dried it to perform additional characterization. The SEI and
BEC images (x100) show the presence of large salt crystals, which have a diameter of 10 – 50µm (Table 3.4).
They appear in medium grey scale in the BEC images because they have a higher density than the carbon
background and a lower density than the Ag particles of the CL (small white dots). These crystals are carbon-
ate salts which precipitate due to the alkaline environment at the cathode. 72,73 They are even more clearly
visible at higher magnifications (Table 3.5).



3

102 3. WOVEN GAS DIFFUSION ELECTRODES ENABLE STABLE CO2 ELECTROLYSIS

Table 3.4: Salt formation on ELAT LT1400W GDE: Scanning electron microscope images of the catalyst layer
after the 125 h performance test at different magnifications (x100 – x500). Left: Secondary electron imaging
(SEI) for morphology, Right: Back scattered electron composition (BEC) detector for elemental contrast imag-
ing. Dark grey domains in the BEC images indicate the carbon-rich MPL and carbon fibers. Medium grey
domains indicate carbonate salt crystals. Light grey domains indicate dispersed Ag nanoparticles in a Nafion
matrix.

We can assume that the carbonate formation on the CL (Table 3.5) has a detrimental effect on the CO2R per-
formance because it reduces the active area of the CL. It is unclear, however, if the salt formation leads to a slow
decrease in F ECO over time or if its effect stabilizes after an equilibration period. During such a period, the
salt formation could have reached an equilibrium state, in which the rate of nucleation and growth of crystals
equals the rate of dissolution and/or detachment.
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Table 3.5: Salt formation on ELAT LT1400W GDE: Scanning electron microscope images of the catalyst layer
after the 125 h performance test at different magnifications (x1000 – x5000). Left: Secondary electron imag-
ing (SEI) for morphology, Right: Back scattered electron composition (BEC) detector for elemental contrast
imaging. Dark grey domains in the BEC images indicate the carbon-rich MPL and carbon fibers. Medium grey
domains indicate carbonate salt crystals. Light grey domains indicate dispersed Ag nanoparticles in a Nafion
matrix.
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We also observed precipitates in the shape of scales on fibers of the CFS (Table 3.6), which have a higher den-
sity than the carbon fibers according to the BEC images. These precipitates are probably also carbonate salts.

Table 3.6: Salt formation on ELAT LT1400W GDE: Scanning electron microscope images of the carbon fiber
substrate after the 125 h performance test at different magnifications (x100 – x500). Left: Secondary electron
imaging (SEI) for morphology, Right: Back scattered electron composition (BEC) detector for elemental con-
trast imaging.
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We measured the static contact angle to assess how much the salt formation affected the wettability. While
θCFS did not change significantly after 4.5 h of CO2 electrolysis , it decreased slightly from 147◦ (fresh CFS) to
140◦ after 125 h (Table 3.7). This reduction could be caused by the hygroscopic properties of the salts formed
on the carbon fibers. The θCL seems to have fallen from 138◦ to 78◦ degrees after the 4.5 h experiment, but
then increased again to 102◦ after the 125 h experiment. The later increase in observed contact angle could be
explained by an increase in CL roughness due salt formation and/or mechanical deformation, which can lead
to an enhancement of the observed contact angle according to the Cassie-Baxter model. 45

Table 3.7: ELAT LT1400W after 125 h performance test: Static contact angles θi ± standard error of different
layers i .

Layer Fresh GDE 32 After 4.5 h(Figure 3.9) 32 After 125 (Figure 3.20)
θCFS 147±0.8◦ 150±1.8◦ 140±0.9◦
θMPL 150±1.4◦ - -
θCL 138±1.7◦ 78±4.1◦ 102±3.8◦

The carbonate formation on the CFS (Table 3.6) could also decrease the F ECO over time (Figure 3.20) because
a lower θCFS could lead to a decrease in effective diffusivity of CO2. It is, however, possible that the internal
pore surfaces remain unaffected because the precipitation seems to be mostly present on the external surface.

It is difficult to quantify any mechanical deformation because defects were already present in the fresh MPL
(Table 3.8). For this reason, it is unclear if the cracks present after 125 h of liquid flow-through were already
present before or were created through the mechanical pressure of the liquid.

Table 3.8: Scanning electron microscope images of ELAT LT1400W defects: Comparison of MPL cracks in fresh
MPL and CL after 125 h of liquid flow-through.
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The Ag nanoparticles in the catalyst layer were highly stable during the 125 h performance test because they
do not seem to have changed in size (Table 3.9). This finding indicates that the Nafion matrix of the CL can
effectively prevent aging and/or agglomeration during sustained electrolysis conditions. We complemented
the SEM characterization with X-ray diffraction (XRD) measurements. The XRD characterization shows no
significant increase in the crystallite size obtained for the peak corresponding to the (111) crystal plane, L(111),
estimated with the Scherrer evaluation (Figure 3.22). This supports the claim that the Ag nanoparticles were
highly stable during our experiment.

Table 3.9: BEC images of Ag nanoparticles in Nafion matrix of the catalyst layer (CL): Left: Ag nanoparticles in
fragments of fresh CL. 32 Right: Ag nanoparticles on front face of CL after 125 h performance test.
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Figure 3.22: X-ray diffractograms for fresh catalyst layer (CL) and for CL after 125 h of electrolysis at
−183 mAcm−2 obtained with a Bruker D8 Advance diffractometer. X-ray source (40 kV, 25 mA): Cu tube with
characteristic wavelengths of Kα1 (100) = 1.5406Å and Kα2 (100) = 1.54439Å. Position sensitive detector:
Lynxeye. The sample was analyzed in the Bragg-Brentano geometry with a step size of 0.01◦ and an acqui-
sition time of 0.1 s. The sample was illuminated with a divergence slit setting of 5 mm. The diffractograms
were processed with DiffracSuite EVA (5.1) software. We corrected the XRD patterns for the Kα2 radiation and
carried out a sample height correction. The Powder Diffraction File©(PDF)-2004 database of the International
Centre for Diffraction Data powder diffraction file was used for peak assignment. The Scherrer evaluation was
used to determine the crystallite size, L(111), corresponding to the (111) plane.
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Further, we can assume that there is no significant leaching of Ag into the electrolyte because the concentration
of Ag in the electrolyte remained below the detection limit of the ICP-OES analysis (Table 3.10). We detected
small concentration of Fe and Ni in the electrolyte. These metals must have leached into the electrolyte from
stainless steel parts (Type 316 stainless steel) in the flow path. In theory, these metals could electrodeposit on
the cathode and have negative impact on the Faradaic efficiency for CO2R because they catalyze the HER. 69

For this reason electrolyzers should be designed without any stainless steel parts in the flow path to avoid any
contamination.

Table 3.10: Leaching and contamination study: Metal concentrations in 1 M KHCO3 electrolyte determined

with ICP-OES. Detection limit: 0.01 mgL−1.

Experiment Ag Fe Ni
0 h (Blank) < 0.01mgL−1 0.02 mgL−1 < 0.01mgL−1

125 h < 0.01mgL−1 0.57 mgL−1 0.26 mgL−1

CAPILLARY PRESSURE CALCULATION WITH OWENS-WENDT MODEL

We use (3.5) to estimate a capillary pressure of pC = 138mbar necessary to fill the space within the fiber bun-
dles with electrolyte. It is a modified version of the Young-Laplace equation, which takes the internal contact
angle and the heterogeneous GDL surface according to the Owens-Wendt model into account. 60 We approxi-
mate the properties of the wetting electrolyte with the properties of pure water. We estimate the radius of the
water surface, rH2O, between the individual carbon fibers with 5µm. The surface tension of water at 20 ◦C is

σH2O = 0.073Nm−1. The dispersive energy component (σD
H2O = 0.019Jm−2) and the overall surface energy

(γsub = 0.020Jm−2) were taken from Table II from Wood et al.. 60 Note that the sign of pC is negative because
the surface tension of water exceeds the term for the attractive forces of the surface. This means that the sur-
face is not wetted spontaneously and is hydrophobic.

pC = 4

rH2O

(√
σD

H2O ·γsub −
σH2O

2

)
=−138mbar (3.5)

3.6. ACKNOWLEDGEMENTS
We thank Christiaan Schinkel, Stefan ten Hagen, and Duco Bosma for their engineering
support. This project has received funding from the European Research Council (ERC)
under the European Union’s Horizon 2020 research and innovation programme (grant
agreement No 852115).



REFERENCES

3

109

REFERENCES
[1] R. I. Masel, Z. Liu, H. Yang, J. J. Kaczur, D. Carrillo, S. Ren, D. Salvatore, and C. P.

Berlinguette, An industrial perspective on catalysts for low-temperature CO2 elec-
trolysis, Nature nanotechnology , 118–128 (2021).

[2] A. Somoza-Tornos, O. J. Guerra, A. M. Crow, W. A. Smith, and B.-M. Hodge, Process
modeling, techno-economic assessment, and life cycle assessment of the electrochem-
ical reduction of CO2: a review, iScience 24, 102813 (2021).

[3] R. Sharifian, R. M. Wagterveld, I. A. Digdaya, C. Xiang, and D. A. Vermaas, Electro-
chemical carbon dioxide capture to close the carbon cycle, Energy & Environmental
Science 14, 781 (2021).

[4] A. Muroyama, A. Patru, and L. Gubler, CO2 separation and transport via electro-
chemical methods, Journal of the Electrochemical Society (2020).

[5] W. A. Smith, T. Burdyny, D. A. Vermaas, and H. Geerlings, Pathways to industrial-
scale fuel out of thin air from CO2 electrolysis, Joule 3, 1822 (2019).

[6] A. A. Samu, A. Kormányos, E. Kecsenovity, N. Szilágyi, B. Endrődi, and C. Janáky,
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4
ELECTROWETTING LIMITS

ELECTROCHEMICAL CO2
REDUCTION IN SILVER-BASED GAS

DIFFUSION ELECTRODES

CO2 electrolysis might be a key process to utilize intermittent renewable electricity for the
sustainable production of hydrocarbon chemicals without relying on fossil fuels. Com-
monly used carbon-based gas diffusion electrodes (GDEs) enable high Faradaic efficien-
cies for the desired carbon products at high current densities, but have limited stability. In
this study, we explore the adaption of a silver-based GDE from a Chlor-alkali electrolysis
process as a cathode for gas-fed CO2 electrolysis. We determine the impact of electrowet-
ting on the electrochemical performance by analyzing the Faradaic efficiency for CO at
industrially relevant current density. In addition, we assessed the chemical stability of the
GDE with XPS and XRD characterization. The characterization of used GDEs reveals a
potential-dependent degradation, which can be explained through chemical PTFE degra-
dation and/or physical erosion of PTFE through the restructuring of the silver surface. Our
results further suggest that electrowetting-induced flooding limits the Faradaic efficiency
for CO in the short term. We propose a design strategy that could mitigate the effect of elec-
trowetting for the silver-based GDEs and enable CO2 electrolysis with high performance.

This chapter has been submitted under the title "Electrowetting Limits CO2 Reduction in carbon-free Gas Dif-
fusion Electrodes" by Lorenz M. Baumgartner, Andrey Goryachev, Christel I. Koopman, David Franzen, Bar-
bara Ellendorff, Thomas Turek, and David A. Vermaas to RCS Energy Advances and is currently under revision.
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4.1. INTRODUCTION
Electrochemical CO2 reduction (CO2R) could utilize excess wind and solar power to al-
low the sustainable production of hydrocarbon chemicals, fuels, or plastics. 1,2 If com-
bined with CO2 capture from the atmosphere 3,4 or the ocean, 5 this process could be
independent of fossil feedstocks and contribute to the goal of the Glasgow Climate Pact
to limit the increase in global temperature to 1.5 ◦C. 6

Captured CO2 can be converted electrochemically with a CO2 electrolyzer. Depending
on the catalyst employed at the cathode, CO2R can yield a range of chemical products
(Ag: CO; Sn: HCOOH; Cu: C2H4). Despite suitable catalysts being available, CO2R can
still suffer from poor Faradaic efficiency due to mass transfer limitations. If the supply of
CO2 to the catalyst cannot match the applied current density, the competing hydrogen
evolution reaction (HER) takes place. 7 While the production of CO on Ag has the highest
maturity among the different CO2R routes, the process for CO production still has to be
further optimized to meet a number of key industrial criteria: 8

• Current density, j : −200 to −500 mAcm−2

• Faradaic efficiency, F ECO: > 95%

• Catalyst activity: 100 Ag−1

• Stability: > 10000h

High jCO2R has become feasible through the introduction of gas diffusion electrodes
(GDEs). By avoiding mass transfer limitations imposed by the limited solubility and dif-
fusivity of CO2 in aqueous electrolytes, 9–11 GDEs suppress the unwanted HER and allow
high FE for C1 12–14 and C2 products. 15–17 Typically, GDEs for CO2R consist of a cata-
lyst layer (CL), coated on top of a gas diffusion layer (GDL). The CL provides a reaction
interface, at which gaseous reactants get in contact with the catalyst surface and the
electrolyte. Catalysts are typically employed in the form of nanoparticles 18 with typical
loadings of 1 mgcm−2, 19 which allows specific catalyst activities of > 200Ag−1. The GDL
is typically treated with PTFE to prevent electrolyte intrusion and ensure free pore space
for gas transport. The majority of studies utilizes commercial, carbon-based GDL mate-
rials adapted from hydrogen fuel cell research. 20,21

To date, only a limited long-term stability has been reported for carbon-based GDEs.
CO2 electrolyzers with membrane electrode assembly (MEA) have achieved jCO2R val-

ues of ≥−200mAcm−2 and F ECO ≥ 90% for up to 1000 h (Table 4.1). 14 More commonly,
however, much shorter lifetimes than this are reported because insufficient hydration
management leads to rapid electrode drying 22 or carbonate salt formation in the gas
channels. 23–25 Even shorter lifetimes have been reported for CO2 electrolyzers with a
catholyte buffer (Table 4.1). Similar problems with GDE stability are also known from
fuel cell applications, in which carbon and PTFE can degrade significantly after 100 h of
operation at target current densities, which leads to a loss of hydrophobicity. In turn, the
pore network of the GDL becomes more flooded with liquid, which reduces the perfor-
mance by inhibiting the gas transport. 26
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Table 4.1: Stability of GDEs in electrolyzers. Carbon-based GDEs typically consist of a catalyst layer deposited
on a commercial gas diffusion layer (Catalyst / GDL). In MEA reactors, a membrane separates the GDE from
the electrolyte. The silver-based GDE from Covestro (oxygen depolarized cathode) consists of Ag particles
(92 – 98 wt%) and PTFE (2 – 8 wt%) on a Ag mesh support. 27,28 The current density is j . The reaction temper-
ature is T .

Process Gas diffusion electrode j T Electrolyte Lifetime
mAcm−2 ◦C h

Carbon-based GDEs (direct electrolyte contact)
CO2R: CO Ag + Nafion / ELAT LT1400W cloth 29 −185 20 1 M KHCO3 > 120
CO2R: CO Ag + Nafion / SGL 39BC 30 −190 20 1 M KHCO3 ≤ 20
CO2R: HCOOH Sn + Carbon + PTFE / SGL 35BC 31 −200 20 1 M KHCO3 > 5
CO2R: C2H4 Cu / Freudenberg (unspecified) 16 −320 20 7 M KOH < 1
CO2R: CO Ag / Freudenberg H23C6 32 −196 20 1 M KOH < 0.25
Carbon-based GDEs (MEA)
CO2R: CO Ag + Sustainion / SGL 35BC 14 −200 20 10 mM KHCO3 > 1000
CO2R: CO Ag + Nafion / Carbon felt 22 −100 20 1 M NaOH < 2
Silver-based GDEs (direct electrolyte contact)
ORR Ag + Carbon + PTFE / Ag mesh 33 −300 80 32 wt% NaOH > 28800
CO2R: CO Covestro 34 −300 30 0.4 M K2SO4 + > 1200

1.5 M KHCO3
CO2R: CO Covestro GDE 35 −150 20 0.4 M K2SO4 > 840

The lifetime of carbon-based GDEs in CO2 electrolyzers depends on the chemical stabil-
ity of the GDL substrate. As chemical degradation reduces the hydrophobicity of the
pore network, electrolyte breakthrough occurs at lower differential pressure between
liquid and gas phase, 36 which limits the flow-by regime in scaled-up electrolyzers. 29

The reported lifetime of carbon-based GDEs differs between materials types (Table 4.1).
Nonwoven GDLs from Freudenberg exhibit especially short lifetimes of less than 1 h (Ta-
ble 4.1). 16,30,32 Yang et al. demonstrated the flooding of a Freudenberg GDL started when
the cathode potential was set below −0.65 V vs. RHE. XPS measurements indicated a
degradation of the CFS, which showed a reduction of C–F bonds and an increase in oxy-
gen content. 37 In contrast, carbon papers manufactured by SGL seem to be more stable
(Table 4.1). For example, we recently demonstrated the operation of a SGL carbon pa-
per at −190 mAcm−2 for 20 h until flooding occurred. Post-electrolysis characterization
revealed that the static contact angle of the CFS had dropped from initially 149◦ to 128◦
after electrolysis. 30 A woven carbon cloth from ELAT showed a very promising perfor-
mance, as it was stable for at least 120 h and allowed more than 50% F ECO despite flood-
ing (Table 4.1). 29

The adoption of oxygen depolarized cathodes (ODC) for the CO2R process might help
avoid the limitations of carbon-based GDLs altogether. 38 ODCs are silver-based GDEs,
which have been employed in industrial chlor-alkali electrolysis for many years. Typi-
cally, they consist of a current collector mesh with a porous layer of Ag and PTFE (some-
times also carbon), which allows O2 transfer to reaction zone. There, the oxygen reduc-
tion reaction (ORR) is carried out at 80 – 90 ◦C with 30 – 35 wt% NaOH electrolytes. 39–41

Silver-based GDEs have been shown to be stable for ten thousands of hours in these
harsh chemical conditions (Table 4.1). 33 The long-term stability of such ODCs (> 10000h)
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is limited by the restructuring of Ag, the degradation of PTFE, 42 or the degradation of
carbon. 40 Recently, ODCs have also been successfully employed for up to 1200 h in CO2
electrolyzers with flowing catholyte (Table 4.1). 34,35

As ODCs consist of less carbonaceous materials, which can be more susceptible to chem-
ical degradation (Table 4.1), they have the potential to ensure a better long term stability
than carbon-based GDEs. The baseline flooding resistance of GDEs depends on material
properties, such as pore structure or PTFE treatment. 43,44 It is also affected by the effect
of electrowetting, 45–47 which describes the physical phenomenon of surfaces becoming
more hydrophilic under potential bias. This has important implications for the flooding
behavior of porous GDEs, because the internal contact angles of the pore network are
reduced as the electrode is charged during electrolysis.

To the best of our knowledge, only a limited number of publications have investigated
the application of silver-based GDEs for CO2R. At the same time, the commercial, silver-
based GDE for the chlor-alkali process (Covestro) shows promising performance and
stability for CO2R, 34,35 as this electrode could overcome the stability issues of carbon-
based GDEs and silver is a common catalyst for CO2R. Unfortunately, the GDE from
Covestro is proprietary, which means that limited public characterization data is avail-
able. 27,28 A recent experimental–modeling study has revealed that the CO2R efficiency
of these GDEs becomes strongly limited by CO2 mass transfer at higher j . 48

In our previous work, we developed our own silver-based GDE, which have been op-
timized for ORR 43,44 and characterized with advanced imaging techniques (e.g., X-ray
tomography, operando X-ray radiography) 46,47 Hoffmann et al. performed CO2R with
these electrodes and varied the cathode potential between −0.7 and −1 V vs. RHE. By
studying the electrolyte intrusion operando with synchrotron imaging, they showed that
a content of 97 wt% Ag (3 wt% PTFE) allowed the highest current density. 49

In this work, we study the CO2R performance of silver-based GDEs by assessing the
chemical stability and analyzing the Faradaic efficiency for CO at industrially relevant
current density (−200 mAcm−2). We conducted experiments with a silver-based GDE
(97 wt% Ag) and a typical carbon-based GDE made with a SGL 39BC substrate to allow
a direct comparison between these two electrodes types. Our study assesses the impact
of electrowetting on the CO2R performance of silver-based GDEs. In addition, the used
electrodes were characterized with XPS and XRD to measure changes to the chemical
composition. We propose a design approach that could mitigate the effect of electrowet-
ting for the silver-based GDEs and enable CO2 electrolysis with high performance.
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4.2. EXPERIMENTAL METHODS
The electrode preparation, physical characterization, and electrochemical experiments
are described in more detail in the supporting information (SI).

4.2.1. ELECTRODE PREPARATION
Preparation of the silver-based GDE
The silver-based GDEs were prepared by spray deposition. 44 A suspension was mixed
from 30 g Ag particles, 50 g of a solution with 1 wt% hydroxymethyl cellulose, 40 g water
to adjust the viscosity, and 1.5 g of a dispersion with 59 wt% PTFE. A silver gauze was
used as a current collector. It was fixed in a frame and placed on a heating plate (100 ◦C)
to facilitate the drying process. Then, the suspension was deposited onto the gauze in
80 homogeneous layers with an airbrush. The composition of the deposited layer was
97 wt% Ag and 3 wt% PTFE. The target Ag loading was 160 mgcm−2. The coated sample
was hot-pressed at 130 °C and 15 MPa for 5 min. Subsequently, we placed the GDE in an
air oven at 330 ◦C for 15 min to form pores by burning out methylcellulose and to sinter
the Ag and PTFE.

Preparation of the carbon-based GDE
The carbon-based GDEs were prepared by depositing a silver catalyst layer on a com-
mercial carbon-based GDL with a spray deposition process. 30 The ink suspension for
the catalyst layer was mixed from 33 mg Ag nanopowder, 2.1 mL water, 2.1 mL propan-
2-ol, and 180µL of a 5 wt% Nafion D-521 dispersion. The mixture was homogenized in a
sonication bath for 30 min. The GDL substrate (SGL 39 BC, SGL Carbon) was placed on a
heating table (130 ◦C) equipped with a 2D-motorized stage. The ink was evenly sprayed
onto the MPL side with an airbrush. The target composition of the deposited catalyst
layer was 80 wt% Ag and 20 wt% Nafion. The target Ag loading was 1 mgcm−2.

4.3. ELECTRODE CHARACTERIZATION
The static contact angle was measured with the sessile drop method. 50 We recorded im-
ages of 10µL water droplets at five different locations of the sample. The contact angle
was extracted with the image processing software ImageJ (see SI, Figure 4.8). 51

The liquid breakthrough pressure (at open circuit potential) was measured by placing
the sample in a transparent flow cell and pumping water into the liquid compartment
(see Chapter 2, Figure 2.18). By closing off the liquid outlet, water was forced to break
through the porous sample. We recorded the differential pressure at which the first
droplet appeared on the gas side (see Chapter 2, Figure 2.17).

The convective mass transfer was analyzed by studying the CO2 permeability. After in-
stalling the sample in a flow cell, we passed CO2 through the material at different flow
rates and measured the pressure drop (see SI, Figure 4.9). By plotting the flow rate
against the pressure drop, we derived the permeability constant from the slope accord-
ing to Darcy’s law. 52
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The diffusive mass transfer was evaluated by determining the limiting overall O2 mass
transfer coefficient. We use this metric as a proxy for the CO2 mass transfer coefficient. 30

The GDE was placed in a flow cell with 6 M KOH in the liquid compartment. We flowed
air through the gas compartment and measured the gas pressure (see Chapter 2, Fig-
ure 2.30). We carried out a linear sweep voltammetry (LSV) scan for the ORR. The value
of kO2

was derived from the plateau current density (see SI, Figure 4.10).

Scanning electron microscopy (SEM) was carried out with a JSM-6010LA microscope
(JEOL, Japan) at an acceleration voltage of 5 kV. The images were recorded with a sec-
ondary electron imaging (SEI) and a back-scattered electron composition (BEC) detec-
tor.

X-ray diffraction (XRD) patterns were obtained using a Bruker D8 Advance diffractome-
ter equipped with a Co anode (λ(Kα) = 1.7889Å, 35 kV, 40 mA) and a Lynxeye position-
sensitive detector. The diffractograms were acquired in the Bragg-Brentano geometry
with a step size of 0.02◦ and an acquisition time of 4 s. A motorised varied-divergent
slit (V6) and constant rotation of the holder (30 RPM) were applied. The diffractograms
were processed in DiffracSuite.EVA (v.5.1) software. The Scherrer equation was used to
evaluate changes to the crystallite size. 53

X-ray photoelectron spectroscopy (XPS) measurements were carried out on a K-Alpha
XPS spectrometer (Thermo Scientific), equipped with a small-spot (400µm) monochro-
matic X-ray source (Al Kα= 1486.6 eV). Core level spectra were recorded with a pass en-
ergy of 50 eV. Low energy Ar+ ions were used to compensate surface charging. CasaXPS
software was used for data processing. The spectra were normalized on the C 1s binding
energy (BE) of the adventitious carbon (284.8 eV). XPS depth profiles were recorded on
the same spectrometer. Ar+-sputtering was done at 3 kV with time steps of 60 s.
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4.4. CO2 ELECTROLYSIS PROCEDURE
The CO2 reduction performance was determined with an automated setup (Figure 4.1).
The cathode GDEs were installed in a 2-compartment flow cell (see Chapter 2, Figure 2.18).
A mass flow controller (MFC1) supplied the CO2 feed at a flow rate of 50 mLn min−1.
The CO2 was humidified to 85% relative humidity at 20 ◦C in two bubble columns and
fed into the gas compartment (see Chapter 2, Figure 2.28). The backpressure of the gas
was set by the cracking pressure of a check valve. The 1 M KHCO3 electrolyte was recir-
culated with a peristaltic pump. The liquid backpressure was controlled with an elec-
tronic control valve to set the flow-by regime at the GDE. After passing through the flow
cell, the liquid stream was mixed with a purge gas, which was supplied at a flow rate of
80 mLn min−1, in order to facilitate the transfer of the product gases into the headspace
of the electrolyte reservoir. From there, the product gas mixture passed to the gas chro-
matography (GC) system. The flow rate was measured with a mass flow meter (MFM).

We performed a series of current density steps ranging from −10 to −200 mAcm−2. For
each step, we carried out at least two GC injections to determine the Faradic efficiency
for CO and H2 (see SI, Figure 4.12). The cathode potential was recorded with an Ag/AgCl
micro-reference electrode and corrected for the ohmic resistance of the electrolyte. Un-
less indicated otherwise, all reported potentials are given in the reversible hydrogen elec-
trode (RHE) scale.
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Figure 4.1: Process flow diagram for CO2 electrolysis setup. The backpressure of the electrolyte stream was
controlled (PC) before it was mixed with the purge gas and recirculated. The differential pressure, ∆p∗, across
the GDE was measured between the catholyte and gas compartment (ΔPR). The faradic efficiency was de-
termined by recording the product gas flow rate (FR) with a mass flow meter (MFM) and analyzing the gas
composition by gas chromatography (GC).
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4.5. RESULTS & DISCUSSION
The prepared GDE samples were characterized and their CO2 reduction performance
assessed with galvanostatic measurements. The chemical stability of the GDEs was as-
sessed by additional characterization after the electrolysis experiments. Supplementary
results and the numerical values of all plotted data are included in the supporting infor-
mation (SI).

4.5.1. ELECTRODE CHARACTERIZATION
The silver-based GDE consists of the sintered Ag-PTFE composite forming a uniform
layer around the current collector mesh (see SI, Figure 4.13). 44 Both sides of the GDE ex-
hibit a static contact angle of θ = 141◦ at open circuit (Figure 4.2). The material is more
hydrophobic compared to a flat silver surface (θAg = 95◦) 54 because of the 3 wt% PTFE
binder (θPTFE = 122◦). 55 In addition, the sintered GDE has a rough surface which allows
gas pockets to enhance the contact angle according to the Cassie-Baxter model. 50 An
overview of all measured contact angles is given in Table 4.4 (see SI).

The carbon-based GDE is made up of the catalyst layer (CL), which is coated on top of
the GDL (Figure 4.2). The GDL has two components: the microporous layer (MPL) and
the carbon fiber substrate (CFS). The MPL consists of carbon black and PTFE particles,
which give it a high contact angle (θMPL = 153◦). The CFS is comprised of graphitized
carbon fibers, which have been impregnated with PTFE (θCFS = 149◦). We note that our
static contact angles have a mostly qualitative meaning as they do not capture the effects
of contact angle hysteresis on rough surfaces or the internal contact angle, 56 which are
critical to quantify the flooding behavior of the pore network.

The silver-based GDE has a more than 20x higher liquid breakthrough pressure at open
circuit, ∆p∗

L , than the carbon-based GDE (Figure 4.2: 1410 vs. 67 mbar). This high resis-
tance against liquid intrusion is due to the unimodal pore structure with a small average
diameter of d̄pore = 0.8µm, 44 In contrast, the carbon-based GDL exhibits a much lower
∆p∗

L . As the MPL commonly features large cracks due to the manufacturing process (see
SI, Figure 4.15), this layers adds little flooding resistance despite the high θMPL and small
pore size. 30,36 Instead, ∆p∗

L is mostly determined by the properties of the CFS, whose
pores are much larger (d̄pore = 32µm) 57 and consequently exhibit a much lower capil-
lary pressure.

The high ∆p∗
L of the silver-based GDE is very promising for scale-up because it deter-

mines how well the GDE could maintain the separation of gas and liquid phase at a large
scale. For illustration, a ∆p∗

L of 1.4 bar corresponds to resisting the hydrostatic pressure
of an aqueous electrolyte in a 14 m tall cell, which is an order of magnitude larger than
the height of commercial cells for alkaline electrolysis (1 – 2 m) 58 or chlor-alkali elec-
trolysis (1 – 1.5 m). 59,60 However, the flooding resistance also has to be assessed under
operating conditions because electrowetting can reduce the hydrophobicity and thereby
decrease ∆p∗

L . 29,36
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Figure 4.2: Physical properties of silver-based GDE and carbon-based GDE (GDL: SGL 39BC carbon paper).
The static contact angle, θ, ± its standard error were calculated from five or more measurements. aThe average
pore diameter, d̄pore, was obtained from Franzen et al. 44 for the silver-based GDE. bThe d̄pore of the SGL

39BC’s carbon fiber substrate (CFS) was obtained from Parikh et al.. 57 The total thickness of the GDE is δ. The
liquid breakthrough pressure is ∆p∗

L . The CO2 permeability constant is PCO2
. The limiting overall O2 mass

transfer coefficient is, kO2
, (proxy for CO2 mass transfer). Its error bars indicate the standard deviation of the

limiting currents. More detailed characterization data are available in the SI.

The mass transfer between the gas bulk and the reaction zone can occur through con-
vection and/or diffusion. The silver-based GDE has a 30x smaller capacity for convec-
tive mass transfer compared to the carbon-based GDE, which is quantified with the CO2
permeability constant, PCO2

(Figure 4.2): 7 vs. 206 mLmin−1 mbar−1. According to the

Hagen-Poiseuille equation (FG,pore ∝ d 4
pore), the flow rate through a pore scales with the

fourth power of the diameter. We can therefore expect the silver-based GDE’s small pores
to result in a lower PCO2

. In contrast, the carbon-based GDE has relatively large CFS
pores and large cracks allowing a large portion of the gas flow to bypass the small pores
of the MPL. As proposed in a previous study, we can expect diffusion to be the domi-
nating mass transfer mechanism in the flow-by regime. 30 For this reason, the lower PCO2

of the silver-based GDE should not hamper the CO2 reduction performance significantly.

The silver-based GDE has a 20% lower capacity for diffusive mass transfer, kO2
(Fig-

ure 4.2: 76 vs. 96×10−3 cms−1). We quantified this capacity with the limiting overall O2
mass transfer coefficient, kO2

, which serves as a proxy for the experimentally less acces-

sible limiting CO2 mass transfer coefficient. 30 The lower diffusive mass transport for the
silver-based GDE is explained by its higher thickness and smaller pore size, which lead to
a longer, more tortuous diffusion pathway compared to its carbon-based counterpart. It
may be beneficial to reduce the thickness of the GDE by using a thinner current collector
gauze and depositing fewer layers of silver and PTFE.
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4.5.2. CO2 ELECTROLYSIS: ELECTROWETTING INHIBITS PERFORMANCE

The silver-based GDE has a similar CO2 reduction performance at −100 mAcm−2 as the
carbon-based GDE (Figure 4.3). At −200 mAcm−2 its F ECO becomes significantly lower
compared to the carbon-based GDE (35 vs. 86%). Based on the relative diffusivities of the
characterization results, we would expect the silver-based GDE to achieve a proportion-
ally lower F ECO of 69%. Because this is not the case, however, we hypothesize that the
additional performance drop is caused by the observed electrolyte flooding. Flooding
fills empty pores with liquid and decreases the effective diffusivity of the porous GDE.
As a consequence, the CO2 mass transfer falls below the supply of electrons, so that the
HER takes place instead of the CO2R. The cathode potential, ECath., probably becomes
more negative compared to the carbon-based GDE because evolving hydrogen gas bub-
bles increase the ohmic resistance (−1.4 V vs. RHE compared to −1.7 V vs. RHE). We can
further investigate this inferior performance by comparing the short-term stability.

Figure 4.3: CO2 reduction performance in flow-by regime at steady state: The Faradaic efficiency, F E , for CO
or H2 is plotted as a function of current density on the left y-axis. The error bars represent the estimated
standard errors. The cathode potential, ECath., against the reversible hydrogen electrode (RHE) is plotted on
the right y-axis. The potential was corrected for the ohmic potential drop between the reference electrode and
the cathode. (a) Silver-based GDE: Each data point represents an average calculated from two GC injections.
Flooding occurred after 10 min at −200 mAcm−2. The two injections were taken 30 min later. (b) Carbon-
based GDE: Each data point is based on three GC injections. The data is taken from a previous publication. 29

The silver-based GDE does not allow stable CO2R at−200 mAcm−2 and has a much lower
F ECO compared to the carbon-based GDE (Figure 4.4 a vs. c). First droplets of electrolyte
appear on the gas side of the GDE 10 min after the current density is applied and the
cathode potential drops below −1.3 V. This suggests that the initially high flooding resis-
tance is lost due to electrowetting. As the run proceeds, the F ECO declines steadily while
the electrolyte droplets increase in size and start to dry out. After a run time of 40 min,
(bi)carbonate salts start forming on the surface of the GDE (see SI, Figure 4.16).

We carried out another electrolysis run with the silver-based GDE at −50 mAcm−2 in
an attempt to mitigate the electrowetting-induced flooding with a less negative cathode
potential (Figure 4.4 b). F ECO declines more slowly as the initial ECath. is less negative
compared to the −200 mAcm−2 run (−1.0 V compared to −1.3 V). This slower flooding is
in agreement with X-ray imaging studies, which report that the speed of electrolyte in-
trusion is potential-dependent. 45,47 Ultimately, however, the CO2R performance is also
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not stable at −1.0 V because the flooding leads to salt formation on the gas side.

Our results (Figure 4.4) raise the question why electrowetting leads to a more detrimental
flooding for the silver-based than for the carbon-based GDE. Electrowetting spreads an
electrolyte more strongly on bare, conductive surfaces (e.g., silver, carbon) than on sur-
faces that are covered with a dielectric insulator (e.g., PTFE). 47,61 We hypothesize that the
carbon-based GDE’s higher PTFE content (MPL: 23 wt%, CFS: 5 wt%) covers bare carbon
surfaces more effectively, which leads to a stronger insulation against electrowetting. In
contrast, the PTFE in the silver-based GDE has a lower concentration (3 wt%) and is
distributed heterogeneously throughout the pore network. 46,47 This structure probably
allows the electrolyte to transition from a non-wetting Cassie-Baxter state to a wetting
Wenzel state, when the potential is decreased sufficiently. 61,62 This means that the elec-
trolyte does not rest on the dispersed PTFE, but spreads along the bare silver surfaces
through electrowetting. 47
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Figure 4.4: Faradaic efficiency for CO, F ECO, as a function of run time after starting the potentiostat. The iR-
compensated cathode potential, ECath., against the reversible hydrogen electrode (RHE) is plotted on the right
y-axis. Every data point represents a single GC injection. The error bars represent the estimated standard error.
(a) Silver-based GDE at −200 mAcm−2. (b) Silver-based GDE at −50 mAcm−2. (c) Carbon-based GDE (GDL:
SGL 39BC) at −200 mAcm−2. 29
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Electrowetting leads to a poor performance for CO2R with the silver-based GDE (Fig-
ure 4.4). This is interesting because electrowetting and electrolyte breakthrough also
occur during ORR, but they do not seem to have such a detrimental effect for this reac-
tion. 43,45 We hypothesize that the flooding due to electrowetting is stronger for the CO2R
because this reaction requires more negative cathode potentials compared to the ORR
(Figure 4.5). Therefore, the electrolyte saturates the pore network to a higher extent and
the supply of CO2 is severely limited.

Figure 4.5: Linear sweep voltammetry scans comparing CO2R and ORR on a carbon-based GDE with a loading

of 1 mg Ag cm−2 on the basis of a SGL 39BC GDL. The current density is plotted as a function of the cathode po-
tential, ECath.. The potential was corrected for the ohmic potential drop between the reference electrode and
the cathode. The experiments were conducted at 20 ◦C with a scan rate of 20 mVs−1. The CO2R experiment

was carried out in 1 M KHCO3 (pH = 7.5) with a CO2 gas feed. The equilibrium potential of E0 = 0.3V vs. RHE,

was obtained from Jouny et al.. 63 The ORR experiment used 6 M KOH (pH = 14.8) and an air gas feed. The
equilibrium potential of E0 = 1.2V vs. RHE was obtained from Mousallem et al.. 39

The effect of electrowetting could probably be mitigated by changing the GDE structure.
Our silver-based GDE had a relatively low PTFE content (3 wt%), which leads to a poor
performance because the electrolyte wets a large part of the pore network and blocks gas
transport. In contrast, a GDE with a higher PTFE content (8 wt%) was shown to success-
fully retard the intrusion of electrolyte, 49 but also performed poorly because the PTFE
prevents the wetting of catalyst area and reduces the amount of open pore space avail-
able for gas diffusion. 44 Therefore, we propose to fabricate the GDE from two layers with
varying PTFE content. The (I) reaction layer should have a relatively low PTFE content
(≤ 3 wt%) and would provide a large wetted catalyst surface for the CO2R reaction. The
(II) diffusion layer should have a relatively high PTFE content (≥ 6 wt%) to make it more
resilient against electrowetting and ensure the transport of CO2 from the gas bulk to the
reaction layer.
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4.5.3. POST ELECTROLYSIS CHARACTERIZATION: PTFE DEGRADATION OC-
CURS AT HIGH OVERPOTENTIAL

In addition to reversible electrowetting, the GDE can also experience a permanent loss
of hydrophobicity through chemical reactions, which also has a negative impact on per-
formance and is detrimental to the long-term stability. After CO2 electrolysis, we rinsed
the electrodes with water to remove carbonate salts. We then measured the static con-
tact angle and analyzed chemical changes with SEM, XPS, and XRD.

The XPS analysis of the GDE surface shows no clear change in Ag oxidation state (see
SI, Figure 4.21), in line with the applied cathodic potentials. The XRD diffractograms of
fresh and used GDEs show a single cubic phase of Ag0 with no variation of crystalline
parameters (see SI, Figure 4.18). These results indicate that the surface did not oxidize
and that the crystallite size of Ag particles did not change by CO2R.

Elemental contrast imaging with SEM/BEC suggests that the amount of surface PTFE
was reduced by the electrolysis at −200 mAcm−2 (Figure 4.6). Particularly, the silver
backbone of a fresh GDE was covered with finely dispersed PTFE particles, in contrast
to the large silver clusters emerged at the surface of the spent sample. The morphology
change of spent GDEs was also reflected in a significant reduction of θ (Figure 4.6: 111◦
vs. 141◦), which is in line with the observed removal of hydrophobic PTFE domains from
the electrode surface. We hypothesize that the removal of PTFE is caused by chemical
degradation and/or physical erosion due to restructuring of the silver surface.

Figure 4.6: SEM images and static contact angle, θ, of silver-based GDEs: Elemental contrast images were
recorded with the BEC detector of the SEM (Light grey domains: Ag, Dark grey domains: PTFE). The average
θ ± the standard error were determined with the sessile drop method. (a) Fresh GDE sample. (b) After elec-
trolysis at −200 mAcm−2 for 84 min with an initial cathode potential of −1.8 V vs. RHE (potential stabilized at
−1.4 V vs. RHE). Additional SEM images are available in Figure 4.19 (see SI).

The XPS survey reveals that the loss of hydrophobicity is accompanied by a change in
surface chemistry. The electrolysis reduced the fluorine concentration from 58 at.% vs.
40 at.%, while the carbon concentration increased from 36 at.% vs. 49 at.% (Table 4.2).
Further, the chemical state of carbon changes as the fraction of C–R bonds increases
at the cost of C–F bonds (Table 4.2). These results support the hypothesis that PTFE
undergoes reductive electrochemical degradation. According to Shapoval et al., 64 this
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mechanism takes place below the cathode potential threshold of −1.3 V vs. RHE (see SI,
Figure 4.24). In its course, fluoride is eliminated from the PTFE polymer chain 64 and
carbonaceous decomposition products are left behind. 42,64

The slight increase in the atomic concentration of oxygen and the fraction of COx bonds
(Table 4.2) is probably caused by residual potassium (bi-)carbonate salts. The presence
of these salts was confirmed by the small amount of potassium in the XPS signal of the
used sample (see SI, Table 4.7 and Figure 4.22).

Table 4.2: XPS measurements of silver-based GDEs: Assessment of elemental composition and the chemical
state of carbon (CF2: C–F bonds in PTFE; COX: COR, CO, COOR; CR: C–H or C–C bonds. C–X: all carbon bonds).

(a) Fresh GDE sample. (b) After electrolysis at −200 mAcm−2 for 84 min with an initial cathode potential of
−1.8 V vs. RHE (stabilized at −1.4 V vs. RHE). (c) After electrolysis at −50 mAcm−2 for 89 min with cathode
potential of −1.0 V vs. RHE. The analyzed area was facing the electrolyte during electrolysis.

Sample (a) Fresh sample (b) −200 mAcm−2 (c) −50 mAcm−2

−1.8 V vs. RHE −1.0 V vs. RHE
Elemental surface composition
F 58 at.% 40 at.% 51 at.%
C 36 at.% 49 at.% 35 at.%
Ag 4 at.% 4 at.% 6 at.%
O 1 at.% 6 at.% 4 at.%
Relative fraction of carbon bonds
CF2 / C–X 84% 45% 76%
COx / C–X 4% 7% 4%
CR / C–X 13% 48% 20%

XPS depth profile analysis shows a uniform reduction of 14 at.% in fluorine content along
the surface profiled after electrolysis (Figure 4.7 a). As a consequence, the relative con-
centration of Ag increases by an average of 11 at.% along the depth profile. The relative
carbon content increases only slightly by 4 at.% along the profile (Figure 4.7 c). These
findings agree with the hypothesis that electrochemical degradation eliminates fluo-
ride from the PTFE polymer chain and leaves behind carbonaceous degradation prod-
ucts. 42,64

In addition, the normalized Ag distribution of the used sample is shifted towards the sur-
face (Figure 4.7 e), which might be due to the migration of Ag and/or the removal of PTFE
close to the top surface. This phenomenon could be explained by a potential-induced
restructuring of the Ag surface, 27,42 which might cause the PTFE to loose adhesion and
fall off. Such a restructuring would be in agreement with the smoother Ag surfaces ob-
served in the SEM images (Figure 4.6). We can therefore conclude that physical erosion
of PTFE due to Ag restructuring probably takes place in parallel to chemical degradation.
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Figure 4.7: XPS depth profiles of fresh silver-based GDE and spent sample after electrolysis. Electrolysis
was performed at −200 mAcm−2 for 84 min with an initial cathode potential of −1.8 V vs. RHE (stabilized at
−1.4 V vs. RHE). The x-axis shows the depth profile calibrated against a Ta2O5 standard sputtered with Ar+

ions. (a) – (c): The y-axis shows the relative atomic concentrations of F, Ag, and C (other elements were not
considered in this analysis mode). This means that the three elements together make up 100 at.% in this plot.
(d) – (e): The y-axis shows the normalized concentrations for each elements along the profile. This means that
the depth with the highest atomic concentration along the profile determines the 100% value in the normal-
ized concentration plot.



4

132 4. ELECTROWETTING LIMITS CO2 REDUCTION IN SILVER-BASED GDES

The silver-based GDE that was operated at −50 mAcm−2 and a cathode potential of
−1.0 V also underwent chemical changes. The XPS analysis shows that the surface con-
centration of fluorine is lower than for the fresh sample (Table 4.2: 58 at.% vs. 51 at.%).
The fraction of CF2 bonds drops from 84% to 76% (Table 4.2). These changes to the sur-
face chemistry are accompanied by a reduction of θ from 141±1◦ to 132±2◦ compared
to the fresh sample (Figure 4.6). However, the SEM images suggest that the silver ma-
trix remains covered with dispersed PTFE (Figure 4.6). The XPS depth profiles vary little
compared to a fresh sample (see SI, Figure 4.23). These results show that the degrada-
tion of the GDE is less significant at −1.0 V (−50 mAcm−2) compared to the GDE that was
operating at −1.8 V (−200 mAcm−2).

It is noteworthy that the degradation of PTFE also seems to take place below the reported
potential threshold of −1.3 V vs. RHE. 64 A possible explanation for this inconsistency
might be that the difference in solvent affects the elimination of fluoride from the poly-
mer chain. Shapoval et al. 64 studied PTFE degradation in anhydrous DMF, while our
electrolyte was aqueous KHCO3. Other interesting questions for future study are how
fast the degradation occurs over time and if the mechanism only depends on the cath-
ode potential or also on the total charge passed through the GDE.

Our silver-based GDEs underwent chemical degradation after less than 1.5 h of CO2 elec-
trolysis. Long-term CO2 electrolysis was successfully performed for more than 1200 h by
Haas et al. with the silver-based GDEs from Covestro. 34 These electrodes were charac-
terized after electrolysis, which revealed a restructuring of the silver surface. Further,
Raman microscopy showed a shift in signal from PTFE to carbon, 27 which is probably a
sign of PTFE degradation at the surface. This example suggests that silver-based GDEs
can tolerate some chemical degradation during long-term CO2 electrolysis. A possible
explanation for this tolerance might be that the removal and degradation of PTFE occurs
primarily close to the surface while leaving the internal pores less affected. Nonethe-
less, it is critical that the sintered silver backbone retains its morphology and pore size to
ensure stable long-term operation.

4.6. CONCLUSION
We have investigated the adoption of a silver-based GDE for electrochemical CO2 reduc-
tion (CO2R), which was originally developed for the oxygen reduction reaction (ORR)
in the chlor-alkali process. The GDE experienced an unstable F ECO at cathode poten-
tials beyond −1.0 V vs. RHE (−50 mAcm−2) due to physical electrowetting. Electrowet-
ting reduces the hydrophobicity of the porous GDE, which blocks gas diffusion paths by
electrolyte flooding and (bi)carbonate salt formation. Exposing the GDE to potentials
of −1.8 V vs. RHE (−200 mAcm−2) for < 90min resulted in a partial degradation and re-
moval of PTFE from the GDE. This might suggest a limited long-term stability of these
electrodes, but it was not possible to quantify the effect on the F ECO.

These results show that our silver-based GDEs require further improvement before they
can enable CO2 electrolysis with high performance. We propose to reduce the thickness
of the GDE to increase the CO2 mass transfer rates. A lower thickness might also lower
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the cathode overpotential, which would reduce the extent of electrowetting and PTFE
degradation. In addition, we suggest to separate the two core functions of the GDE into
two layers with different PTFE contents to mitigate electrowetting. The first layer faces
the electrolyte and should have a relatively low PTFE content (≤ 3 wt%) to provide a large
wetted catalyst surface for the CO2R reaction. The second layer faces the gas compart-
ment and should have a relatively high PTFE content (≥ 6 wt%) . This would make it more
resilient against electrowetting and thereby ensure that the CO2 diffusion pathways re-
main dry. This two-layer design might be able to limit the effects of electrowetting and
enable the long-term CO2 electrolysis with a high F ECO.
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4.7. SUPPORTING INFORMATION
The digital version of the Supporting Information (SI) includes an Excel file with the values for all plotted data
and all recorded experimental parameters for the CO2 electrolysis experiments.

4.7.1. METHODS
GDE PREPARATION

We prepared three silver-based GDEs samples and one carbon-based GDE sample for all experiments.

Preparation of the silver-based GDEs
The silver-based GDEs were prepared by spray deposition. 44 The components of the ink suspension were
added together in the following order:

• 30 g Ag particles (SF9ED, Ferro GmbH)

• 50 g methyl cellulose solution with 1 wt% hydroxymethyl cellulose (WALOCEL™ MKX 70000 PP 01)

• 40 g water to adjust the viscosity

• 1.5 g PTFE dispersion (TF 5060GZ, 3 M™ Dyneon™: 59 wt% PTFE, 8 wt% surfactant)

A silver gauze was used as current collector (40936 Silver gauze, 80 mesh, 115µm diameter wire, 99.9% metal
basis, Alfa Aesar). The area weight of the gauze was 88 mg Ag cm−2. We fixed the current collector in a frame
and placed it on a heating plate (100 ◦C) to facilitate the drying process. Then, the suspension was deposited
onto the gauze in 80 homogeneous layers using an airbrush (Evolution, 0.6 mm pin hole, Harder & Steen-
beck). The composition of the deposited layer was 97 wt% Ag and 3 wt% PTFE. The target Ag loading was
160 mg cm−2. We hot-pressed the coated sample at (130 ◦C) and 15 MPa for 5 min (LaboPress P200S, Vogt,
Germany). Subsequently, the GDE was placed in an air oven at (330 ◦C) for 15 min to form pores by burning
out methylcellulose and to sinter the Ag and PTFE.

Preparation of the carbon-based GDEs
The carbon-based GDEs were prepared by depositing a catalyst layer on a commercial carbon-based GDL with
a spray deposition process. 30 We mixed the ink for the catalyst layer in the following order:

• 33 mg Ag nanopowder (Aerodynamic particle size: 20 – 40 nm, 99.9% metal basis, Alfa Aesar)

• 2.1 mL water

• 2.1 mL propan-2-ol

• 180µL of Nafion D-521 dispersion (5 wt%, Alfa Aesar)

The target composition of the deposited catalyst layer was 80 wt% Ag and 20 wt% Nafion. The Nafion binder
content of 20 wt% was selected to match the optimized content determined by Duarte et al.. 65 The target Ag
loading was 1 mg cm−2. This common catalyst loading was selected to simplify the comparison with other
studies. 19 The concentration of solids (Ag + Nafion) in the ink was 0.01 gmL−1. Note that we used an excess
of ink to compensate for the loss of 30% ink during the deposition process. We homogenized the ink in a soni-
cation bath for 30 min (USC500TH, VWR). We cut the GDL (SGL 39BC, SGL Carbon) to a size of 3.5 cm x 3 cm,
dried it for 10 min at 120 ◦C, and weighed it in an airtight container (Kartell 034600 Polypropylene Weighing
Bottles – 50 mL, Fisher Scientific). The sample was then covered with a 3 cm x 3 cm PTFE mask and fixed to
the heating plate (130 ◦C) of the 2D-motorized stage. We sprayed the ink evenly onto the MPL side with an
airbrush (Paasche TG3, Airbrush Services Almere, Netherlands). The sample was dried at 120 ◦C for 10 min
and weighed after the deposition to determine the Ag loading.
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Sample overview
Table 4.3 summarizes the different samples used for the experiments of this publication. The carbon-based
GDE samples are identical with the sample from our previous work. 29,30

Table 4.3: Sample overview for silver-based and carbon-based GDEs. The total thickness δ of the silver-based
GDEs was determined with a thickness gauge. The δ of the carbon-based GDEs is based on the manufacturer
data and our own estimation of the catalyst layer thickness (3.5µm). 30

Sample ID GDE Loading δ Used in Figure Determined metrics
base mg Ag cm−2 µm

Ag 114-1 Silver 254 419 4.2,4.9 θ, ∆p∗
L , PCO2

)
Ag 114-2 Silver 236 390 4.3 a, 4.4 a, 4.16 F ECO

Ag 114-3 Silver 249 413 4.2, 4.6, 4.7 , 4.17 – 4.19, 4.21 – 4.23 kO2
, F ECO, θ

Ag 178-1 Silver 269 416 4.19, 4.23 F ECO, θ
45 Carbon 1.2 330 4.2, 4.5 kO2

, θ
47 Carbon 1.3 330 4.3 b, 4.4 c F ECO
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ASSEMBLY OF THE 2-COMPARTMENT CO2 ELECTROLYSIS CELL

The GDE samples were installed in the membraneless, 2-compartment flow cell (Figure 2.18) described in
Chapter 2. 30

ELECTRODE CHARACTERIZATION

The silver- and carbon-based GDEs were characterized with various methods before and after electrolysis.

Scanning electron microscope (SEM): Microstructure investigation
The GDE microstructure was visualized with a JSM-6010LA SEM (JEOL, Japan). The morphology was investi-
gated with a secondary electron imaging (SEI) detector at an acceleration voltage of 5 kV and an electron beam
spot size of 30. The elemental contrast was imaged with a backscattered electron composition (BEC) detector
operated at 5 kV and a spot size of 35.

Sessile drop contact angle: Wettability assessment
We described the relevant wetting theory and experimental method in more detail in a previous publication. 30

The wettability of (external) surfaces was quantified with the sessile drop method. We recorded images of a
10µL water droplet at five different locations of the sample (Figure 4.8 a and b). The static contact was extracted
with the image processing software ImageJ and the Contact angle plugin. The contact angle was determined
by marking the outline of the droplet and the intersection with the solid interface manually. An ellipse was fit
to the outline of the droplet (Figure 4.8 c and d). The left and right ellipse angle, θE,L and θE,R, were determined
from the intersection of the ellipse tangents with the line of the solid interface. They are used to calculate the
average ellipse angle, θE. The static contact angle, θ, is calculated with 180◦−θ = θE,L. The averaged θ for each
sample is listed in Table 4.4. The complete list of contact angles can be found in the accompanying Excel file
of the online version.

Table 4.4: Static contact angle, θ, average ± the corresponding standard error for at least five measurement
locations on silver- and carbon-based GDEs.

Samples θ

Before electrolysis
Silver-based GDE (Sample Ag 114-1) 141±4.3◦
Carbon-based GDE (Sample 45) – CFS 149±1.1◦
Carbon-based GDE (Sample 45) – MPL 153±0.9◦
Carbon-based GDE (Sample 45) – CL 123±1.5◦

After electrolysis
Silver-based GDE (Sample Ag 114-3: −200 mAcm−2) 111±4.3◦
Silver-based GDE (Sample Ag 178-1: −50 mAcm−2) 132±1.9◦



4.7. SUPPORTING INFORMATION

4

137

Figure 4.8: Data analysis example for static contact angle, θ, with sessile drop technique. (a) and (b): Raw
data images. (c) and (d): Corresponding data processing images generated with ImageJ and the contact angle
plugin. The angles θE,L and θE,R arise between the intersection of the tangents of the ellipse and the solid
interface line. They are used to calculate the average ellipse angle, θE. The value of θ is calculated with 180◦−
θ = θE,L.
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Liquid breakthrough pressure: Flooding resistance
To measure the liquid breakthrough pressure at open circuit,∆p∗

L , the sample was installed in the 2-compartment
flow cell (see Chapter 2, Figure 2.18). We closed off the outlet of the liquid compartment (see Chapter 2, Fig-
ure 2.17 a) and filled the compartment with water at a flow rate of 1 mLmin−1. We determined ∆p∗

L by record-
ing the differential pressure between the gas and liquid compartment when the first water droplet appeared at
the surface of the sample (see Chapter 2, Figure 2.17 b). For the carbon-based GDE, two samples of uncoated
SGL 39BC gas diffusion layers were used to determine the average∆p∗

L . The data for this material was reported

in our previous publication. 30

CO2 Permeability constant: Convective mass transfer
To measure the CO2 permeability constant, PCO2

, the sample was installed in the 2-compartment flow cell
(see Chapter 2, Figure 2.18). We supplied CO2 at different flow rates and recorded the pressure drop across the
sample (Figure 4.9 a). The gas was forced through the sample by closing off the outlet of both compartments.
The values for PCO2

were determined from the linear slope of the resulting pressure drop curve Figure 4.9 b

according to Darcy’s law. 30,52 We used an uncoated carbon-based GDL for the SGL 39BC sample. 30

Figure 4.9: Convective mass transfer capacity: (a) Flow chart for measurement of CO2 permeability constant,
PCO2

. (b) Resulting pressure drop curves to determine PCO2
from the linear slope.

Limiting overall O2 mass transfer coefficient: Diffusive mass transfer
We measured the limiting overall O2 mass transfer coefficient, kO2

, with the electrochemical procedure de-

scribed in Chapter 2. 30 The oxygen from an air feed is reduced to hydroxide ions at the cathode GDE accord-
ing to the oxygen reduction reaction (ORR) (see Chapter 2, Figure 2.30). A Nickel plate served as a counter
electrode. We used 6 M KOH as the electrolyte due to its high conductivity. We balanced the pressure between
the gas and the liquid compartment to achieve a flow-by regime, in which the transfer of O2 from the gas bulk
to the catalyst layer occurs primarily through diffusion. The cathode potential was recorded with a Ag/AgCl
micro-reference electrode.

We performed linear sweep voltammetry from 0 V to −2 V vs. SHE with a scan rate of 20 mVs−1. The limiting
current density, jlim, was derived from the plateau region of the scan, at which the ORR was limited by oxygen
diffusion through the GDE (Figure 4.10). We only used a single scan to determine jlim because the flooding
due to electrowetting might influence on consecutive scans. The calculations to determine kO2

are described
in Chapter 2. The resulting kO2

and all other numerical values of various calculation steps are listed in Table 4.5.
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Figure 4.10: Limiting overall O2 mass transfer coefficient: linear sweep voltammetry scans to determine the

limiting current density plateau. The scan rate was 20 mVs−1. The limiting current density, jlim, ± and its
standard deviation σ jlim

are indicated by the red horizontal lines within the manually determined potential
window marked with the red vertical lines. (a) Silver-based GDE. (b) Carbon-based GDE.

Table 4.5: Data processing overview for limiting overall O2 mass transfer coefficients, kO2
. The absolute pres-

sure of the gas feed is pG. The potential window of the limiting current density plateau is between the lower
limit, Elim,lower, and the upper limit, Elim,upper. The limiting current density is jlim and its sample standard
deviation is σ jlim

. The limiting O2 molar flux is ṅO2 ,lim. The random error of the mass transfer coefficient is
σkO2

.

GDE Unit TGP-H-060 TGP-H-090
pG bar 1.49 1.37
Elim,lower V vs. SHE −1.4 −1.5
Elim,upper V vs. SHE −1.2 −1.3
jlim mAcm−2 −377 −464
σ jlim mAcm−2 ±4 ±4
ṅO2,lim 10−6 molcm−2 s−1 0.98 1.13
kO2

cms−1 0.076 0.096
σkO2

cms−1 ±0.001 ±0.001
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CO2 ELECTROLYSIS EXPERIMENTS

Engineering of the CO2 electrolysis setup
The CO2 reduction experiments were carried out with the electrolysis setup shown in Figure 4.11. We used
Labview (Version 2018, National Instruments) to record online data of the various sensors and to control the
pump and the electronic valves.

Figure 4.11: Extended process flow diagram for CO2 electrolysis setup with differential pressure control. The
gas flow rates were controlled with mass flow controllers (MFC). Check valves were used to prevent the back-
flow of liquid into the MFCs. Pressure safety valves (PSV) were installed in line to prevent the unexpected
buildup of pressure. The gas feed pressure was measured with an analog pressure indicator (PI) and recorded
after the humidifiers (PR). The differential pressure between the gas and the catholyte compartment was
recorded with a differential pressure meter (ΔPR). The backpressure of the electrolyte stream was controlled
with an electronic control valve (PIC). The product gases were collected from all process streams and com-
bined in the head space of the electrolyte reservoir. Their combined flow rate was recorded (FR) with a mass
flow meter (MFM) and the composition analyzed with a gas chromatography system (GC) to calculate the
Faradaic efficiency.

Gas feed flow path
The CO2 feed gas was supplied from a CO2 cylinder. The gas flow rate was controlled and measured with
a mass flow controller (MFC1) of the type F-201CV-500 from Bronkhorst (Netherlands). We passed the gas
through two custom-made bubble columns in series to humidify the feed with water vapor (see Chapter 2,
Figure 2.27 and Figure 2.28). The temperature and relative humidity of the gas feed was recorded after the hu-
midification stage with a humidity sensor (Type: HC2A-S Hygroclip RV+T sensor; Supplier: Acin Instrumenten,
Netherlands). The pressure of the gas feed was recorded with a Deltabar S pressure meter (Endress+Hauser,
Switzerland). We used another Deltabar S to record the pressure difference between the gas compartment
(positive terminal: P+) and the liquid compartment (negative terminal: P−). The backpressure of the gas out-
let was set by a SS-CHS2-5 check valve (Swagelok, Netherlands) with a nominal cracking pressure of 345 mbar.

Electrolyte flow path
The 1 M KHCO3 electrolyte saturated with CO2 was prepared by diluting concentrated KOH (50 wt%, analytical
grade, Alfa Aesar) to 1 M KOH. The CO2 was bubbled through the solution until the pH value was stable. The
bulk pH of the electrolyte was measured prior to the experiments and is listed in the accompanying Excel file
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of the online version. The liquid lines and reactor were flushed before every experimental run. The electrolyte
reservoir and liquid lines were filled with fresh electrolyte. We used a peristaltic pump (Type: Masterflex L/S
peristaltic pump; Supplier: Cole Parmer) to recirculate the electrolyte through the reactor and the liquid lines
with a flow rate of 20 mLmin−1. Two pulsation dampers (Types: FPD 1.06, FPD 1.10; Supplier: KNF, Switzer-
land) reduced the pressure fluctuations caused by the pump. We controlled the liquid back pressure with an
electronic control valve (Type: P-502C-6K0R; Supplier: Bronkhorst, Netherlands).

Product gas flow path
Unreacted CO2 and product gases left the reactor through the gas outlet and entered the head space of the
electrolyte reservoir. Product gases forming on the catholyte side (CO, H2) and the anode side (O2) were car-
ried out of the reactor by the electrolyte stream. We added a CO2 purge gas stream to facilitate the transfer
of product gases into the gas phase. The CO2 purge gas stream further ensured that the electrolyte remained
saturated with CO2 during the experimental run. All the product gases were collected in the headspace of the
electrolyte reservoir and passed through a mass flow meter (MFM) to record the flow rate (Type: F-111B-500;
Supplier: Bronkhorst, Netherlands). The gas composition was analyzed with a gas chromatography system
(Type: Compact GC 4.0; Supplier: Interscience, Netherlands).

Calculation of Faradaic efficiency
The calculation of the Faradaic efficiency is described in Chapter 2.
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Experimental timeline for CO2 reduction performance with current density steps
We measured the Faradaic efficiency and cathode potential for the silver-based GDE (Sample Ag 114-2) at
three different current density steps (Figure 4.12). After installing the flow cell into the experimental setup and
priming the fluid lines, we increased the liquid backpressure to achieve a flow-by regime at the GDE. We waited
for 6 min after the start of each current density step (−10, −100, −200 mAcm−2) so the system could reach a
steady state. For the first two current densities, we collected three GC injections. We carried out additional
GC injections at −200 mAcm−2 to assess the effect of the observed flooding. The accompanying Excel sheet of
the online version lists the exact GC injection times. The sheet also includes all measured process parameters,
such as current density or fluid flow rates, and the resulting performance metrics like the Faradaic efficiency
and electrical potentials.

Figure 4.12: Experimental timeline of CO2 electrolysis performance test with current density steps. After set-
ting the potentiostat and balancing the pressure between liquid and gas compartment, we let the system equi-
librate for 6 min. Then carried out at least three GC injections before continuing to the next current density
step.
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4.7.2. SUPPLEMENTARY RESULTS AND DISCUSSION
This section presents additional results for the SEM imaging, CO2 performance test, and assessment of chem-
ical changes to the electrodes after electrolysis.

MICROSTRUCTURE INVESTIGATION (SEM)
The Ag-based GDE exhibits circular patterns at low magnifications between 30x and 200x (Figure 4.13). These
are created by the current collector gauze, which lies underneath the sintered coating. Larger pores with a di-
ameter of up to 40µm are visible in depressions at the surface, however, closer inspection revealed that these
do not extend through the entire thickness of the electrode.

Figure 4.13: Structure of the silver-based GDE. The images were recorded with the secondary electron imaging
(SEI) detector of the SEM at an acceleration voltage of 5 kV at magnifications 30x, 100x, and 200x.

At magnifications between 500x and 5000x, the structure of the sintered PTFE and silver particles becomes vis-
ible (Figure 4.14). Primary silver particles have a diameter in the range of 1 – 5µm. They are sintered together
to form a porous structure, which is visualized by the light grey domains in the BEC images. The dark domains
indicate the PTFE, which is dispersed over the electrode surface.

Figure 4.14: Structure of the Ag-based GDE’s PTFE. Top: Secondary electron imaging (SEI) for morphology.
Bottom: back-scattered electron composition (BEC) detector imaging of the corresponding SEI image for ele-
mental contrast. All images were recorded with an acceleration voltage of 5 kV.
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The carbon fiber substrate (CFS) of the carbon-based GDE has large pores between the PTFE-coated carbon
fibers (Figure 4.15). The microporous layer (MPL) has many cracks and defects, which form during the man-
ufacturing process. After spray-coating the catalyst layer (CL) on top of the MPL, dispersed silver particles are
visible at the surface. The cracks of the MPL are not filled by the coating process.

Figure 4.15: Morphology of the carbon-based GDE (SGL 39BC). The images of the carbon fiber substrate (CFS),
the microporous layer (MPL), and the catalyst layer (CL) were recorded with the secondary electron imaging
(SEI) detector of the SEM at an acceleration voltage of 5 kV at magnifications 30x, 100x, and 200x.
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CO2 REDUCTION PERFORMANCE WITH CURRENT DENSITY STEPS: FLOODING AND SALT FORMATION

We observed the breakthrough of electrolyte during the CO2 electrolysis experiment with sample Ag 114-2
(Figure 4.4 a). First droplets started appearing at the gas side of the GDE about 10 min after applying a current
density of −200 mAcm−2 (−1.3 V vs. RHE) (Figure 4.16 a). Over the course of the experiment, the droplets
coalesced into larger drops and started to dry out (Figure 4.16 b). After disassembling the cell, potassium
(bi)carbonate salt was present at the gas side of the GDE (Figure 4.16 c).

Figure 4.16: CO2 electrolysis with silver-based GDE at −200 mAcm−2: electrolyte breakthrough and salt for-
mation. (a) First electrolyte droplets start breaking through to the gas side of GDE. (b) Potassium (bi)carbonate
salt starts precipitating after 40 min. (c) After disassembling: Gas side of GDE is covered with precipitated salt.

POST ELECTROLYSIS CHARACTERIZATION: ASSESSMENT OF CHEMICAL STABILITY

To assess the chemical stability of the silver-based electrodes, we operated two different samples at−200 mAcm−2

(Figure 4.17) and −50 mAcm−2 (Figure 4.4 b) and applied a series of characterization methods (XRD, SEM, and
XPS).

We operated a silver-based GDE at −200 mAcm−2 in a gas flow-through mode (Figure 4.17). With this flow
mode, we attempted to increase the mass transfer of CO2 and reduce the saturation of the pore network
through a higher gas overpressure.

The development of the cathode potential, ECath., is shown in Figure 4.17 a. The initial ECath. is more negative
compared to the flow-by mode (Figure 4.17 a vs. Figure 4.4 a: −1.8 V compared to −1.3 V vs. RHE) because of
CO2 bubble resistance. 65 The ECath. stabilized at −1.4 V vs. RHE (Figure 4.17 a). This may be due to an increase
of catalytic interface for the HER as the pores are saturated with electrolyte, which reduces the local current
density and the ohmic potential losses in the electrolyte.

The flow-through mode, however, is not effective because the electrolyte still floods the GDE and starts forming
salts. The increasing saturation of the porous network hinders the flow of CO2, which raised the gas overpres-
sure from initially 50 mbar to 200 mbar when we stopped the experiment after 84 min (Figure 4.17 b). The
gas flow-through can not prevent flooding because electrowetting leads to strongly hydrophilic pores, which
apparently would require a much higher gas pressure to drain.
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Figure 4.17: Chemical stability test of silver-based GDE at −200 mAcm−2 in gas flow-through mode.
(a): Faradaic efficiency for CO, F ECO, as a function of run time after starting the potentiostat. The cathode
potential, ECath., against the reversible hydrogen electrode (RHE) is plotted on the right y-axis. The potential
was corrected for the ohmic potential drop between the reference electrode and the cathode. Every data point
represents a single GC injection. The error bars represent the estimated standard error. (b): Gas compartment
pressure, pG, and pressure difference between gas and liquid compartment, pG −pL, increased steadily over
the course of the experiment.

XRD: No changes to silver bulk composition
The X-ray diffractograms before and after electrolysis consist of a single cubic Ag0 phase (Figure 4.18 a). The
reflections at 2θ = 44.6◦, 51.9◦, 76.6◦, 93.2◦, and 98.9◦ were attributed to the (111), (200), (220), (311), and (222)
facets of Ag0, respectively. FWHM (full width at half maximum) analysis of Ag0 reflections suggest that Ag0

crystalline domain size was not altered by the electrochemical treatment (Table 4.6).

Figure 4.18: X-ray diffractograms for fresh silver-based GDE) and after electrolysis at −200 mAcm−2. (a): Ag
diffraction pattern. The Powder Diffraction File©(PDF)-2004 database of the International Centre for Diffrac-
tion Data was used for peak assignment. Both samples exhibited diffraction patterns of cubic Ag0 (PDF #87-
0720) with standard peak ratios and no variation in crystalline parameters regardless of treatment. (b): Zoom-
in on 2θ = 30◦ – 55◦. Broad peak caused by low crystalline organics compound(s) (e.g., PTFE) between
2θ = 30◦ – 40◦.

A small shoulder between 30◦ – 40◦, visible in fresh GDE, became less prominent in the spent electrode (Fig-
ure 4.18 b). This peak can be attributed to low crystalline organics constituting GDEs (e.g. PTFE). No definitive
assignment of PTFE peaks could be made due to the low intensity of the these reflections. We hypothesize that
the disappearance of the 30◦ – 40◦ band might be indicative of PTFE degradation, which was also observed by
the complementary analysis techniques (SEM, XPS).



4.7. SUPPORTING INFORMATION

4

147

Table 4.6: Silver-based GDE: FWHM (full width at half maximum) analysis for fresh sample and spent sample
after electrolysis at −200 mAcm−2.

FWHM 2θ = 44.6◦ 2θ = 51.9◦ 2θ = 76.6◦

Fresh sample 0.169◦ 0.195◦ 0.265◦
After electrolysis 0.168◦ 0.192◦ 0.252◦
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SEM: PTFE surface coverage changes at high cathode overpotential
Additional SEM images recorded with the BEC detector show that GDE surface is covered with less PTFE after
being operated at −200 mAcm−2 and ECath. −1.8 V vs. RHE (Figure 4.19). In contrast, the GDE operated at
−50 mAcm−2 (−1.0 V vs. RHE) looks much more similar to the surface before electrolysis.

Figure 4.19: Surface coverage with PTFE: SEM shows the elemental contrast with images from the BEC detector
(light grey domains: Ag, dark grey domains: PTFE, carbon). The length of the scale bar for a magnification of
5000x is 5µm. (a): Surface of unused sample. (b): After electrolysis at −200 mAcm−2 for 84 min. (c): After
electrolysis at −50 mAcm−2 for 89 min. The images of the electrolysis samples (b) and (c) were taken from the
side facing the electrolyte.
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XPS: Degradation and removal of PTFE
The surface elemental composition and chemical state of electrodes was evaluated by XPS. Bulk composition
and element distribution was derived from the XPS depth profiles.

Elemental composition analysis
The surface chemical composition of GDEs was derived from wide-energy XPS spectra recorded at three sepa-
rate locations for each sample. The average elemental composition and its standard deviation is summarized
in Table 4.7. According to the elemental analysis, the major elements present are C, F, Ag and O, in line with
expectations. Used GDE samples had impurities of K and Cu originating from the electrolyte and the copper
current collector, respectively. Also, Ca, S, Si and Cl impurities were found in the miniscule amounts. Due to
the strong overlap between C 1s / K 2p and Ag 3d / K 2s (Figure 4.21 a), along with a large difference in relative
sensitivity factors of those spectral regions, the atomic concentrations of C, Ag and K were adjusted based on
the corresponding core-level spectra.

Table 4.7: Elemental composition for silver-based GDEs. (a) Fresh GDE sample. (b) After electrolysis
at −200 mAcm−2 for 84 min with at −1.8 V vs. RHE. (c) After electrolysis at −50 mAcm−2 for 89 min at
−1.0 V vs. RHE. For the electrolysis samples (b) and (c), the analyzed areas were facing the electrolyte during
electrolysis. The average elemental concentration ± the standard error was determined from three analysis
locations per sample.

Element (a) Fresh sample (b) −200 mAcm−2 (c) −50 mAcm−2

Ag 3.8±0.05 at.% 3.7±0.60 at.% 5.9±0.27 at.%
C 36.3±0.40 at.% 48.7±1.07 at.% 35.4±0.43 at.%
F 57.8±0.48 at.% 40.1±1.08 at.% 51.3±0.27 at.%
Cu n.a. 0.2±0.05 at.% 0.2±0.02 at.%
O 1.2±0.08 at.% 5.8±0.45 at.% 3.5±0.20 at.%
Ca 0.4±0.03 at.% 0.1±0.004 at.% n.a.
S 0.3±0.03 at.% n.a. n.a.
Si n.a. 0.8±0.05 at.% 0.9±0.06 at.%
Cl 0.2±0.01 at.% n.a. n.a.
K n.a. 0.7±0.10 at.% 2.6±0.19 at.%

Ag reference foil
Sputter-cleaned Ag foil reference was used to derive the intrinsic asymmetry of Ag0 peaks in the Ag 3d region
(Figure 4.20 a). The foil was cleaned in situ by repeated high-energy ion beam sputtering until complete disap-
pearance of O 1s peaks. The Ag oxidation state was confirmed by the modified Auger parameter α= 726.1 eV
(Figure 4.20 b). The Ag 3d5/2 component of the sputter-cleaned foil was adapted as a line shape for Ag 3d3/2
component with a set of constrains listed in Table 4.8.

Table 4.8: XPS data processing: Ag 3d fitting parameters of Ag0 reference foil. Indices at parenthesis refer to
the maximum allowed deviation (eV) in the constrain.

Ag 3d fitting Line shape Position FWHM Area
Ag0 3d5/2 Ag0 ref 3d5/2 (368.5)0.5 eV (1.0)0.2 eV n.a.
Ag0 3d3/2 Ag0 ref 3d5/2 Ag0 3d5/2 + 6 eV Ag0 3d5/2 3d5/2 * 0.68
Ag0 sh-up 3d5/2 GL(30) Ag0 3d5/2 + (3.8)0.2 eV (Ag0 3d5/2 * 1.2)0.2 n.a.
Ag0 sh-up 3d3/2 GL(30) Ag0 sh-up 3d5/2 + 6 eV Ag0 sh-up 3d5/2 3d5/2 * 0.68
Ag2O 3d5/2 GL(30) Ag0 3d5/2 – (0.8)0.2 eV (1.5)0.2 eV n.a.
Ag2O 3d3/2 GL(30) Ag2O 3d5/2 + 6 eV Ag2O 3d5/2 3d5/2 * 0.68
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Figure 4.20: (a): Ag 3d and (b): Ag MMN XPS spectra of Ar+-sputtered Ag reference foil.

Silver-based GDE: Chemical state of silver
Ag 3d spectra of fresh and spent silver-based GDEs suggested that silver is mostly present in its metallic form,
yielding asymmetric peaks with the binding energy, BE , of BE5/2 = 368.2±0.1 eV (Figure 4.21 a).

This assignment is supported by the values of modified Auger parameters (α = 725.9±0.1 eV), characteristic
for Ag0 (Figure 4.21 b). 66 A presence of native Ag2O was evident in the fresh GDE sample (Figure 4.21 b), which
can be seen as a second component in the surface-sensitive region of Ag MNN (α2 = 724.4±0.1 eV). However,
the fraction of Ag2O was not affected by the electrolysis significantly, accounting for 2 – 6% of all silver in fresh
and spent GDEs. A small component at BE ≈ 377 eV in spent samples was assigned to the overlapping K 2s
spectral region, originating from the residual electrolyte.

Figure 4.21: (a) Ag 3d and (b) Ag MNN XPS spectra of silver-based GDE before and after electrolysis at
−200 mAcm−2.
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Silver-based GDE: Chemical state of carbon
The C 1s XPS spectra were used to observe the change in carbon bonds distribution. The C 1s spectrum of
fresh Ag-GDE is primarily composed of CR (C–C, C–H) and CF2 peaks with BE of 284.8 eV and 291.8 eV, respec-
tively (Figure 4.22). A spectral region between 286 eV and 290 eV features multiple minor peaks which can be
assigned to various forms of oxygenated carbon (COR, C=O, COOR).

Figure 4.22: Chemical state of carbon before and after electrolysis at −200 mAcm−2: XPS spectrum in C 1s
region (overlapping with K 2p). Residual amounts of K remain present after rinsing the KHCO3 electrolyte off
after electrolysis.

The relative amount of CF2 bonds was strongly reduced by electrolysis (Table 4.9). The shift to CR and COx

bonds is especially significant for the sample that was subjected to j =−200mAcm−2 (−1.8 V vs. RHE). As we
know from Table 4.7, the used samples exhibit an increased oxygen concentration relative to the fresh sample
(4 – 6 at.% vs. 1 at.%.) As Ag was not oxidized significantly during electrolysis (Figure 4.21), the additional oxy-
gen is present in the form additional COx bonds, which probably originate from residual KHCO3 electrolyte
salts (Table 4.9).

Table 4.9: Relative fraction of carbon bond types: carbon–fluorine bonds (CF2), which are present in PTFE,
carbon–oxygen bonds (COx: COR, CO, or COOR), and saturated C–R bonds like C–C or C–H as a share of all
carbon bonds C–X. (a) Fresh GDE sample. (b) After electrolysis at −200 mAcm−2 for 84 min (−1.8 V vs. RHE).
(c) After electrolysis at −50 mAcm−2 for 89 min (−1.0 V vs. RHE). For the electrolysis samples (b) and (c), the
analyzed areas were facing the electrolyte during electrolysis.

Carbon bond type (a) Fresh sample (b) −200 mAcm−2 (c) −50 mAcm−2

CF2 / C–X 84 ± 1.6% 45 ± 1.3% 76 ± 0.6%
COx / C–X 4 ± 0.4% 7 ± 0.5% 4.0 ± 0.1%
CR / C–X 13 ± 1.2% 48 ± 1.2% 20%
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Depth profile analysis
The XPS depth profiles of the silver-based GDE shows a significant change in chemical composition after elec-
trolysis at −200 mAcm−2 with an initial cathode potential of −1.8 V vs. RHE (Figure 4.23 a – c). In contrast,
the silver-based GDE operated at −50 mAcm−2 (−1.0 V vs. RHE) shows no significant decrease in F or increase
in Ag compared to the fresh sample (Figure 4.23 d – f). We note that the concentration for the −50 mAcm−2

experiment (Figure 4.23 d – f) are more homogeneous over the depth profile compared to the fresh sample
(Figure 4.23 a – c). The reason for this deviation might be that the profiles were recorded from two different
sample batches (−200 mAcm−2 experiment: Ag 114-3 and −50 mAcm−2 experiment: Ag 178-1).

Figure 4.23: XPS depth profiles of silver-based GDEs. The x-axis shows the depth profile calibrated against a
Ta2O5 standard sputtered with Ar+ ions. The y-axis shows the relative atomic concentrations of F, Ag, and C
(other elements were not measured in this measurement mode). (a), (b), (c): Fresh sample and sample after
electrolysis at −200 mAcm−2 for 84 min (−1.8 V vs. RHE). (d), (e), (f): After electrolysis at −50 mAcm−2 for
89 min (−1.0 V vs. RHE).

These findings suggest that PTFE degrades and/or is removed from the GDE surface. The homogeneous loss
of F over the profile is in alignment with the reductive elimination mechanism proposed by Shapoval et al.. 64

According to this mechanism, F – is eliminated below a cathodic potential of −1.3 V vs. RHE and carbonaceous
degradation products are left behind (Figure 4.24).
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Figure 4.24: Cathodic reduction of PTFE: Shapoval et al.. 64 proposed that C–F bonds in sterically stressed sec-
tions of the polymer are susceptible to reduction and elimination of the fluorine atom. They reported a degra-
dation threshold of −1.76 V vs. SHE, which corresponds to a cathode potential of −1.31 V vs. RHE in 1 M KHCO3
(pH = 7.56).
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5
DIRECT IMAGING OF LOCAL PH

REVEALS BUBBLE-INDUCED MIXING

IN A CO2 ELECTROLYZER

Electrochemical CO2 reduction poses a promising pathway to produce hydrocarbon chem-
icals and fuels without relying on fossil fuels. Gas diffusion electrodes allow high selectiv-
ity for desired carbon products at high current density by ensuring a sufficient CO2 mass
transfer rate to the catalyst layer. In addition to CO2 mass transfer, the product selectiv-
ity also strongly depends on the local pH at the catalyst surface. In this work, we directly
visualize for the first time the 2D pH profile in the catholyte channel of a gas-fed CO2 elec-
trolyzer equipped with a bipolar membrane. The pH profile is imaged with operando flu-
orescence lifetime imaging microscopy (FLIM) using a pH-sensitive quinolonium-based
dye. We demonstrate that bubble-induced mixing plays an important role for the Faradaic
efficiency. Our concentration measurements show that the pH at the catalyst remains
lower for −100 mA cm−2 than at −10 mA cm−2, implying that bubble-induced advection
outweighs the additional OH – flux at these current densities. We also prove that the pH
buffering effect of CO2 from the gas feed and dissolved CO2 in the catholyte prevent the
GDE from becoming strongly alkaline. Our findings suggest that gas-fed CO2 electrolyzers
with a bipolar membrane and a flowing catholyte are promising designs for scale-up and
high current density operation because they are able to avoid extreme pH values in the
catalyst layer.

This chapter has been submitted under the title "Direct imaging of local pH reveals bubble-induced mixing in
a CO2 electrolyzer" by Lorenz M. Baumgartner, Aron Kahn, Maxime Hoogland, Jorrit Bleeker, Wolter F. Jager,
David A. Vermaas to ACS Sustainable Chemistry & Engineering and is currently under revision.
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5.1. INTRODUCTION
Electrochemical CO2 reduction (CO2R) could be a promising process to make renewable
energies more effective in mitigating climate change 1,2 and to ensure energy security.
CO2R could utilize electricity from renewable power sources for the sustainable produc-
tion of hydrocarbon chemicals and fuels. 3 To this end, CO2 can be captured from point
sources, 4 directly from the air, 5 or the ocean, 6 and then reduced electrochemically. De-
pending on the cathode catalyst, useful chemical intermediates can be formed (e.g., Ag:
CO, 7 Sn: HCOOH, 8 or Cu: C2H4

9). 10 These could then be further processed into organic
chemicals or hydrocarbon fuels using established industrial processes (Fischer-Tropsch
or methanol synthesis). 3

To make electrochemical CO2 reduction (CO2R) economically viable, the process has to
be operated at a high current density (e.g., j ≥−200mAcm−2), 11 high Faradaic efficiency
(e.g., F ECO ≥ 95%), 12 and a low cell potential (e.g., Ecell ≤ 3V). 13 The CO2 mass transfer
to the catalyst strongly affects the F E for the desired carbon products (e.g., CO). If the
mass transfer of CO2 cannot keep up with the supply of electrons at sufficiently high j ,
the excess current is consumed in the hydrogen evolution reaction (HER) leading to a
decrease in F ECO. The introduction of gas diffusion electrodes (GDEs) has made it pos-
sible to maintain high FE for carbon products at high j by ensuring a sufficient CO2 mass
transfer rate to the catalyst layer (CL). 14

However, the local pH at the catalyst surface still affects the F E by changing the rel-
ative reaction rates of CO2R and HER. While neutral pH values are not detrimental to
CO2R, 15,16 highly alkaline pH values reduce the reaction rate because of the carbon-
ate equilibrium. The local pH increases due to hydroxide formation in the CO2R re-
action (CO2 +H2O+ 2e – −−→ CO+ 2OH – ). At sufficiently high pH, CO2 to form bicar-
bonate (CO2 +OH – ←−→ HCO –

3 ; pKa,1 = 6.4) and carbonate (HCO –
3 +OH – ←−→ CO 2 –

3 ;
pKa,2 = 10.3) in homogeneous buffer reactions. 17 Therefore, high local pH in the CL di-
minishes the F E for CO2R. 18

Also a too low pH can have a negative impact on F ECO: Because the exchange current
density of proton reduction (2H+ + 2e – −−→ H2) is three orders of magnitude higher
compared to water reduction (H2O+ 2e – −−→ 2OH – ), 19 the HER is significantly faster
in acidic conditions. Therefore, F EH2

can increase at low pH values, especially if the

CO2R is limited by CO2 mass transfer. 16 At high current densities, however, the locally
higher pH near the catalyst surface can alleviate the low selectivity for CO2R.

In conclusion, we expect high F E for the desired CO2R products as long as there is suf-
ficient CO2 mass transfer to the catalyst surface and the local pH is not too acidic or too
alkaline. It can be challenging, however, to achieve these ideal conditions in practice be-
cause they are affected by many interdependent phenomena (e.g., electrochemical reac-
tions, homogeneous reactions or mass transfer in gas and liquid phase). For this reason,
researchers have tried to gain a deeper understanding of the reaction system with nu-
merical simulations in 1D 20,21 or 2D. 18,22,23



5.1. INTRODUCTION

5

163

Experimental characterization techniques 24,25 can be used to complement these nu-
merical studies. For example, absorption spectroscopy can determine the pH at plate
cathode surfaces 26,27 or inside a BPM. 28 Operando Raman microscopy has allowed to
measure the local (bi)carbonate concentrations and pH values depending on the dis-
tance from the cathode in a liquid-fed 29 or gas-fed 30CO2 electrolysis flow cell. This
technique is limited by the relatively low intensity of the Raman effect, which restricts
the imaging speed. 31Fluorescence microscopy, in contrast, can use the strong fluores-
cence signal of suitable probe molecules to measure spatially-resolved intensity more
rapidly. 32 For example, Leenheer et al. assessed the activity of water-splitting electrocat-
alysts by recording 2D images with a pH-sensitive ratiometric dye. 33

Fluorescence lifetime imaging microscopy (FLIM) is an imaging technique that uses spe-
cial fluorescence lifetime probe molecules. Because these dye molecules change their
fluorescence lifetime depending on their local environment (e.g., pH or concentration
of certain species), FLIM can measure the corresponding spatially-resolved local envi-
ronment of a sample based on the fluorescence lifetime instead of the absolute inten-
sity. 32,34 This makes FLIM especially useful for applications in which inhomogeneous
excitation or differences in dye concentration can affect the intensity. While FLIM has
been predominantly used to study biological samples, 35,36 it has also enabled the study
of ion transport in electrochemical systems, in which the electromigration of charged
dye molecules can lead to concentration gradients that would complicate the use of
intensity-based imaging. For example, Benneker et al. used FLIM to study the mass
transfer of NaCl in a microfluidic desalination cell. 37 In another example, de Valença et
al. investigated the mass transfer of Cu2+ ions in an electrochemical cell. 38,39 So far only
a limited amount of studies have applied FLIM to CO2 electrolysis. For example, Kalde et
al. used FLIM to qualitatively determine electrochemically active areas in a microfluidic
model of a GDE. 40

In this work, we study the electrochemical performance and the local pH profile of a CO2
electrolyzer with a flowing K2SO4 catholyte and a bipolar membrane. We investigate the
effect of the process parameters current density, CO2 saturation, and catholyte flow rate
on the Faradaic efficiency for CO. For the first time, we experimentally visualize the 2D
pH profile in a CO2 electrolyzer catholyte channel, which was imaged with operando
FLIM using a pH-sensitive quinolinium dye. We demonstrate that bubble-induced mix-
ing plays an important role for the Faradaic efficiency. Our results imply that convective
mixing perpendicular to the flow direction and the pH buffering effect of CO2 prevent
the catholyte from becoming strongly alkaline close to the GDE. These findings suggest
that CO2 electrolyzers with a BPM, and a GDE to separate CO2 gas flow from the flowing
catholyte are promising for scale-up and high current density operation because they
are able to avoid extreme pH values in the catalyst layer.



5

164 5. DIRECT IMAGING OF LOCAL PH IN CO2 ELECTROLYZER

5.2. EXPERIMENTAL METHODS
The CO2 electrolysis with operando fluorescence lifetime imaging microscopy (FLIM)
was carried out with the setup shown in Figure 5.1. The 3-compartment electrolysis cell
(see SI, Figure 5.11 – 5.13) was equipped with a porous nickel foam as the anode. The
cathode GDE was prepared by depositing an Ag catalyst layer (1.0 mg Ag cm−2, 20 wt%
Nafion) on a SGL 39BC gas diffusion layer. 41 Its active area had a height of 25 mm and an
electrode width of 4 mm (1 cm2). The adjacent catholyte channel had a matching depth
of 4 mm. The gap width between the GDE and the BPM was 2 mm (see SI, Figure 5.12).
The BPM separated the anolyte (1 M KOH) and catholyte (0.4 M K2SO4, 0.1 mM fluores-
cent dye) ensuring that no significant bulk pH change occurred. Both electrolytes were
recirculated during the experiment (Figure 5.1). The humidified CO2 feed was supplied
to the GDE in flow-by mode. The backpressure of the gas compartment was controlled
with a needle valve. A purge gas stream was used to flush the product gases from the
catholyte reservoir.

Figure 5.1: Process flow diagram of the CO2 electrolysis setup with operando FLIM of the local catholyte pH.
Process parameters: (1) Catholyte purge gas: N2 purge or saturation with CO2; (2) Liquid flow rate: 0.9 or

9.0 mLmin−1 (=̂Re = 5 or Re = 50 in catholyte channel); (3) Current density: −10, −50, or −100 mAcm−2. The
anolyte and the catholyte channel were separated with a bipolar membrane (BPM). The backpressure of both
electrolyte streams was set by check valves. Both electrolytes were recirculated to their respective reservoirs,
in which the gaseous products were removed with a purge gas. The bulk pH inside the reservoir was measured
with a pH meter. The CO2 gas feed was humidified to 85% relative humidity (r.h.) at 20 ◦C and passed into the

gas channel of the electrolysis cell at a flow rate of 10 mLn min−1. The gas backpressure was controlled with
a manual needle valve. The composition of the cathode product gas was analyzed with gas chromatography
(GC). The flow rate was measured with a bubble flow meter. A more detailed process flow diagram is available
in the SI (see SI, Figure 5.14).

We investigated the effect of three process parameters (Figure 5.1): The catholyte was
continuously purged (1) with N2 or CO2 purge gas. The Reynolds number (2) in the
catholyte channel, Re, was set to 5 or 50 by adjusting the liquid flow rate (see Section 5.5.1
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of the SI). After adapting the gas backpressure to achieve a flow-by regime at the GDE, we
set a series of current densities (3) in galvanostatic mode (−10, −50, and −100 mAcm−2).
For each process parameter set, we waited for 20 min to give the system time to equili-
brate. Then we performed three measurements of the gas flow rate and three injections
with a gas chromatography (GC) system to determine the Faradaic efficiency of the cath-
ode side.

In parallel, we used the FLIM system to record a series of local pH images at three dif-
ferent heights of the flow cell (see SI, Figure 5.18). The FLIM system (see SI, Figure 5.15)
used a diode laser (405 nm, 20 MHz, 300 mW) as the excitation light source. The mod-
ulated laser light passed through a spinning disk confocal unit, which uses disks with
microlenses and pinholes to restrict the excitation and emission light paths to a sin-
gle focal plane. 42 We used an inverted microscope with a 5x objective to record im-
ages with a width of 2.4 mm and a height of 2.2 mm. We focused the microscope on
the center of the catholyte channel, which corresponds to a depth of 2 mm (see SI,
Figure 5.18). A diode laser was used to excite the fluorescent quinolinium dye in the
catholyte (0.1 mM). 43,44 The fluorescent light emitted by the dye was filtered by the spin-
ning disk unit and recorded with the FLIM camera (512 x 470 pixels). The camera used
the frequency-domain technique to record fluorescent lifetime images. 34 The lifetime
images are calculated from 6 phase shifts images, which each have an exposure time of
75 ms. This results in a total imaging time of 450 ms per frame. We calibrated the FLIM
system with an in-line titration setup (see SI, Figure 5.16). The resulting calibration curve
was used to convert fluorescent lifetime images to local pH images (see SI, Figure 5.17).
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5.3. RESULTS & DISCUSSION
We carried out a series of galvanostatic CO2 electrolysis experiments with operando
FLIM to image the local pH in the catholyte channel. Supplementary calculations, re-
sults, and values of plotted data are included in the supporting information (SI).

5.3.1. OPERANDO FLUORESCENCE LIFETIME IMAGING MICROSCOPY AP-
PLIED TO CO2 ELECTROLYSIS

For validation , we imaged the local pH of a catholyte channel segment with the dimen-
sions of 2 x 2 mm (Figure 5.2 a),which means one pixel covers about 5µm x 5µm. For a
current density of 0 mAcm−2, we obtain the 2D pH profile in Figure 5.2 b. We generate
the corresponding 1D pH profile by averaging over the y-coordinate of the segment (Fig-
ure 5.2 c). The catholyte bulk pH, pHmin, of 5.4±1.4 is in good agreement with the feed
pH, pHfeed, of 5.8, which was obtained from an independent measurement with a pH
meter (Figure 5.2 c). The standard deviation of the average pH, σpH(x), may seem rela-
tively large, but the 2D image (Figure 5.2 b) shows that the noise is randomly distributed
in y-direction, which makes the profile of pHavg(x) statistically reliable. The FLIM im-
ages show an increased average pH, pHavg(x), close to the walls on both sides of the
channel (Figure 5.2 a). This is a systematic error, which most likely originates from the
fluorescence of the adjacent PET gaskets (see SI, Figure 5.18), which emit a constant flu-
orescence lifetime corresponding to about pH 6. Because this signal is convoluted with
the fluorescence response of the pH-sensitive dye in the catholyte, our images overesti-
mate the pH at the wall when the actual pH is < 6, and probably underestimate the true
pHmax when an alkaline boundary layer forms during operation.

Figure 5.2: Operando FLIM validation. (a) Schematic of the flow cell: Imaging of catholyte flow channel seg-
ment in x-y plane. (b) 2D pH profile over channel height (y) and width (x). Left side: The BPM produces H+

ions during operation. Right side: The GDE is fed CO2 from the gas channel (not depicted). (c) The 1D pH
profile, pHavg(x), was averaged over the height of the channel segment. The shaded red area indicates the
standard deviation of the pH value, σpH(x). The minimum value of pHavg(x) is pHmin. The maximum value
of pHavg(x) is pHmax. The pH value of the catholyte feed, pHfeed, was measured with a pH meter.

The FLIM results in Figure 5.2 demonstrate that we can map the pH in a 2 mm wide CO2
electrolyzer flow cell in 2D, accepting noise at the micrometer-scale and an offset near
the edges. The quinolinium-based dye is most sensitive for pH changes between pH 6
and pH 9 (see SI, Figure 5.17). This allows to study the local pH near the GDE when a
current is applied to the cell.
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5.3.2. PERFORMANCE INDICATORS FOR BPM-BASED CO2 ELECTROLYZ-
ERS

Our electrolyzer operates with a similar performance as BPM electrolyzers with flowing
catholyte reported in literature (Table 5.1). The Ecell of our system is probably higher
than that reported by Chen et al. (4.5 V vs. 3.5 V) because of the wider catholyte gap,
dcath, (2 mm vs. 1.3 mm) and lower operating temperature, T , (20 ◦C vs. 60 ◦C). 45 De
Mot et al. achieved a significantly higher F ECO of 94%. 46 This improvement can not be
explained by their higher catalyst loading because the effect of loading on F ECO levels
off after about 1.25 mg Ag cm−2. 47 Instead, the higher F ECO can probably be attributed
to the difference in catholyte. We used 0.4 M K2SO4, a neutral electrolyte without pH
buffering capacity. De Mot et al., in contrast, used 0.5 M KHCO3, 46 which suppresses the
HER from proton reduction and can buffer the pH in the CL. 48

Table 5.1: Electrochemical performance of CO2 electrolyzers with BPM and flowing catholyte. The nickel an-
ode was pressed against the BPM in zero-gap configuration and supplied with KOH anolyte. The current den-
sity is j . The Faradaic efficiency is F E . The bulk pH of the catholyte feed is pHfeed. The thickness of the
catholyte gap between BPM and cathode GDE is dcath. The electrolyzer temperature is T . The cell potential
is Ecell. This work: The F ECO of 70% was measured for a Reynolds number, Re, of 5, which corresponds to a
catholyte flow rate of 0.9 mLmin−1. The catholyte was purged with N2 to remove dissolved CO2.

Parameter This work Chen et al. 45 De Mot et al. 46

GDE catalyst 1.0 mg Ag cm−2 0.5 mg SnO2 cm−2 2.5 mg Ag cm−2

j −100 mAcm−2 −100 mAcm−2 −100 mAcm−2

F E CO: 70% HCOOH: 73% CO: 94%
Catholyte 0.4 M K2SO4 0.4 M K2SO4 0.5 M KHCO3
pHfeed 5.5 n.a. 7.6
dcath 2.0 mm 1.3 mm 1.0 mm
T 20 ◦C 60 ◦C 60 ◦C
Ecell 4.5 V 3.5 V 4.6 V

It is interesting that our electrolyzer exhibits a very poor F ECO at −10 mAcm−2 (Fig-
ure 5.3) because CO2 mass transfer limitation does yet not occur at such a low j . 49 Fur-
ther, we have previously demonstrated that this GDE model can sustain a F ECO of 89%
to 74% for j ranging from −10 to −200 mAcm−2 with a 1 M KHCO3 catholyte. 50 There-
fore, the poor F ECO at −10 mAcm−2 is probably caused by differences in the local pH in
the CL when using K2SO4 catholyte.
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Figure 5.3: CO2 reduction performance for gas-fed CO2 electrolyzers with N2-purged catholyte at Re = 5. The
F E for CO and H2 is plotted as a function of current density, j , on the left y-axis. The error bars represent the
estimated standard errors of three GC injections. The cell potential, Ecell, is plotted on the right y-axis.

We expect the K2SO4 catholyte in this experiment to offer minimal pH buffering (Fig-
ure 5.3), especially when the catholyte is purged with N2, removing dissolved CO2 and
preventing homogeneous buffering reactions in the bulk of the liquid. Therefore, the
catholyte can undergo more extreme pH changes, which could lead to poor conditions
for the CO2R in the CL. For example, CO2 from the gas phase might neutralize the OH –

produced at the catalyst surface by forming HCO –
3 and CO 2 –

3 . Then the H+ produced
at the BPM could net acidify the catholyte. 45 On the other hand, the OH – formation in-
side the CL might instead lead to a locally high pH if the removal of ionic product species
(OH – , HCO –

3 , and CO 2 –
3 ) by the catholyte is too slow. 51 To clarify the effect of low cur-

rent density on the local pH in the CL, we analyze the catholyte pH profiles through FLIM
when different current densities are applied (Figure 5.4).
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5.3.3. BUBBLE-INDUCED MIXING LIMITS PH INCREASE AND ENHANCES MASS

TRANSFER

At −10 mAcm−2, the FLIM images show that the flowing catholyte prevents the acidifica-
tion of the GDE (Figure 5.4 a). Instead, we see the development of an alkaline boundary
layer at the GDE, which originates from the OH – released by the electrochemical reac-
tion in the CL. 52 Among all the current densities, −10 mAcm−2 exhibits the highest local
pH close to the CL (Figure 5.4 a: pHmax = 7.4).

Figure 5.4: FLIM: Catholyte pH profiles at middle of channel height (y = 12.5mm) with N2-purged catholyte
at Re = 5. Left side of each panel: The BPM produces H+ ions during operation. Right side: The GDE forms
OH – and is fed CO2 from the gas channel (not depicted). The subfigures (a) – (c) show the effect of increasing
j . Upper panels: 2D pH profile over channel height and width. Bottom panels: The pH profile, pHavg, was
averaged over the height of the channel segment shown in the upper panel. The shaded red area indicates the
standard deviation of the pH value. The minimum value of pHavg is pHmin. The maximum value of pHavg
is pHmax. The pH value of the catholyte feed, pHfeed, was measured with a pH meter. The blue, dotted line
indicates the value of the unbuffered pH limit, pHunbuffered, which we would expect if no neutralization with
H+ occurred, no homogeneous buffering reactions took place, and OH – was evenly mixed across the channel’s
width (see SI, Section 5.5.3).

At −50 mAcm−2, we see a significantly thinner boundary layer and a lower pHmax de-
spite the 5x increase in OH – formation rate (Figure 5.4 b). Further, we observe the for-
mation of H2 and/or CO bubbles at the cathode surface (see SI, Figure 5.20). These bub-
bles probably do not form in significant quantities at −10 mAcm−2 because H2 and CO
molecules are removed quickly enough by diffusing into the gas channel and by dissolv-
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ing into the liquid phase. At higher current densities, the concentrations of dissolved
product gases exceed the nucleation threshold 53 and bubbles form at the surface of
the GDE. We hypothesize that the growth, break-off, and the wake flow of these bub-
bles leads to bubble-induced mixing between the boundary layer and the bulk of the
catholyte. 54,55 This additional mass transfer mechanism enhances the removal of prod-
uct ions from the CL, which decreases pHmax to 6.5 (Figure 5.4 b).

We hypothesize that pHmax has to be sufficiently close to the pKa of the bicarbonate re-
action for high F ECO. This condition is necessary to ensure that CO2 can be available as
a dissolved gas. At −10 mAcm−2, for example, pHmax reaches a value of 7.4, which is too
high compared to pKa,1 = 6.4. The true pH directly next to the GDE is probably higher
than 7.4 because the fluorescence of the PET gasket makes the value appear closer to
pH 6. As a results of the high local pH, this experimented yields a poor F ECO of 0%. At
−50 mAcm−2, the pHmax of 6.5 is more favorable and F ECO rises from 0% to 58% (Fig-
ure 5.3).

At −100 mAcm−2, the thickness of the pH boundary layer and pHmax increase again (Fig-
ure 5.4 c). We also observed increased bubble flow in the catholyte, which leads to the
inhomogeneity in 2D pH profile. The OH – formation rate in the CL is directly propor-
tional to j . In contrast, bubble-induced mass transfer is only proportional to j 0.5. The
rate of this process is determined by the Sherwood number for bubble-induced mass
transfer, ShB, which depends on the square root of the Reynolds number for gas evolu-
tion, ReB, and thus also on j 0.5 (ShB ∝ Re0.5

B ∝ j 0.5). 54,55 Therefore, we can expect the
formation of OH – in the CL to outpace the removal through bubble-induced mixing at
sufficiently high j . For this reason, pHmax in the catholyte is higher at −100 mAcm−2

than for the −50 mAcm−2 case (Figure 5.4 b vs. c: 6.5 vs. 7.0). It is interesting that the
corresponding F ECO increases from 58% to 70% (Figure 5.3). Perhaps the higher pH in
the CL suppresses the HER by slowing down the proton reduction. At the same time,
the local pH might not yet be so high that dissolved CO2 is fully converted to HCO –

3
(pKa,1 = 6.4).

For all current densities, the pHmax in the catholyte remains far below pHunbuffered (Fig-
ure 5.4). This is the pH limit we would expect if (1) the released OH – was evenly mixed
across the channel’s width, (2) no neutralization with H+ occurred, and (3) no homo-
geneous buffering reactions with CO2 took place (see Section 5.5.3 of SI). In reality, the
CO2 diffusing to the CL from the gas channel must result in a significant buffering of the
pH by forming HCO –

3 and CO 2 –
3 species. This is clearly visible at j =−10mAcm−2 be-

cause there is little bubble-induced mixing to facilitate the neutralization with H+ (Fig-
ure 5.4 b). At j ≥ −50mAcm−2, the H+ released at the BPM leads to a significant acidi-
fication of the catholyte, which is visible by the drop of pHmin (Figure 5.4 a vs. c: 5.4 vs.
5.1). Further, the mixing and neutralization of H+ and OH – flattens the pH profile (Fig-
ure 4 b and c). The release of H+ is likely to cause an even stronger (local) acidification
than pHmin = 5.1, but this can not resolved with our FLIM dye, which has a plateau in the
calibration curve for pH ≤ 5 (Figure 5.17). We can follow the development of the bound-
ary layers at −100 mAcm−2 by looking at the different positions in the cell (Figure 5.5).
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Figure 5.5: FLIM: Catholyte pH profile over the height of the electrolyzer at j =−100mAcm−2 with N2-purged
catholyte at Re = 5. The subfigures (a) – (c) show the pH profiles at different y-positions. Left panels: 2D pH
profile over channel height and width . Right panels: The pH profile, pHavg, was averaged over the height of the
channel segment shown in the left panel. The shaded red area indicates the standard deviation of the pH value.
The minimum value of pHavg is pHmin. The maximum value of pHavg is pHmax. The pH value of the catholyte
feed, pHfeed, was measured with a pH meter. The blue, dotted line indicates the value of the unbuffered pH
limit, pHunbuffered, which we would expect if no neutralization with H+ occurred, no homogeneous buffering
reactions took place, and OH – was evenly mixed across the channel’s width (see SI, Section 5.5.3).

As the catholyte flows upward and accumulates OH – , pHmax increases along the height
of the reactor (Figure 5.5 a vs. c: 6.2 vs. 7.3). Because the increasing boundary thick-
ness slows down the removal of OH – , we can expect the local pH in the upper parts of
the CL to become less favorable for CO2R. To illustrate, the value of pHmax(y = 25mm)
at −100 mAcm−2 is similar to pHmax(y = 12.5mm) at −10 mAcm−2 (Figure 5.5 a vs. Fig-
ure 5.4 b: 7.3 vs. 7.4), which had a F ECO of 0%. This implies that scaled-up electrodes
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would have a poor local F ECO because the top part of the electrode would mostly be
producing H2. 18,23 However, the observed pHmax is still significantly lower than the ex-
pected pHunbuffered along the height of the channel (Figure 5.6). This raises the question
to what extent the supply of CO2 from the GDE is able to buffer the increase of pHmax.
To deconvolute the effect of current density, forced convection and CO2 saturation, we
studied the cases of saturating the catholyte feed with CO2 and increasing the flow rate.

5.3.4. CO2 SATURATION LIMITS PH INCREASE AND ENHANCES F ECO
Saturating the catholyte feed with CO2 improves the F ECO at all investigated current
densities (Figure 5.6). For example, we see an increase from 70% to 77% at−100 mAcm−2.
This improvement is probably not primarily caused by the higher convective mass trans-
fer of CO2 from the saturated electrolyte bulk, which corresponds to only an additional
partial current density for CO, jCO, of −2 mAcm−2 (see Section 5.5.4 of SI). For example,
if the CO2 mass transfer were limiting at −100 mAcm−2, the additional convective CO2
flux could only explain an increase in F ECO from 70% to 72%. This suggests that there are
other important mechanisms improving F ECO, such as a difference in local pH changing
the relative reaction rates in the CL.

Figure 5.6: Effect of CO2 saturation: F ECO as a function of j for CO2-saturated and N2-purged catholyte at
Re = 5. The error bars represent the estimated standard errors of three GC injections.

The saturation with CO2 reduces pHmax at all current densities (Figure 5.7). For exam-
ple at −100 mAcm−2, pHmax drops from 7.0 to 5.9 (Figure 5.7 b vs. d). This happens
through multiple mechanisms. First, the dissolved CO2 acidifies the electrolyte by form-
ing carbonic acid, which dissociates further into H+ and HCO –

3 . This is illustrated by
the decrease in pHfeed from 5.8 to 5.3 (Figure 5.7 a vs. c). Second, the dissolved CO2 acts
as a pH buffer by forming (bi)carbonate ions. This is significant because, e.g., the CO2 in
catholyte bulk could absorb 96% of the OH – released at −100 mAcm−2 (see Section 5.5.5
of SI). Third, the CO2 saturated catholyte releases CO2 bubbles at the BPM, 28,56 which
increases the bubble-induced mixing. These bubbles lead to the inhomogeneities seen
in the 2D pH profiles (Figure 5.7 c vs. d). The bubble-induced mixing limits the increase
of pHmax by enhancing the removal of product ions and also boosts the CO2 flux from
the catholyte bulk to the CL. In summary, saturating the catholyte with CO2 improves
F ECO by making the local environment in the CL more favorable for CO2R.
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Figure 5.7: FLIM: Effect of CO2 saturation on catholyte pH profiles at middle of channel height (y = 12.5mm)
at Re = 5. (a) and (b): Profiles for N2-purged catholyte with increasing j . (c) and (d): Profiles for CO2-saturated
catholyte. Upper panels: 2D pH color profile over channel height and width . Bottom panels: The pH profile,
pHavg, was averaged over the height of the channel segment shown in the upper panel. The shaded red area
indicates the standard deviation of the pH value. The minimum value of pHavg is pHmin. The maximum value
of pHavg is pHmax. The pH value of the catholyte feed, pHfeed, was measured with a pH meter.

5.3.5. CATHOLYTE REYNOLDS NUMBER INTERFERES WITH BUBBLE-INDUCED

MIXING
The effect of additionally increasing the catholyte Reynolds number, Re, on F ECO is less
straightforward. At −100 mAcm−2, F ECO improves from 77% to 85% when Re is in-
creased from 5 to 50 (Figure 5.8). This might be due to additional convective CO2 flux
from the bulk of the catholyte. This flux is enhanced by a factor of 3.2 when Re is in-
creased by a factor of 10 (Sh ∝ Re0.5). This increased CO2 flux can sustain an additional
jCO of −4 mAcm−2 (see Section 5.5.4 of SI), which would correspond to an increase in
F ECO from 77% to 81% F ECO. There might also be important other mechanisms, such
as the change in local pH, possibly explaining the observed increase to 85% F ECO.

No significant improvement of F ECO occurs at −50 mAcm−2 for the CO2-saturated case
(Figure 5.8). It is plausible that the effect of Re also depends on j because both process
parameter can influence the local pH. We can further investigate the mass transfer phe-
nomena in the catholyte gap with snapshots of the local pH profiles (Figure 5.9).
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Figure 5.8: Effect of Reynolds number in catholyte channel, Re. F ECO as a function of j and Re for CO2-
saturated catholyte. The error bars represent the estimated standard errors of three GC injections.

Figure 5.9: FLIM: Effect of Reynolds number, Re, on pH profiles at middle of channel height (y = 12.5mm)
with CO2-saturated catholyte. (a) and (b): Profiles for Re = 5 with increasing j . (c) and (d): Profiles for Re =
50. Upper panels: 2D pH profile over channel height and width. Bottom panels: The pH profile, pHavg, was
averaged over the height of the channel segment shown in the upper panel. The shaded red area indicates the
standard deviation of the pH value. The minimum value of pHavg is pHmin. The maximum value of pHavg) is
pHmax. The pH value of the catholyte feed, pHfeed, was measured with a pH meter.

To our surprise, increasing Re from 5 to 50 results in a higher local pH at the GDE. At
−100 mAcm−2 , for example, pHmax rises from 5.9 to 6.6 (Figure 5.9 b vs. d). This is
counter-intuitive because we would expect the increased forced convection to the ac-
celerate the removal of OH – . We hypothesize that the higher catholyte Re reduces the
contribution of bubble-induced mass transfer . The 10x higher liquid flow rate exerts
stronger drag forces on bubbles, which hinders their lateral motion. Therefore, rising
bubbles are confined closer to the surface of the electrodes and less bubble mixing per-
pendicular to the catholyte flow direction occurs. 57 This claim is supported by our 2D
pH profiles showing less disturbances through bubbles and a more laminar flow profile
when comparing Re = 50 to Re = 5 (Figure 5.9 d vs. b). This finding reveals that bubble
mixing contributes significantly to the mass transfer in the catholyte channel.



5.3. RESULTS & DISCUSSION

5

175

At −50 mAcm−2, increasing Re from 5 to 50 must lead to a reduction in bubble-induced
CO2 mass transfer from the catholyte, which is not sufficiently compensated by the addi-
tional mass transfer of CO2 through forced convection. Therefore, the CO2 mass transfer
stagnates and F ECO does not change significantly (Figure 5.8: 74±3% to 71±1%). We
hypothesize that the CO2 mass transfer is more important than the local pH for both
cases because their pHmax is close to the pKa of the bicarbonate reaction (Figure 5.9 a or
c: pHmax = 6.0 or 6.5 vs. pKa,1 = 6.4).

If j is increased from −50 mAcm−2 to −100 mAcm−2 at Re = 50, the contribution of
bubble mixing rises again because of the higher gas evolution rate. This increased mix-
ing prevents a significant change to pHmax despite the higher OH – formation rate (Fig-
ure 5.9 c vs d: pHmax: 6.5 vs. 6.6). Further, the additional bubble mixing also enhances
the CO2 mass transfer from the bulk, which then boosts F ECO from 71% to 85% (Fig-
ure 5.8).

The importance of the CO2 mass transfer from the catholyte bulk is further highlighted
by comparing the effect of Re between the CO2-saturated and the N2-purged cases (Fig-
ure 5.8 vs. see SI, Figure 5.22). If j is increased from −50 mAcm−2 to −100 mAcm−2 at
Re = 50 for the N2 case, no significant change of F ECO occurs (see SI, Figure 5.22: 70±2%
to 73±1%).

5.3.6. INTERMEDIATE PH AND HIGH CURRENT DENSITY LEAD TO HIGH F E
The scatter plot in Figure 5.10 shows F ECO as a function of pHmax and the process pa-
rameters. We hypothesize that these three factors are critical to ensure a high F ECO:

• Maximum pH in the electrolyte close to pKa of the bicarbonate reaction
(pKa,1 = 6.4): e.g., pHmax ≤ 7.0

• Removal of ions from inside the porous CL to the catholyte:
OH – , HCO –

3 , and CO 2 –
3

• Dissolved CO2 is available in the CL

The CO2 feed in the gas channel, present in all our cases, already limits the pHmax. Addi-
tionally, mixing induced from gas bubbles contributes to both the first (local pH in elec-
trolyte) and the second (local pH in CL) factor. The process parameter with the strongest
effect on F ECO is j because it leads to bubble-induced mixing at −50 mAcm−2 or higher.
This important mechanism keeps pHmax close enough to pKa,1. It further removes prod-
uct ions from the CL and ensures that CO2 is available in the CL. For this reason, all
experiments with j ≥−50mAcm−2 have a F ECO ≥ 58% (Figure 5.10).

Saturating the catholyte with CO2 also has a positive effect on F ECO, which is probably
due to a combination of additional pH buffering, bubble mixing, and CO2 mass trans-
fer. For these reasons, we find the highest values for F ECO for experiments with CO2-
saturated feed and j =−100mAcm−2 (Figure 5.10: #9 and #6).
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Figure 5.10: Faradaic efficiency for CO, F ECO, as a function of the maximum pH at the middle height of
the catholyte channel, pHmax. The current density, j , is represented by the color of the data points (blue:
−10 mAcm−2, green: −50 mAcm−2, red: −100 mAcm−2). The Reynolds number of the catholyte, Re, is indi-
cated by the marker shape (square: Re = 5, triangle: Re = 50). Experiments with CO2-saturated catholyte have
filled markers. The dotted line represents the pKa of the bicarbonate reaction (CO2 +OH – ←−→ HCO –

3 ; pKa,1

= 6.4). 17 The number next to each marker indicates the ID number (#) of each parameter set.

The effect of Re is less clear because the higher liquid flow rate increases the mass trans-
fer through forced convection, but suppresses bubble-induced mixing. However, since
a high Re seems to be beneficial for F ECO at j = −100mAcm−2 with a CO2-saturated
catholyte (Figure 5.10: #9), this is still a relevant parameter for process optimization. It
might be interesting, for example, to have a more quantitative study on how Re influ-
ences the dynamics of bubble growth, release, and mixing.

It is remarkable that we obtain a poor F ECO for experiments with j = −10mAcm−2 al-
though their pHmax ranges from 6.0 to 7.4 (Figure 5.10: #1, #4, #7, and #10). This phe-
nomenon might be explained through significantly higher pH values inside the porous
CL, which are not accessible through FLIM. It is possible that bubble-induced mixing is
necessary to exchange the catholyte inside the porous CL with the catholyte from the
channel. Because this mass transfer mechanism is missing at j = −10mAcm−2, the
product ions (OH – , HCO –

3 , and CO 2 –
3 ) can not be removed sufficiently fast leading

to an unfavorably high pH in the CL. This hypothesis could be validated with numerical
studies in the in future.

Close to the GDE of our gas-fed electrolyzer, the catholyte pH remains below 7.0 for all
experiments with high j and high F ECO (Figure 5.10: e.g., #9 and #6). In contrast, close
to the plate electrode of a liquid-fed electrolyzer, the pH is estimated to be above 10 at
only −15 mAcm−2. 52 This raises the question how the pH close to the GDE develops for
our system at j ≥−200mAcm−2. At these conditions, the strong bubble formation leads
to a turbulent two-phase flow. This complicates recording the local pH with our FLIM
system due to the limited imaging speed (450 ms per image). However, we can speculate
that bubble-induced mixing and neutralization with the H+ from the BPM can maintain
a moderate local pH at the GDE for much larger current densities. This might explain
why the gas-fed BPM electrolyzer of De Mot et al. can operate at −300 mAcm−2 while
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maintaining a high F ECO > 70%. 46

5.4. CONCLUSION
We have studied how process parameters (current density, CO2 saturation of the elec-
trolyte, and catholyte flow rate) affect the Faradaic efficiency of a gas-fed CO2 electrolyzer
with flowing K2SO4 catholyte and bipolar membrane. We complemented these mea-
surements with operando fluorescence lifetime imaging microscopy (FLIM) to image the
growth of an alkaline boundary layer along the cathode GDE. Three key factors limit the
pH increase at the GDE to ≤ 7.0 and enable high F ECO of 77% – 85%: (1) CO2 from the
gas phase acts as pH buffer, (2) Bubble-induced mixing enhances the mass transfer in
the catholyte channel and the ion exchange between the catalyst layer and catholyte,
and (3) the CO2-saturated catholyte acts as pH buffer and leads to additional bubble-
induced mixing by releasing CO2 at the BPM.

We find the mass transfer contribution of bubble-induced mixing to be more significant
than the contribution of forced convection through the flowing catholyte. The bubble-
induced mixing is only effective after exceeding a threshold in current density, which
makes the maximum pH at −10 mAcm−2 higher than at −50 or −100 mAcm−2. High
mass transfer rates across the channel are essential to enable a neutralization of OH –

from the cathode with H+ from the BPM. This neutralization within the channel might
be able to limit the pH increase at the cathode and thereby allow a high F ECO. Therefore,
gas-fed CO2 electrolyzers with BPM are promising systems for scale-up and operation at
high current densities.
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5.5. SUPPORTING INFORMATION
This section includes more detailed experimental descriptions, supplementary calculations, and additional
results. The digital version of the Supporting Information (SI) includes an Excel file with the values for plotted
data and all recorded experimental parameters for the CO2 electrolysis experiments.

5.5.1. ENGINEERING OF THE CO2 ELECTROLYSIS SETUP
We used a 3-compartment flow cell to carry out the CO2 electrolysis experiments (Figure 5.11). All tubing con-
nections had an outer diameter of 1/8 inch. The cell components were pressed together with four M4 bolts
tightened with a torque of 2 Nm. The anode flow plate was made of stainless steel and served as a current
collector Figure 5.11. The anolyte flow channel had a width of 3 mm and a depth of 4 mm. The flow plate was
sealed against the anode spacer with a butyl rubber O-ring. The 1 mm thick anode spacer aligned the nickel
foam anode (Ni-4753.01, Recemat BV, Netherlands). The anode was 1 mm thick, had an estimated average pore
diameter of 0.4 mm, and a porosity of 95.2%. The anode was pressed against the BPM (Fumasep FBM, Fumat-
ech GmbH, Germany). The membrane spacer was made of PET with a thickness of 140µm. The active area of
the BPM and GDE was controlled by PET gaskets with a rectangular hole (25mm height x 4mm depth = 1cm2).

Figure 5.11: Anode view of the 3-compartment electrolysis flow cell.

The catholyte flow channel had a width of 2 mm and a depth of 4 mm (Figure 5.12). The channel was cut from
a PMMA sheet with a diamond milling bit to create a highly transparent surface. The GDE was manufactured
by spray-coating an Ag catalyst layer on a commercial Sigracet 39BC (SGL Carbon, Germany). We described
the deposition method in more detail in a previous publication. 41 The Nafion content in the catalyst layer (CL)
was 20 wt%. The Ag loading was 0.94 mg Ag cm2. The GDE was aligned by two PET spacers with a thickness of
140µm each. Assuming a GDE thickness of 325µm, these spacers yielded a GDE compression of 14%. The gas
flow plate was pressed against the GDE as a current collector. The gas flow channel had a width of 3 mm and a
depth of 4 mm. The flow plate was sealed against the GDE spacer with butyl rubber O-rings.

The liquid outlets were located at the top to facilitate the removal of gas bubbles from the liquid channel (Fig-
ure 5.13). The gas outlet was located at the bottom of the cell to allow the drainage of any electrolyte that broke
through the GDE into the gas channel during the start-up phase. The FLIM system recorded images of the
catholyte channel in the x-y plane.
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Figure 5.12: Cathode view of the 3-compartment electrolysis flow cell.

Figure 5.13: Cross-section view of the 3-compartment electrolysis flow cell.
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The flow cell was installed in the CO2 electrolysis setup (Figure 5.14). All fluid lines were made of PE. They had
an outer diameter of 1/8 inch and inner diameter of 1/16 inch.

Figure 5.14: Process flow diagram of the CO2 electrolysis setup with operando FLIM of the local catholyte
pH. Process parameters: (1) Catholyte purge gas: N2 purge or saturation with CO2; (2) Liquid flow rate: 0.9

or 9.0 mLmin−1 (=̂Re = 5 or Re = 50 in catholyte channel); (3) Current density: −10, −50, or −100 mAcm−2.
Peristaltic pumps supplied the anolyte and catholyte to the CO2 electrolyzer. Pulsation dampers were used to
reduce the pressure fluctuations caused by the pumps. The anolyte and the catholyte channel were separated
with a bipolar membrane (BPM). The backpressure of both electrolyte streams was set by check valves with
a cracking pressure of 69 mbar. Both electrolytes were recirculated to their respective reservoirs, in which
the gaseous products were removed with a purge gas. Magnetic stirrers were used to accelerate the mixing
of the electrolyte. The bulk pH inside the reservoirs was measured with a pH meter. The CO2 gas feed was
humidified to 85% relative humidity (r.h.) at 20 ◦C inside a bubble column and passed into the gas channel of
the electrolysis cell. The gas backpressure was controlled with a manual needle valve. The composition of the
cathode product gas was analyzed with gas chromatography (GC). The flow rate was measured with a bubble
flow meter.

Gas feed
The CO2 gas feed was supplied from a gas cylinder (Figure 5.14). The feed flow rate of 10 mLn min−1 (Normal
conditions: 0 ◦C , 1 atm) was controlled with a mass flow controller (F-201CV-020-RAD-3A-V, Bronkhorst BV,
Netherlands). This flow rate corresponds to a maximum CO2 conversion of 7% at −100 mAcm−2 (assuming

F ECO = 100%). The gas was humidified to 85% relative humidity (r.h.) at 20 ◦C inside a bubble column. 41 and
passed through the gas channel. We used a manual needle valve (SS-SS2, Swagelok, Netherlands) to control
the gas backpressure. This allowed us to set a flow-by flow regime at the GDE. 50,58

Electrolytes
Both electrolytes were pumped with a peristaltic pump (Masterflex L/S, Cole Parmer). In-line pulsation dampers
(PFD 1.06 KPZ, KNF, Switzerland) were used to dampen the flow rate fluctuations of the pump (Figure 5.14).
After being pumped through the cell, the electrolytes passed through a check valve (SS-CHS2-1, Swagelok,
Netherlands). The check valves had a nominal cracking pressure of 69 mbar, which set the backpressure of the
electrolytes. Both electrolytes were recirculated into their storage bottles and mixed with a magnetic stirrer.
The anolyte (1 M KOH) was purged with N2 to vent the O2 product gas and any CO2 that might have crossed

over (Figure 5.14 ). The purge flow rate was set to 100 mL min−1 with a rotameter (Reference conditions: 20 ◦C,
1 atm).
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Process parameter 1: Catholyte Purge gas
The catholyte (0.4 M K2SO4, 0.1 mM fluorescent dye) was purged with N2 (23 mLn min−1) or CO2 (15 mLn min−1)
to flush the product gases. The gas flow rate was controlled with a mass flow controller (calibrated for normal
conditions: 0 ◦C, 1 atm). In the case of the N2 purge, the catholyte had a low CO2 saturation because the N2
stripped dissolved CO2 from the electrolyte. In the case of the CO2 purge, the catholyte had a high CO2 satu-
ration because CO2 bubbles were brought into close contact with the liquid.

Process parameter 2: Reynolds number / Catholyte flow rate
We set the hydraulic Reynolds number in the catholyte channel, Re, to 5 or 50 by adjusting the liquid flow
rate of the peristaltic pump, FL, to 0.9 mL min−1 or 9.0 mL min−1. We note that this Reynolds number differs
from the gas bubble Reynolds number ReB from the main paper and the Reynolds number along a plate elec-
trode, ReH, used in Section 5.5.4. The hydraulic Reynolds number in the catholyte channel, Re, is calculated
with (5.1). The hydraulic diameter of the channel is dH in mm. The superficial liquid velocity is u in ms−1.
We approximate the kinematic viscosity of the catholyte, ν, with the corresponding value of water at 20 ◦C
(ν= 1×10−6 m2 s−1). 59

Re = dH ·u

ν
(5.1)

The value of dH is a function of the channel width, W , in mm and depth, D , in mm (5.2).

dH = 2 · W ·D

W +D
= 2 · 8mm

2mm+4mm
= 2.67mm (5.2)

u = FL

W ·D
(5.3)

Process parameter 3: Current density
After setting the purge gas flow rate and the liquid flow rate, we used a potentiostat (XP20, Ivium technologies,
Netherlands) to set three galvanostatic current density steps (−10, −50, and −100 mAcm−2).

Steady state measurements
The system was given 20 min to equilibrate after setting each process parameter set. Then we recorded the cell
potential with the potentiostat. The bulk pH of the catholyte and anolyte were determined with a pH meter
(913 pH Meter, Metrohm AG, Switzerland). The gas flow rate was measured three times with a bubble flow
meter to calculate an average gas flow rate for the product mixture, V̇mix. We used a syringe pump to take
three gas samples from the product gas stream. These were analyzed with a gas chromatography (GC) system
(CompactGC 4.0, Interscience BV, Nederland) to determine the volumetric concentration, Ci , of the following
gas species (CO2, CO, H2, N2, O2, CH4, and C2H4). No CH4 or C2H4 was detected during our experiments.

The Faradaic efficiency of gas species F Ei (H2, CO) was calculated from the current density, j , in mAcm−2,

the electrode area, A = 1cm2, Faraday’s constant, F = 96485Asmol−1, the stoichiometric number of electrons
exchanged, zi (zi = 2 for H2 and CO), and the molar flux of the species, Ṅi , in mols−1 (5.4).

F Ei =
zi ·F · Ṅi

j · A
(5.4)

The molar flux of the species, Ṅi , was estimated with the ideal gas law (5.5), in which the gas pressure is
p = 1bar, the gas temperature is 293.15 ◦C, and the ideal gas constant is R = 8.3145JK−1 mol−1.

Ṅi =
p · V̇mix ·Ci

R ·T
(5.5)
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5.5.2. FLUORESCENCE IMAGING MICROSCOPY (FLIM)
The FLIM system measured the phase-shift fluorescence lifetime, τφ, in the sample region of the flow cell (Fig-

ure 5.15) using the frequency-domain technique. 32,34 The diode laser (405 nm) serves as a light source with a
modulation frequency of 20 MHz. The laser light passes through a filter and enters the spinning disk confocal
unit (Crest V2, CrestOptics, Italy). The microlense disk focuses the incident light onto the Nipkow pinhole disk
(70µm diameter pinholes), which restricts the light path to the focal plane while scanning the sample region. 42

The focused laser light passes through the objective (5x magnification) of the microscope (Zeiss Axiovert 200M,
Carl Zeiss AG, Germany) to excite fluorescent dye molecules in the focal plane of the channel. The focal plane
was in a depth of 2 mm and had a focal depth of about 520µm. These probe molecules emit fluorescent light
in a lower wavelength spectrum and, depending on their local pH, the phase of the signal is shifted relative to
the phase of the excitation light source. The emitted fluorescent light passes back through the spinning disk
unit and is reflected by a dichroic mirror. After passing through the emission filter, the emitted light reaches
the FLIM camera (Toggel, Lambert Instruments, Netherlands). The FLIM camera has a resolution of 512 x 470
pixels, which yields a spatial resolution of 4.76µm per pixel. We recorded all images with a camera gain of 2
and an exposure time of 75 ms. Each FLIM image is calculated from 6 images with different phase shifts. This
yields a total imaging time of 450 ms per FLIM image.

Figure 5.15: Schematic of FLIM system: Microscope: 5x objective, Modulated diode laser: 405 nm, 20 MHz,
300 mW. FLIM camera: 75 ms exposure time, 6 phase shift images, 2x camera gain.

We calibrated the FLIM system with an in-line titration setup (Figure 5.16). The dye and K2SO4 concentra-
tion were the same as for the CO2 electrolysis experiments. We used a low phosphate buffer concentration

of 0.0001 M to minimize the influence of phosphate ions on τφ. 44 The electrolyte was continuously purged
with N2 to prevent ambient CO2 from dissolving in the electrolyte and influencing the pH. We recirculated the
electrolyte through the flow cell (Figure 5.13) to record fluorescence lifetime images for a range of pH values.
The pH of the electrolyte was adjusted by incrementally adding base solution to the electrolyte with a syringe
pump. The base solution had the same dye and K2SO4 concentration to keep the corresponding concentra-
tions in the bulk of the electrolyte constant. After a stabilization period of 2 min, we measured the pH with a
pH meter and recorded the FLIM image. The average τφ in the center of the channel was calculated with the
image processing software LIFA (Lambert Instruments, Netherlands) (Figure 5.16).

We used a quinolinium dye 43,44 to obtain the calibration curve for the pH and τφ (Figure 5.17). The curve has
a τφ-plateau in the acidic region, which makes it impossible to distinguish the pH between 3.0 and 5.5. The
dye is most sensitive to changes in τφ for the pH region between 6.3 and 9. We kept the optical FLIM parame-
ters of the calibration and the CO2 electrolysis experiments constant to minimize systematic errors.
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Figure 5.16: FLIM calibration produce: In-line titration coupled with the FLIM system.

Figure 5.17: Calibration curve to calculate pH from the phase-shift fluorescent lifetime, τφ.
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The geometry of the catholyte flow channel and the alignment with the microscope of the FLIM system are
shown in Figure 5.18. The straight channel segment with a length of 7.5 mm was left without active area (Fig-
ure 5.18 a) to ensure a fully developed hydrodynamic flow profile. The microscope was focused on the outer
channel wall (z0-plane) as a reference point (Figure 5.18 b). Then the control software of the microscope was
used to move the focal plane to the center of the channel depth in z-direction (z2-plane) to carry out the imag-
ing.

To process the FLIM images, we determined the wall coordinates of the channel with intensity images (Fig-
ure 5.18 c). The sides of the fluorescence lifetime images were cropped with these coordinates. The PET gaskets
forming the wall of the channel show a lower fluorescence lifetime than the bulk of the electrolyte, which most
likely originates from the fluorescence of the gasket material. 60 We assume that the gaskets exhibit a constant
fluorescence lifetime, τφ, of about 11.5 ns. According to the calibration curve (Figure 5.17), this phenomenon
leads to a systematic error, which lets the edges of the image appear to be close to pH 6. Therefore, the local
pH near the walls in our images is overestimated at low pH (< 6) and underestimated at high pH (> 6).

Figure 5.18: Flow channel geometry and FLIM procedure. (a) Geometry of flow cell. (b) Location of the three
imaging positions (1): Bottom, (2): Middle, (3): Top. The outer channel wall (z0) was used as a focusing refer-
ence. The imaging plane (z2) was located in the middle of the channel depth (2 mm). (c) FLIM data processing:
Intensity and phase-shift fluorescence lifetime, τφ, images of the 0.4 M K2SO4 catholyte with 0.1 mM fluores-
cent quinolinium dye.

During CO2 electrolysis, we recorded 5 to 10 images at each channel height (Figure 5.18 b) for each process
parameter set. Of these images, we selected examples with small amounts of bubble coverage and a clear view
of the catholyte channel. These were then further processed with Matlab (Version R2019a). After cropping the
walls, the fluorescent lifetime images were converted to 2D pH profiles (Figure 5.19) with the calibration curve.
Typically, the local pH value close to the GDE (right side of image) rises because the electrochemical reactions
release OH – ions. We calculated 1D pH profiles by averaging the pH value over the y-axis of the 2D segment.
For these 1D profiles, pHavg(x) is the y-averaged value over the channel width. The corresponding standard
error is σpH(x). The minimum pH of the profile is indicated by pHmin; the maximum is indicated by pHmax.
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Figure 5.19: FLIM image processing. The pH profile, pHavg(x), was averaged over the height of the channel
segment shown in the upper panel. The shaded red area indicates the standard deviation of the pH value,
σpH(x). The minimum value of pHavg(x) is pHmin. The maximum value of pHavg(x) is pHmax.

The intensity and corresponding fluorescent lifetime images show examples for different effects of gas bubble
evolution (Figure 5.20). Typically, gas bubbles form at the surface of the GDE or the BPM (Figure 5.20 a). They
grow until they reach a certain diameter and are released into the flow. This leaves the electrode surface uncov-
ered for a while until the growth cycle starts again. Gas bubbles reduce the intensity of the fluorescence signal
even if they are outside of the focal plane. The fluorescent lifetime, τφ, of the focal plane can still be measured
as long as there is a sufficient signal-to-noise ratio.

This means that τφ is still available in proximity to growing, stagnant bubbles only casting partial shadows
(Figure 5.20 a). However, the intensity close to the GDE often decreases because of intense shadows. In ad-
dition to bubbles forming at the surface, these shadows are caused by a lower fluorescence emission of the
dye at high pH. 44 As a result, intense shadows cause a noisy signal close to the GDE (Figure 5.20 a). Another
phenomenon of the gas bubble evolution are small, moving bubbles (Figure 5.20 b), which follow the flow of
the catholyte. These bubbles typically just reduce the intensity slightly, so that τφ experiences only little noise.
Occasionally smaller bubbles coalesce and form large, moving bubbles (Figure 5.20 c) taking up most of the
channel cross-section. These bubbles cast intense shadows leading to a poor signal-to-noise ratio.
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Figure 5.20: FLIM imaging of catholyte channel with bubble formation. Top: Intensity images. Bottom: cor-
responding fluorescence lifetime images. The channel walls were not cropped for these example images.
(a) Growing bubbles at the GDE surface (b) Small, moving bubbles in the bulk of the catholyte flow (c) Large,
moving bubble filling out the cross-section of the channel.
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5.5.3. CALCULATION OF UNBUFFERED PH LIMIT
We calculate the unbuffered pH limit, pHunbuffered, by making the following assumptions:

• OH – is perfectly mixed across the channel width (x-direction)

• No neutralization with H+ occurs

• No homogenous buffering reactions with CO2 take place

To set up the mass balance, we further assume that the catholyte flows through the channel segment at a vol-
umetric flow rate, FL, (Figure 5.21). At the inlet (y = 0), the initial concentration of COH – is determined by
pHfeed using (5.6).

Figure 5.21: Mass balance to calculate the unbuffered pH limit, pHunbuffered, over a channel segment with the
height y1. The molar flux of OH – produced in the reaction is ṅOH – ,cath.

COH – = 10−pOH = 10−(14−pH) (5.6)

We consider the pH increase over the height of a channel segment with the height y1 (Figure 5.21). For exam-
ple, to calculate pHunbuffered at the middle of the channel height, we set y1 to 1.25 cm. The electrochemical
reaction releases a uniform flux of OH – , ṅOH – ,cath, in molcm−2 s−1, which depends on j according to (5.7).

ṅOH – ,cath = j

F
(5.7)

Over the considered electrode height of y1 and depth of D = 0.4cm (z-direction), the cumulative flux ṄOH – ,cath
(
y1

)
is released according to (5.8).

ṄOH – ,cath
(
y1

)= ṅOH – ,cath ·D · y1 (5.8)

The released OH – mixes with the catholyte stream and increases the concentration of OH – according to (5.9).

COH –
(
y1

)=COH –
(
y0

)+ ṄOH – ,cath
(
y1

)
FL

(5.9)

The value of pHunbuffered is then calculated with (5.10).

pHunbuffered
(
y1

)= 14− (−log(10)COH –
(
y1

))
(5.10)
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5.5.4. CALCULATION OF CONVECTIVE CO2 MASS TRANSFER
We calculate the limiting partial current density for CO, jCO,lim with (5.11). This quantity corresponds to the
convective mass transfer of CO2 from the bulk of the flowing catholyte to the electrode surface, ṄCO2 ,conv. The
number of electrons transferred in the reaction is zCO = 2.

jCO,lim =
zCO ·F · ṄCO2 ,conv

A
(5.11)

We calculate ṄCO2 ,conv in mols−1 with (5.12), in which kconv is the convective mass transfer coefficient in

cms−1. The mass transfer is driven by the CO2 concentration gradient, ∆CCO2
, which takes a maximum value

of CCO2 ,bulk if the CO2 concentration at the electrode surface drops to zero. The bulk concentration of CO2 at

25 ◦C is approximated with CCO2 ,bulk = 34mmolL−1. 52

ṄCO2 ,conv = A ·kconv ·∆CceCO2 ≈ A ·kconv ·CCO2 ,bulk (5.12)

The value of kconv is determined by the correlation (5.13) of the Sherwood number, Sh, with the Reynolds
number over the height of the electrode, ReH, and the Schmidt number, Sc. 55 The height of the electrode, H ,
is 2.5 cm. The diffusion coefficient for CO2 in water at 25 ◦C is DCO2

= 1.9×10−5 cm2 s−1. 52

kconv =
DCO2

·Sh

H
= 0.664 ·

DCO2

H
·Re0.5

H ·Sc0.333 (5.13)

We calculate the Reynolds number over the height of the electrode, ReH, with (5.14). We note that this Reynolds
number is different than the hydraulic Reynolds number, Re, defined by (5.1). The superficial liquid velocity,
u, is given by (5.3). We approximate the kinematic viscosity of the catholyte, ν, with the corresponding value
of water at 20 ◦C (ν= 1×10−6 m2 s−1). 59 The value of Sc is given by (5.15).

ReH = H ·u

ν
(5.14)

Sc = ν

DCO2

= 532 (5.15)

The resulting values for kconv and jCO,lim are listed for hydraulic Reynolds numbers of Re = 5 and Re = 50 in
Table 5.2.

Table 5.2: CO2 mass transfer through forced convection. The hydraulic Reynolds number is Re. The volumetric
catholyte flow rate is FL. The superficial liquid velocity is u. The Reynolds number along the height of the
electrode is ReH. The convective mass transfer coefficient is kconv. The corresponding limiting current density
for CO is jCO,lim.

Re FL u ReH kconv jCO,lim

- mLmin−1 cms−1 - cms−1 mAcm−2

5 0.9 0.19 46 2.8×10−4 1.8
50 9.0 1.88 464 8.8×10−4 5.8
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The effect of increasing the Reynolds number on the F ECO is shown in Figure 5.22.

Figure 5.22: Effect of Reynolds number in catholyte channel, Re. F ECO as a function of j and Re for N2-purged
catholyte. The error bars represent the estimated standard errors of three GC injections.



5

190 5. DIRECT IMAGING OF LOCAL PH IN CO2 ELECTROLYZER

5.5.5. CALCULATION OF CO2 BUFFERING CAPACITY
We estimate the nominal pH buffer capacity of the dissolved CO2, ṄCO2 ,buff, in mols−1 with (5.16). This value

corresponds to the molar flux of OH – that the dissolved CO2 could absorb through the formation of CO 2 –
3 .

For simplification, we neglect equilibrium reactions and assume that every dissolved molecule of CO2 absorbs
2 molecules of OH – .

ṄCO2 ,buff = FL ·2 ·CCO2 ,bulk (5.16)

We compare this buffering capacity with the total molar flux of OH – formed in electrochemical reactions (Ta-
ble 5.3). We neglect the consumption of CO2 through the CO2R reaction. This gives us an approximate ratio of

ṄCO2 ,buff to ṄOH – ,cath (Table 5.3).

ṄOH – ,cath = j · A

F
(5.17)

Table 5.3: Nominal buffering capacity of dissolved CO2. The hydraulic Reynolds number is Re. The volumetric
catholyte flow rate is FL. The current density is j . The nominal pH buffer capacity of the dissolved CO2 is

ṄCO2 ,buff. The total molar flux of OH – formed in electrochemical reactions is ṄOH – ,cath.

Re FL j ṄCO2,buff ṄOH – ,cath
ṄCO2,buff

ṄOH – ,cath

- mLmin−1 mAcm−2 mols−1 mols−1 -

5 0.9 50 9.9×10−7 5.2×10−7 191%
5 0.9 100 9.9×10−7 1.0×10−6 96%
50 9.0 50 9.9×10−6 5.2×10−7 1910%
50 9.0 100 9.9×10−6 1.0×10−6 955%
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5.5.6. COMPLETE SET OF PH PROFILES
The following section shows the 2D and 1D pH profiles for each parameter set (Figure 5.23 – Figure 5.30.

Figure 5.23: 1D pH profiles for Re = 5 and N2-purged catholyte. The pH profile, pHavg, was averaged over the
height of the channel segment shown in the upper panel. The shaded red area indicates the standard deviation
of the pH value. The minimum value of pHavg is pHmin. The maximum value of pHavg is pHmax. The pH value
of the catholyte feed, pHfeed, was measured with a pH meter.
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Figure 5.24: 2D pH profiles for Re = 5 and N2-purged catholyte. The pH value of the catholyte feed, pHfeed,
was measured with a pH meter.
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Figure 5.25: 1D pH profiles for Re = 5 and CO2-saturated catholyte. The pH profile, pHavg, was averaged over
the height of the channel segment shown in the upper panel. The shaded red area indicates the standard
deviation of the pH value. The minimum value of pHavg is pHmin. The maximum value of pHavg is pHmax.
The pH value of the catholyte feed, pHfeed, was measured with a pH meter.
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Figure 5.26: 2D pH profiles for Re = 5 and CO2-saturated catholyte. The pH value of the catholyte feed, pHfeed,
was measured with a pH meter.
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Figure 5.27: 1D pH profiles for Re = 50 and CO2-saturated catholyte. The pH profile, pHavg, was averaged
over the height of the channel segment shown in the upper panel. The shaded red area indicates the standard
deviation of the pH value. The minimum value of pHavg is pHmin. The maximum value of pHavg is pHmax.
The pH value of the catholyte feed, pHfeed, was measured with a pH meter.
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Figure 5.28: 2D pH profiles for Re = 50 and CO2-saturated catholyte. The pH value of the catholyte feed,
pHfeed, was measured with a pH meter.
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Figure 5.29: 1D pH profiles for Re = 50 and N2-purged catholyte. The pH profile, pHavg, was averaged over the
height of the channel segment shown in the upper panel. The shaded red area indicates the standard deviation
of the pH value. The minimum value of pHavg is pHmin. The maximum value of pHavg is pHmax. The pH value
of the catholyte feed, pHfeed, was measured with a pH meter.
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Figure 5.30: 2D pH profiles for Re = 50 and N2-purged catholyte. The pH value of the catholyte feed, pHfeed,
was measured with a pH meter.
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6
CONCLUSION

We assess the feasibility of sustainable production of fuels and chemicals through CO2
electrolysis by comparing the requirements for industrial-scale CO2 electrolysis with re-
cent developments in the field and key findings of this thesis.

6.1. WHAT WOULD CO2 ELECTROLYSIS REQUIRE AT AN INDUS-
TRIAL SCALE?

The global economy requires hydrocarbon fuels and chemicals at a scale of hundreds of
millions of tons per year. For example, the International Civil Aviation Organization esti-
mates that the global consumption of aviation fuel amounted to 200 Mt in 2016. 1 Two of
the most important organic bulk chemicals 2 are ethylene (C2H4: 160 Mt in 2016) 3 and
methanol (H3COH: 85 Mt in 2016). 4 To illustrate the requirements of replacing conven-
tional fossil fuel-based production with CO2 electrolysis-based production, we make a
case study based on the global H3COH production (Figure 6.1).

The global demand for H3COH could be covered by 26 industrial plants with an individ-
ual output capacity of 3.3 Mt year−1 (Figure 6.1). According to a theoretical plant design
by Smith et al. 5, direct air capture would provide the CO2 feedstock, which would be re-
duced to CO by CO2 electrolysis. Alkaline water electrolysis would produce H2 to convert
CO to H3COH in the final methanol synthesis step.

When operating at a current density of 400mAcm−2, the CO2 electrolysis process for one
of these methanol plants would require a total cell area of 175000 m2 (Figure 6.1). 5 This
cell area would be split up into a number of CO2 electrolyzer stacks.

We can use a stack with a cell area of 4 m2 as an example, for which techno-economic cal-
culations exist in literature. 6 For the numbers of this study, each methanol plant would
require 43750 CO2 electrolyzers stacks (Figure 6.1).
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Figure 6.1: CO2 electrolysis requirements to cover global methanol production (H3COH: 85 Mt in 2016) 4.

Methanol plant assumptions: 5 10,000 t H3COH day−1, −400mAcm−2 CO2 electrolyzer current density, 100%
Faradaic efficiency for CO, 90% uptime. CO2 electrolyzer stack assumptions based on techno-economic anal-

ysis by Verma et al.. 6

Each CO2 electrolyzer stack would consist of 100 electrolysis cells with an individual
cell area of 400 cm2 (Figure 6.1). 6 We note that the cell area of this example is rela-
tively small, which leads to the large number of 43750 CO2 electrolyzers stacks. In prac-
tice, a larger cell area is highly desirable because this reduces the capital costs (e.g., for
electrical connections or plumbing connections). For comparison, commercial alkaline
water electrolysis stacks typically consist of 30 to 200 cells with an individual area of
10000 to 30000 cm2. 7

Verma et al. estimate a capital expenditure of 2500 USD per 4 m2-CO2 electrolyzer stack
by calculating the costs of the individual cell components (e.g., bipolar plates, gaskets,
or flow channels) for this geometry. To recover these capital costs, the cell lifetime would
have to be at least 1800h. 6 For an economically viable process, however, a lifetime of
several years would be highly desirable (e.g., ≥ 2 years = ≥ 17500h). 8

The combined cell area of all 26 methanol plants amounts to 4.6km2, which would re-
quire a substantial amount of catalyst metals (Table 6.1). We can estimate the required
amounts based on common catalyst loadings and compare them to the global produc-
tion rates, which can serve as a rough indicator for feasibility. The cathode gas diffusion
electrodes (GDEs) would require 46 t of silver, which is relatively low compared to the
global mining rate of 23 kt year−1.

Iridium is the standard anode catalyst for CO2 electrolysis because it is stable in neutral
or acidic pH conditions, which are inevitable in commonly used CO2 electrolyzers with
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Table 6.1: Electrode metals required to produce 85 Mt year−1 H3COH with CO2 electrolysis. The geometric

cell area of all CO2 electrolyzers is 26 x 175000m2 = 4.6km2. The GDE cathode uses dispersed Ag loaded onto

a GDE. 13 Ir-based anode are made of IrO2-coated porous titanium structures. 14 We assumed an optimistic

loading of 0.5 mg Ir cm−2. 10 Alternatively, Ni-based anodes are made of porous nickel foams. We used the
material specifications of the foam used in Chapter 5.

Metal Ag Ir Ni
Component Cathode Anode Anode
Loading 1.0 mgcm−2 0.5 mgcm−2 43 mgcm−2

Required mass 46 t 23 t 1957 t
Global production 23 kt year−1 (2014) 15 7 t year−1 (2020) 10 2 Mt year−1 (2016) 16

anion exchange membrane. 9 Unfortunately, iridium is only mined at a rate of 7 t year−1

globally because it is one of the rarest elements in the earth’s crust. 10 This scarcity would
likely hinder its employment as an anode catalyst for large scale-CO2 electrolysis. Fur-
ther, iridium would also be required for other applications like PEM water electrolysis.
Minke et al. estimate current iridium-mining rates would limit the global PEM elec-
trolysis capacity to 60 GW by 2050. 10 For illustration, this capacity would correspond
to an annual production of about 12 Mt H2, which is relatively modest in comparison
with the 85 Mt of H2 produced from fossil fuels in 2016. 11 These numbers suggest there
would not be enough Ir available to carry out CO2 electrolysis at the scale necessary for
85 Mt methanol year−1.

Nickel could be used as an alternative anode catalyst, which is mined at a much larger
scale relative to the required amount for CO2 electrolysis (Table 6.1: 2 Mt year−1 vs.
1957 t). It might be necessary to optimize the loading, however, because nickel is also
required in large quantities for lithium ion batteries, alkaline electrolyzers, and stainless
steel. Nickel requires a special electrolyzer design with an alkaline electrolyte because it
oxidizes to Ni2+ below pH 9 at 25 ◦C. 12

We would like to highlight that the amounts of metal catalysts listed in Table 6.1 would
only cover the annual production of methanol (H3COH: 85 Mt). However, to also cover
the production of aviation fuels (C9Hx to C16Hx: 200 Mt) 1 and ethylene (C2H4: 160 Mt), 3

these metal amounts would have to be increased by a factor of 35. We estimate this factor
based on the relative molecular carbon contents and relative fuel/ethylene production
rates.

To keep the material requirements and the capital expenditure of CO2 electrolyzers low,
they have to operate at high current density with a long lifetime. The capital costs can
further be reduced by scaling up the cell area and thereby reducing the number of re-
quired stacks. Due to iridium’s scarcity, CO2 electrolyzers have to be designed so they
can operate with Ni-based instead of Ir-based anodes.

Another important aspect is the enormous energy consumption of the overall process
(CO2 capture, CO2 electrolysis, and water electrolysis). For illustration, Smith et al. cal-
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culate that one methanol plant with an annual capacity of 3.3 Mt year−1 would require
solar panels with an area of 243 km2 —about four times the area of Manhattan (New
York). Therefore, CO2 electrolyzers also have to operate at a low cell potential and a high
Faradaic efficiency to maximize the energy efficiency.

Together with other techno-economic studies we can conclude that the following re-
quirements have to be met for industrial-scale CO2 electrolysis: 8,17

• Faradaic efficiency for CO, F ECO: ≥ 95%

• Current density, j : −400 mAcm−2

• Cell potential, Ecell: ≤ 3V (=̂ Energy Efficiency: ≥ 46%) 18

• CO2 electrolyzer design with Ni-based anodes (Ir-free)

• Cell electrode area ≥ 400cm2 (=̂ height ≥ 20cm for square cell)

• Cell lifetime of several years (e.g., ≥ 2 years = ≥ 17500h)

6.2. WHAT CAN CO2 ELECTROLYSIS CURRENTLY ACHIEVE?
During the course of this PhD project, a number of other research groups have made im-
portant contributions to the field of CO2 electrolysis, which we will briefly present here.
Further, we will provide the answers to the research questions (RQ) posed in the intro-
duction of this thesis and discuss how they contribute to the key issues of electrolyzer
design, scale-up, and stability.

6.2.1. CO2 ELECTROLYZERS WITH BIPOLAR MEMBRANE AND FLOWING

CATHOLYTE REPLACE IRIDIUM BY ENABLING NICKEL ANODES
To date, the best-performing CO2 electrolyzers all employ an iridium-based anode. These
anodes have been already commercialized for the mature PEM water electrolysis tech-
nology and enable the stable operation of CO2 electrolyzers at the lab-scale. 9 Many CO2
electrolyzers with iridium-based anode feature a membrane electrode assembly (MEA),
in which an anion exchange membrane (AEM) is pressed directly against the cathode.
Reactors with such an AEM-MEA configuration can already meet the previously listed
electrochemical requirements. For example, Endrődi et al. achieved a F ECO = 86% at a
current density of −450 mAcm−2 with a low Ecell of 2.8 V (Table 6.2). 19

Motivated by the dilemma of iridium’s scarcity, the field has developed CO2 electrolyzers
with bipolar membrane (BPM) as an alternative to the AEM-MEA systems. The integra-
tion of a BPM allows to select different electrolytes for the anode (e.g., KOH) and the
cathode (e.g., KHCO3 or K2SO4). This feature has enabled the employment of nickel-
based anodes, which require an alkaline anolyte to be stable (e.g., KOH). 25

The comparison with a state-of-the-art AEM-MEA electrolyzer 19 shows that recent BPM
electrolyzers 21,24 still require improvements to their the electrochemical performance
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Table 6.2: Electrochemical performance of gas-fed CO2 electrolyzers. Electrolyzers with anion exchange mem-
brane (AEM) and membrane electrode assembly (MEA) are catholyte-free and require Ir-based anodes. Elec-
trolyzers with bipolar membrane (BPM) can use an alkaline anolyte and Ni-based anodes. The catholyte can
be flowing (f.) or stationary (s.). Yang et al. infused their BPM-MEA with KOH. 20 All listed electrolyzers were
equipped with gas diffusion electrodes (GDEs). The current density is j . The Faradaic efficiency for the listed
product is F Ei . The cell potential is Ecell.

Electrolyzer Anode Cathode j Product i F Ei Ecell

AEM-MEA 19 Ir-based Ag-GDE −450 mAcm−2 CO 86% 2.8 V
BPM + f. catholyte 21 Ni foam SnO2-GDE −450 mAcm−2 HCOOH 85% 5.5 V
BPM-MEA 22 Ni foam Ag-GDE −300 mAcm−2 CO 30% 4.7 V
BPM-MEA + KOH 20 Ni foam Ag-GDE −200 mAcm−2 CO 45% 4.8 V
BPM + s. catholyte 23 Ir-based Cu-GDE −300 mAcm−2 C2H4 17% 3.9 V
BPM + f. catholyte 24 Ni foam Ag-GDE −300 mAcm−2 CO 70% 8.4 V
BPM + f. catholyte 24 Ni foam Ag-GDE −350 mAcm−2 CO 24% 10 V

(Table 6.2). Ecell, for example, is much lower for the MEA-type electrolyzer of Endrődi
et al. 19 compared to the BPM-type electrolyzer by Chen et al. 21 (Table 6.2: 2.8 V vs.
5.5 V). However, other examples listed in Table 6.2 suggest that Ecell can be further opti-
mized. 20,22,23 For example, ohmic losses can be lowered by reducing the thickness of the
membrane 26 or the catholyte gap. 23

Maintaining a high F E at higher current densities can also be challenging for BPM sys-
tems. In the example of De Mot et al., 24 F ECO drops from 70% to 24% when the current
density is changed from −300 mAcm−2 to −350 mAcm−2 (Table 6.2). It is difficult to un-
derstand which mechanism is responsible for this performance decay because this elec-
trolyzer type features a number of complex phenomena (e.g., electrochemical reactions,
homogeneous reactions, convection, diffusion, and migration). Therefore, numerical
and/or experimental studies improving the understanding of the local reaction environ-
ment might be able to guide the optimization of this reactor type.

The local reaction environment in a BPM-electrolyzer was studied in this thesis (RQ7
and RQ8). We experimentally visualize the 2D pH profile in a CO2 electrolyzer catholyte
channel, which was imaged with operando FLIM using a pH-sensitive quinolinium dye
(Chapter 5). At a low current density of −10 mAcm−2, we observe the development of
an alkaline boundary layer at the cathode GDE (pH ≥ 7.4) resulting in a poor F ECO. At
current densities of −50 mAcm−2 or higher, bubble-induced mixing occurs. This phe-
nomenon removes product ions and leads to an intermediate pH in the catholyte chan-
nel (RQ8: Chapter 5). By limiting the pH increase, bubble-induced mixing further en-
sures that CO2 is available in the catalyst layer of the GDE, which improves the F ECO

(RQ7: Chapter 5). Further, saturating the catholyte with CO2 also improved F ECO, prob-
ably through a combination of lowering the bulk pH value, providing pH buffering ca-
pacity, and additional bubble-induced mixing (RQ7 and RQ8: Chapter 5). Interestingly,
increasing the catholyte flow rate did not always lead to a higher overall mass transfer in
the catholyte channel (RQ7 and RQ8: Chapter 5). This is because the higher drag forces
of the liquid reduce the contribution of bubble mixing.
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Future efforts to operate CO2 electrolyzers with BPM at high current density have to
ensure a sufficiently high mass transfer in the catholyte channel. This will maintain a
favorable reaction environment at the cathode GDE (intermediate local pH, high CO2
concentration) and enable a high Faradaic efficiency. For scale-up, it might be benefi-
cial to optimize the channel geometry (e.g., modifying the aspect ratio to exploit bub-
ble mixing). Further, possible interactions between process parameters (e.g. between
the current density-dependent bubble formation and the catholyte flow rate) have to be
considered to optimize the mass transfer in the catholyte channel.

6.2.2. CURRENT CO2 ELECTROLYZER SCALE

Most studies in the field have been carried out in cells with a geometric electrode area of
≤ 5cm2. 27,28 To the best of our knowledge, the largest reported CO2 electrolyzer had an
electrode area of 250 cm2 in MEA configuration (Figure 6.2). 29 This value is smaller than
the 400 cm2 cell area in the techno-economic analysis by Verma et al., 6 which suggest
that the capital costs would be significantly higher. Nonetheless, it is promising for fu-
ture industrial application that the stackability of CO2 electrolysis cells has already been
explored successfully. 14,30

The largest cell area reported for CO2 electrolysis is several orders of magnitude smaller
(Figure 6.2) in comparison with mature electrolysis technologies (e.g., alkaline water
electrolysis 7 or chlor-alkali electrolysis). 31,32 Therefore, we can assume that the ratio of
electrolysis capacity and capital costs will be less favorable for CO2 electrolysis. We also
note that the scale-up of e.g., water electrolyzers is a lot simpler than the scale-up of CO2
electrolyzers because less side reactions can occur at the electrodes.

For CO2 electrolyzers with flowing catholyte, the largest reported cell area is even smaller
(Figure 6.2: 100 cm2). 33 The scale-up of CO2 electrolyzers with flowing catholyte is par-
ticularly challenging because the porous GDE is in direct contact with the electrolyte.
This means that for sufficiently tall cells, the hydrostatic pressure of the electrolyte can
flood the GDE and thereby impede the mass transfer of CO2.

Most CO2 electrolyzers use gas diffusion electrode (GDE) based on commercial carbon-
based gas diffusion layers (GDLs). Because these materials have been developed for hy-
drogen fuel cells and PEM electrolysis, 34 they often feature cracks in their microporous
layer (MPL). 35 The presence of cracks is not optimal for the application of these materi-
als in CO2 electrolysis because they prevent the separation of gas and liquid phase over
a wide differential pressure range. 36

This thesis shows that cracks in the MPL result in a narrow stable pressure window. We
demonstrate that increasing the thickness of carbon paper-based GDEs improves the
flooding resistance (RQ1: Chapter 2). In the best case, this would allow a cell height of
81 cm for CO2 electrolyzers with flowing catholyte. However, this is not a viable strat-
egy to prevent flooding because the increased thickness also significantly hampers the
mass transfer of CO2 resulting in poor Faradaic efficiency (RQ2: Chapter 2). In addition,
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Figure 6.2: Comparison of of CO2 electrolyzer cell size. Alkaline water electrolysis: 7 Cell area corresponds to
a cell height of 1000 to 2000 cm (circular geometry). Chlor-alkali electrolysis with oxygen depolarized cathode
(ODC): Cell area corresponds to a cell height of 1000 to 1500 cm (square geometry). 31,32 CO2 electrolysis -

minimum required cell area to reach the break-even-point in the techno-economic analysis of Verma et al.. 6

Cell area corresponds to a cell height of 20 cm (square geometry). CO2 electrolysis - MEA: based on the work

of Kaczur et al.. 29 CO2 electrolysis - flowing catholyte: based on the work of Jeanty et al.. 33

the Faradaic efficiency of thick carbon paper is further diminished through electrolyte
flooding (RQ3: Chapter 3).

Chapter 3 demonstrates that the flooding resistance is decreased when operating at in-
dustrially relevant current density. Due to the electrical potential applied at these con-
ditions, the GDE experiences electrowetting, which reduces the hydrophobicity of its
surface. For example, we found that a GDE based on a SGL 39BC substrate could oper-
ate at −200 mAcm−2 with F ECO = 74% while allowing a maximum cell height of 22 cm
without flooding (Chapter 3). This is relatively modest in comparison with the cell height
of mature electrolysis technologies (Figure 6.2: 100 – 200 cm). 7

This thesis identifies two viable strategies for the scale-up of CO2 electrolyzers with flow-
ing catholyte. First, we show that carbon cloth-based GDEs already permit cell heights
> 100cm because their bimodal pore structure can tolerate electrolyte flooding to a cer-
tain extent while maintaining an average F ECO of 70% at −200mAcm−2 (RQ3: Chap-
ter 3). We recommend to test this material at a higher current density and integrate it
into a reactor design that can drain the electrolyte from the gas channel.

Second, developing a GDL material with a crack-free MPL could improve the flooding
resistance by an order of magnitude (RQ1: Chapter 2). Unfortunately, the investigated
commercial material with a crack-free MPL (Freudenberg H23C6) is not chemically sta-
ble under electrolysis conditions (Chapter 3). Therefore, the field would greatly benefit
from further studying the degradation mechanism in more detail. 37 In this context, the
sealing of GDL cracks with hydrophobic particles, 38 is another interesting development.
If implemented on a large scale by GDL manufacturers, this approach could have a major
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Figure 6.3: Comparison of demonstrated CO2 electrolysis cell operation time. Alkaline water electrolysis: 40

cell stacks are usually replaced after 6 to 11 years. Chlor-alkali electrolysis with oxygen consuming cathode: 41

operation for more than 3 years. Lifetime could be extended with higher catalyst loading. CO2 electrolysis -
minimum lifetime estimated by the techno-economic analysis by Verma et al. to recover the capital expen-
diture of the electrolysis stack. 6 CO2 electrolysis with MEA (C-GDE): 42 Ag-catalyst on carbon-based GDE,

−200 mAcm−2, no failure reported. CO2 electrolysis with flowing catholyte (Ag-GDE): 43 Commercial silver-

based GDE (ODC) from Covestro, −300 mAcm−2, no failure reported. CO2 electrolysis with flowing catholyte

(C-GDE): 13 Ag-catalyst on carbon paper-based GDE, −190 mAcm−2, Gas diffusion layer failure: hydrophobic-
ity loss due to (electro-)chemical degradation.

impact on the scalability of carbon-based GDEs.

6.2.3. CURRENT CO2 ELECTROLYZER LIFETIME

The majority of studies in the field report CO2 electrolysis measurements lasting less
than 100 h. 9 Many of these studies focus on cathode catalyst synthesis and only carry
out short performance tests. However, the duration is also often limited by the dura-
bility of the commonly used carbon-based cathode GDEs. Failure mechanisms include
the poisoning or erosion of the catalyst, the formation of carbonate salt, and loss of hy-
drophobicity. 39

To the best of our knowledge, the longest experiment with a carbon-based GDE was car-
ried out in an MEA electrolzer for 1000 h and ended without failure. 42 More commonly,
however, MEA electrolyzers can only be operated for a much shorter time because car-
bonate salts form and block the gas channel. It was recently discovered that this prob-
lem can be mitigated through periodic rinsing of the gas channel. 14,44,45 Therefore, it is
realistic that MEA electrolyzers could already achieve the minimum lifetime of 1800 h es-
timated in the example of Verma et al. (Figure 6.3). 6 By reaching this minimum lifetime,
the electrolyzer stack in this case study would have been able to recover its capital costs.
Naturally, it would be desirable to have a much longer lifetime to make the process more
economical.

Demonstrating a long lifetime for CO2 electrolyzers with flowing catholyte is particularly
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interesting to the field because these allow the employment of Ni-based anodes. Unfor-
tunately, the lifetime of carbon-based GDEs is especially low in these systems because
the GDL substrate is prone to (electro)-chemical degradation (Figure 6.3: e.g., 20 h). 13

The degradation of carbon-based materials leads to the loss of hydrophobicity, which
results in GDE flooding and a poor Faradaic efficiency.

Silver-based GDEs might offer a promising alternative. For example, Haas et al. success-
fully operated a CO2 electrolyzer with flowing catholyte for 1250 h by employing a com-
mercial silver-based GDE from Covestro (Figure 6.3). 43 This GDE was originally devel-
oped for industrial chlor-alkali electrolysis with oxygen depolarized cathodes (ODC). 46

Overall, the field has to demonstrate significantly longer cell durability for CO2 electrol-
ysis to be economically viable. In comparison, the cell lifetime of mature industrial elec-
trolysis technologies, such as alkaline 40 or chlor-alkali electrolysis, 41 has been orders of
magnitude higher (Figure 6.3).

Chapter 2 of this thesis tests how the operational lifetime of CO2 electrolyzers with flow-
ing catholyte is limited by the substrate of the carbon-based GDE (carbon paper, carbon
cloth, or nonwoven). For example, we find a Ag-GDE based on an SGL 39BC carbon
paper looses it hydrophobicity after only 20 h of operation at −190 mAcm−2. This degra-
dation leads to flooding, which in turn drops the F ECO from an initial value of 70% to
10% (RQ4: Chapter 2). Nonwoven GDLs from Freudenberg exhibited an especially poor
(electro-)chemical stability, which lets them loose their hydrophobicity within 30min
when a current density of −200 mAcm−2 is applied. We hypothesize that the carbon
fibers are of this GDL are graphitized to a lower degree during manufacturing to make
them more flexible, but this also reduces their chemical stability (Chapter 2).

This thesis shows that a carbon cloth-based GDE can perform CO2 electrolysis for 120 h
without reduction in Faradaic efficiency (RQ4: Chapter 3). This promising result raises
the question for how long this material can be stably operated. Further, it motivates
more systematic degradation studies, which should investigate the (electro-)chemical
stability of carbon fiber substrates with different surface chemistry and carbonization
degrees.

Chapter 4 of this thesis explores carbon-free, silver-based GDEs as an alternative. The
silver-based GDEs made in our lab experience strong electrowetting, which lead to flood-
ing and a poor Faradaic efficiency. In addition, we observed the electrochemical degra-
dation of PTFE (RQ5 and RQ6: Chapter 4), which might limit their long-term stability.

Haas et al., in contrast, performed stable CO2 electrolysis for 1250 h with the silver-based
GDE from Covestro. 43 Therefore, this product is highly promising for the development
of gas-fed CO2 electrolyzers with a flowing catholyte. In addition, this demonstration
also included the downstream processing of the product gases, which were converted
to butanol and hexanol with a fermentation unit. 43 Unfortunately, the exact structure of
this commercial GDE is proprietary, which limits the understanding the field can gain
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for further GDE development.

In conclusion, CO2 electrolysis is currently not viable at an industrial scale. Iridium is
not available in sufficient quantities to serve as an anode catalyst at large scale. The CO2
electrolysis field, therefore, has to further develop reactor designs with BPM, which al-
low the substitution of Ir-based anodes through Ni-based anodes. Further, the cell area
and the lifetime of the cathode GDEs have to be increased substantially. In the next step,
the engineering of cell stacks has to be further advanced, which includes the design of
gaskets, flow fields, and bipolar plates. At this stage, the heat management of stack will
also require more attention. Luckily, this development process can be accelerated by uti-
lizing components and know-how from adjacent fields (e.g., PEM electrolysis, hydrogen
fuel cells). Finally, the CO2 electrolyzers have to be integrated with other unit operations
(e.g, CO2 capture, product gas separation, methanol synthesis) to showcase a fully func-
tional process in a pilot plant.

6.3. HOW CAN WE PRODUCE HYDROCARBON FUELS AND CHEM-
ICALS SUSTAINABLY?

In context of the energy transition, electrochemical CO2 conversion to hydrocarbon fuels
and chemicals will likely play a minor role over the next decade. Given the limitations of
current CO2 electrolyzer designs, it will take years to build mature pilot plants and even
longer for a large scale employment of the technology. However, mitigating the effects of
climate change will require more immediate action.

Fortunately, the thermocatalytic reduction of CO2 allows a faster and less risky route to
sustainable hydrocarbon fuel and chemical production. 47,48 In fact, multiple industry
consortia have already announced projects for the production of sustainable fuels.

For example, Highly Innovative Fuels, a subsidiary of the Porsche AG, opened its Haru
Oni synthetic gasoline plant in 2022, located in Punta Arenas, one of the windiest regions
in Chile. 49 In its demonstration phase (2023), the plant will be equipped with a 3.4 MW
wind turbine from Siemens Gamesa. The turbine will power a direct air capture unit
from Global Thermostats to capture CO2 and a 1.2 MW PEM electrolyzer from Siemens
Energy to provide H2 through water electrolysis. Methanol will be produced from CO2
and H2 in a methanol synthesis reactor from MAN. Its methanol production capacity is
594 t year−1. The plant will be equipped with a Methanol To Gasoline (MTG) unit from
ExxonMobil to produce synthetic gasoline at a rate of 96 t year−1. In its final phase (2027),
the Haru Oni plant is to be powered by a 2.5 GW wind farm. The methanol production
capacity is projected to reach 1 Mt year−1, which is used for the production of gasoline
at a rate of 162 kt year−1.

In another example, Norsk e-fuel announced a sustainable aviation fuel plant, which
is to start its demonstration phase by 2024 in Norway. 50 A direct air capture unit from
Climeworks will provide CO2 for the production of synthesis gas in a reverse water-gas
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shift reactor. The necessary H2 will be provided by an alkaline electrolyzer from Sunfire.
A Fischer-Tropsch reactor will convert the synthesis gas to a mixture of hydrocarbons,
which are refined to sustainable aviation fuel in a final step. The fuel production capac-
ity is supposed to reach 20 kt year−1 by 2026 and 82 kt year−1 by 2029.

Admittedly, the production scale of these two examples is still pretty small compared to
200 Mt of aviation fuel consumed globally (2016). 1 However, once the thermocatalytic
CO2 conversion technology has been demonstrated, securing funding and constructing
additional plants can occur more rapidly. This approach is also appealing because ther-
mocatalytic reduction plants could be retrofitted in the future if CO2 electrolyzers reach
a competitive development stage.
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electrolysis: Challenges and untapped opportunities, ACS Catalysis 12, 1037 (2022).

[10] C. Minke, M. Suermann, B. Bensmann, and R. Hanke-Rauschenbach, Is iridium de-
mand a potential bottleneck in the realization of large-scale PEM water electrolysis?
international journal of hydrogen energy 46, 23581 (2021).

[11] F. Dawood, M. Anda, and G. Shafiullah, Hydrogen production for energy: An
overview, International Journal of Hydrogen Energy 45, 3847 (2020).

[12] B. Beverskog and I. Puigdomenech, Revised pourbaix diagrams for nickel at 25–300
°c, Corrosion Science 39, 969 (1997).

[13] L. M. Baumgartner, C. I. Koopman, A. Forner-Cuenca, and D. A. Vermaas, Narrow
pressure stability window of gas diffusion electrodes limits the scale-up of CO2 elec-
trolyzers, ACS Sustainable Chemistry & Engineering 10, 4683 (2022).
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7
SUMMARY

Many countries in the world are replacing fossil fuels with renewable power sources to
reduce their greenhouse gas emissions and increase their energy security. For this rea-
son, there is a high urgency to develop sustainable production processes for hydrocar-
bon fuels and organic chemicals by utilizing intermittent wind and solar power. One
possible pathway involves capturing CO2 directly from the air and converting it to chem-
ical building blocks, such as C2H4, CO, or HCOOH, using electrochemical CO2 reduction
(CO2R). These intermediates could then be further converted to the desired fuels and
chemicals using established processes such as Fischer-Tropsch or methanol synthesis.

Before CO2R can be implemented at an industrial scale, a number of technical require-
ments have to be met (e.g., current density of 200 to 500 mAcm−2, cell voltage < 3V,
Faradaic efficiency for CO, F ECO ≥ 95, and a cell lifetime 2 > years). A fundamental chal-
lenge of CO2R is that the competing hydrogen evolution reaction (HER) often takes place
under similar reaction conditions. This can reduce the F E for the desired CO2 reduction
products. Another challenge is to develop a scalable reactor design, which implies avoid-
ing scarce anode catalysts like iridium and understanding the water management at the
electrodes.

While avoiding scarce materials can be achieved by selecting suitable electrocatalysts
and controlling the electrolyte pH, the most promising approach to reach high current
density, high F E , and low cell voltage utilizes porous gas diffusion electrodes (GDEs).
However, the design of GDEs requires trade-offs between important properties like elec-
trical conductivity, gas diffusivity, or hydrophobicity. The complexity of GDEs makes
the scale-up of CO2 electrolyzers difficult. For example, GDEs face the problem of elec-
trolyte flooding the pores of the material, which suppresses the diffusion of CO2 to the
catalyst. This phenomenon can occur for a number of reasons, for example due to hy-
draulic pressure differences in the reactor or due to chemical degradation of the GDE.
This thesis aims to address these challenges by experimentally studying the mass trans-
fer and flooding phenomena in gas-fed CO2 electrolyzers with flowing catholyte.
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Chapter 2 investigates the effect of GDE structure on the resistance against electrolyte
flooding and breakthrough due to pressure differences between the gas and the liquid
phase. It further examines how the structure impacts F ECO at industrially relevant cur-
rent density (200 mAcm−2). To prepare the GDE samples, we deposited an Ag catalyst
layer on a selection of commercial gas diffusion layer (GDL) materials with different car-
bon fiber substrate (CFS) structures (paper, nonwoven, and cloth) and thicknesses (250
– 450µm). Additionally, we investigate how cracks in the microporous layer (MPL) affect
the flooding resistance and the mass transfer properties. The results suggest that GDEs
based on carbon cloth and/or thin paper substrates exhibit high F ECO at the cost of a low
flooding resistance against liquid–gas overpressure (< 50mbar). Because of hydrostatic
pressure differences between gas and liquid compartments, this poor flooding resistance
would limit the maximum cell height to less than 51 cm if the electrolyzer should be op-
erated in flow-by mode. The trade-off between flooding resistance and mass transfer
capability has to be overcome before CO2 electrolyzers can be constructed at an indus-
trial scale. The GDE with a crack-free MPL (Freudenberg H23C6) exhibits an impressive
flooding resistance of 390mbar, but it is not chemically stable under electrolysis condi-
tions. Our study implies that the layers of the ideal GDE have to be optimized for differ-
ent objectives: The CFS should be thin and/or highly porous to minimize the diffusional
pathway. The MPL should be crack-free to protect the GDE from electrolyte flooding.

Chapter 3 examines how the GDE structure affects the flooding behavior and the F ECO at
different operating conditions (cathode potential, differential pressure). We controlled
the differential pressure across the GDE to show the impact of electrowetting operando
at 200 mAcm−2. We find that the scale-up of electrolyzers operating in a flow-by regime
is not viable with currently available commercial GDL materials. The relatively low cap-
illary pressure and electrowetting make it difficult to keep the gas and liquid phase sep-
arated beyond 200mAcm−2. A thick carbon paper with a small average CFS pore size
(Toray TGP-H-120) achieved the widest flow-by pressure window of 47 mbar, which cor-
responds to a relatively modest electrode height of 48 cm. The high thickness, however,
also leads to a poor diffusivity limiting the F ECO to less than 46%. Instead, we propose
the scale-up of an electrolyzer with a carbon cloth GDE, which can tolerate GDE flooding
and electrolyte breakthrough. We find that a carbon cloth (ELAT LT1400W) allowed the
highest F ECO of 84% at 200mAcm−2. The bimodal pore size distribution allows this GDE
to maintain a high effective diffusivity at higher liquid overpressures (e.g., > 100mbar).
We hypothesize that high liquid overpressure leads to electrolyte breakthrough through
the large pores between the fiber bundles. This preferential drainage keeps the small
pores within the fiber bundles gas-filled ensuring fast mass transport to the catalyst. This
promising electrolyzer design would therefore enable a cell height of at least 100 cm and
operate at an estimated average F ECO of 69% at 200mAcm−2. We demonstrate that this
materials permits stable CO production for at least 125 h.

The limits of carbon-based GDEs stimulated the investigation of alternative, carbon-free
GDE structures. Chapter 4 explores the adaption of a silver-based GDE from a Chlor-
alkali electrolysis process as a cathode for CO2 electrolysis. We determine the impact of
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electrowetting on F ECO at industrially relevant current density. In addition, we assessed
the chemical stability of the GDE with XPS and XRD characterization. The characteriza-
tion of used GDEs reveals a potential-dependent degradation, which can be explained
through chemical PTFE degradation and/or physical erosion of PTFE through the re-
structuring of the silver surface. Our results further suggest that electrowetting-induced
flooding lets F ECO drop below 40% after only 30 min of electrolysis. We conclude that
the effect of electrowetting has to be managed more carefully before the investigated
silver-based GDEs can compete with carbon-based GDEs as cathodes for CO2 electroly-
sis. Further, not only the conductive phase (such as carbon or silver), but also the binder
(such as PTFE), should be carefully selected for stable CO2 reduction.

Chapter 5 visualizes the 2D pH profile in the catholyte channel of a CO2 electrolyzer
with a bipolar membrane (BPM). This electrolyzer type allows an anode based on rela-
tively abundant nickel instead of scarce iridium. We investigate the effect of the process
parameters current density, CO2 saturation, and catholyte flow rate on the F ECO. The
pH profile is imaged with operando fluorescence lifetime imaging microscopy (FLIM)
using a pH-sensitive quinolonium-based dye. The results show that the pH buffering ef-
fect of CO2 from the gas feed and dissolved CO2 in the catholyte prevent the GDE from
becoming strongly alkaline. We find the mass transfer contribution of bubble-induced
mixing to be more significant than the contribution of forced convection through the
flowing catholyte. The bubble-induced mixing is only effective after exceeding a thresh-
old in current density, which makes the maximum pH at 10 mAcm−2 higher than at 50
or 100 mAcm−2. These bubbles can lead to convective mixing perpendicular to the flow
direction, which facilitates the neutralization of OH – from the cathode with H+ from
the BPM. By keeping the bulk pH relatively constant, bubble-induced mixing might be
able to limit the pH increase at the cathode and thereby allow a high F ECO. Therefore,
gas-fed CO2 electrolyzers with BPM are promising systems for scale-up and operation at
high current densities.

In conclusion, CO2 electrolysis is currently not viable at an industrial scale until the cell
area and the lifetime of the cathode GDEs have been increased substantially. This re-
quires further research and development of suitable electrode materials. Further, CO2
electrolysis field has to further develop reactor designs with BPM, which allow the sub-
stitution of scarce Ir-based anodes with Ni-based anodes. After solving this problem,
CO2 electrolyzers have to be integrated with other unit operations (e.g, CO2 capture,
product gas separation, methanol synthesis) to showcase a fully functional process in a
pilot plant.
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SAMENVATTING

Overal in de wereld vervangen landen fossiele brandstoffen met hernieuwbare energiebron-
nen om uitstoot te verminderen en hun energiezekerheid te vergroten. Daarom is er
een grote urgentie om duurzame productieprocessen te ontwikkelen voor koolwaterstof
gebaseerde brandstoffen en chemicaliën door gebruik te maken van intermitterende
wind- en zonne-energie. Eén mogelijkheid is om CO2 direct uit de lucht op te vangen
en om te zetten in chemische bouwstenen, zoals C2H4, CO of HCOOH, met behulp van
elektrochemische CO2-reductie (CO2R). Deze tussenproducten kunnen dan verder wor-
den omgezet in de gewenste brandstoffen en chemicaliën met behulp van bestaande
processen zoals Fischer-Tropsch of methanolsynthese.

Voordat CO2 op industriële schaal kan worden geïmplementeerd, moet aan een aantal
technische eisen worden voldaan (bijv. current densities van 200 to 500 mAcm−2, cel-
voltage < 3V, Faradaic efficiëntie voor CO, F ECO ≥ 95, en een cellevensduur van 2 > jaar.
Een fundamentele uitdaging van CO2R is dat de concurrerende waterstofevolutiereactie
(HER) vaak plaatsvindt onder vergelijkbare reactieomstandigheden. Dit kan de F E voor
de gewenste CO2-reductieproducten verlagen. Een andere uitdaging is het ontwikkelen
van een schaalbaar reactorontwerp, wat inhoudt dat schaarse anodekatalysatoren zoals
iridium moeten worden vermeden en dat de waterhuishouding bij de elektrodes goed
moet worden begrepen.

Alhoewel het vermijden van schaarse materialen kan worden bereikt door het selecteren
van geschikte elektrokatalysatoren en het regelen van de pH van de elektrolyt, is de meest
veelbelovende benadering om een hoge current density, hoge F E en lage celspanning te
bereiken, gebruik van poreuze gasdiffusie-elektroden (GDE’s). Het ontwerp van GDE’s
vereist echter een afweging tussen belangrijke eigenschappen zoals elektrische geleid-
baarheid, diffusie van gas of hydrofobiciteit. De complexiteit van GDE’s maakt het op-
schalen van CO2-elektrolyzers moeilijk. GDE’s hebben bijvoorbeeld het probleem dat
de elektrolyt de poriën van het materiaal “flood”, waardoor de diffusie van CO2 naar de
katalysator wordt onderdrukt. Dit fenomeen kan om verschillende redenen optreden,
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bijvoorbeeld door hydraulische drukverschillen in de reactor of door chemische degra-
datie van de GDE. Dit proefschrift heeft als doel deze uitdagingen te tackelen door exper-
imenteel de massaoverdracht en overstromingsverschijnselen te bestuderen in “gas-fed”
CO2 elektrolyzers met een stromende katoliet.

Hoofdstuk 2 onderzoekt het effect van de structuur van de GDE op de weerstand tegen
elektrolyt flooding en “break-through” als gevolg van drukverschillen tussen de gas- en
de vloeistoffase. Verder wordt onderzocht hoe de structuur de F ECO beïnvloedt bij in-
dustrieel relevante current densities (200 mAcm−2). Om de GDEs voor te bereiden, plaat-
sten we een Ag-katalysatorlaag op een selectie van commerciële gasdiffusielagen (GDL)
met verschillende koolstofvezelsubstraten (CFS) (papier, vlies en doek) en diktes (250
– 450µm). Daarnaast onderzoeken we hoe scheuren in de microporeuze laag (MPL) de
weerstand tegen flooding en de massatransporteigenschappen beïnvloeden. De resul-
taten suggereren dat GDE’s gebaseerd op carbon cloth en/of dunne papieren substraten
een hoge F ECO hebben ten koste van een lage floodingweerstand tegen vloeistof-gas
overdruk (< 50mbar). Vanwege hydrostatische drukverschillen tussen gas- en vloeistof-
compartimenten zou deze lage overstromingsweerstand de maximale celhoogte beperken
tot minder dan 51 cm als de elektrolyzer in een flow-by modus zou werken. Er moet
een compromis worden gemaakt tussen floodingweerstand en massatransport voordat
CO2-elektrolyzers op industriële schaal kunnen worden gebouwd. De GDE met een
scheurvrije MPL (Freudenberg H23C6) vertoont een indrukwekkende overstromingsweer-
stand van 390mbar, maar is chemisch niet stabiel onder elektrolysecondities. Onze
studie wijst aan dat de lagen van de ideale GDE geoptimaliseerd moeten worden voor
verschillende doelstellingen: De CFS moet dun en/of zeer poreus zijn om de diffusier-
oute te minimaliseren. De MPL moet scheurvrij zijn om de GDE te beschermen tegen
overstroming door elektrolyten.

Hoofdstuk 3 onderzoekt hoe de GDE-structuur het overstromingsgedrag en de F ECO

beïnvloedt bij verschillende operationele omstandigheden (kathodepotentiaal, drukver-
schil). We controleerden het drukverschil over de GDE om de invloed van electrowet-
ting operando bij 200 mAcm−2 te laten zien. We ontdekten dat het opschalen van elek-
trolyzers die werken in een flow-by regime niet haalbaar is met de huidige commerciële
GDL-materialen. De relatief lage capillaire druk en electrowetting maken het moeilijk
om de gas- en vloeistoffase gescheiden te houden boven 200 mAcm−2. Een dik car-
bonpapier met een kleine gemiddelde CFS poriegrootte (Toray TGP-H-120) bereikte het
breedste flow-by drukbereik van 47 mbar, wat overeenkomt met een relatief bescheiden
elektrodehoogte van 48 cm. De grote dikte leidt echter ook tot een slechte diffusiviteit
waardoor de F ECO wordt beperkt tot minder dan 46%. In plaats daarvan stellen we voor
om een elektrolytische cel op te schalen met een carbon cloth GDE, waar het vollopen
van de GDE en elektrolytdoorbraak geen grote gevolgen heeft. We ontdekten dat een
carbon cloth (ELAT LT1400W) de hoogste F ECO van 84% bij 200 mAcm−2 behaalde. De
bimodale poriegrootteverdeling zorgt ervoor dat deze GDE een hoge effectieve diffusie
behoudt bij hogere vloeistofoverdrukken (bijv. > 100mbar). We veronderstellen dat een
hoge vloeistofoverdruk leidt tot doorbraak van elektrolyten door de grote poriën tussen
de vezelbundels. Deze preferentiële drainage houdt de kleine poriën binnen de vezel-
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bundels gevuld met gas, waardoor een snel massatransport naar de katalysator wordt
gegarandeerd. Dit veelbelovende elektrolyzerontwerp zou daarom een celhoogte van
minstens 100 cm mogelijk maken en werken met een geschatte gemiddelde F ECO van
69% bij 200 mAcm−2. We tonen aan dat deze materialen stabiele CO-productie mogelijk
maken gedurende minstens 125 uur.

De beperkingen van op koolstof gebaseerde GDE’s stimuleerden het onderzoek naar al-
ternatieve, koolstofvrije GDE-structuren. Hoofdstuk 4 onderzoekt de modificatie van
een op zilver gebaseerde GDE uit een Chlooralkali-elektrolyseproces als kathode voor
CO2-elektrolyse. We bepalen de invloed van electrowetting op F ECO bij industrieel rel-
evante current densities. Daarnaast beoordeelden we de chemische stabiliteit van deze
GDEs met XPS- en XRD-karakterisatie. De karakterisatie van gebruikte GDE’s laat een
potentiaalafhankelijke degradatie zien, die verklaard kan worden door chemische PTFE-
degradatie en/of fysieke erosie van PTFE door herstructurering van het zilveroppervlak.
Onze resultaten suggereren verder dat door elektrowetting geïnduceerde flooding de
F ECO laat dalen tot onder 40% na slechts 30 minuten elektrolyse. We concluderen dat
het effect van electrowetting zorgvuldiger moet worden gemanaged voordat de onder-
zochte zilver-gebaseerde GDE’s kunnen concurreren met koolstof-gebaseerde GDE’s als
kathoden voor CO2 elektrolyse. Verder moet niet alleen de geleidende fase (zoals kool-
stof of zilver), maar ook het bindmiddel (zoals PTFE) zorgvuldig worden geselecteerd
voor stabiele CO2-reductie.

Hoofdstuk 5 laat het 2D pH-profiel in het katholietkanaal van een CO2-elektrolyt met een
bipolair membraan (BPM) zien. Dit type elektrolyse maakt een nikkel anode mogelijk in
plaats van het schaarse iridium. We onderzoeken het effect van de procesparameters
current density, CO2-verzadiging en katholytdebiet op de F ECO. Het pH-profiel wordt
in beeld gebracht met operando fluorescentie lifetime imaging microscopie (FLIM) met
behulp van een pH-gevoelige kleurstof op basis van quinolonium. De resultaten laten
zien dat het pH-bufferende effect van CO2 uit de gastoevoer en opgelost CO2 in de katholiet
voorkomt dat de GDE sterk alkalisch wordt. We vinden dat de bijdrage aan het mas-
satransport van door bellen geïnduceerde menging significanter is dan de bijdrage van
geforceerde convectie door de gepompt katholyt. De door bellen geïnduceerde menging
is alleen effectief na het overschrijden van een drempelwaarde in current density, waar-
door de maximale pH bij 10 mAcm−2 hoger is dan bij 50 of 100 mAcm−2. Deze belletjes
kunnen leiden tot convectie door de stromende katholyt. Deze bellen kunnen leiden
tot convectieve menging loodrecht op de stroomrichting, wat de neutralisatie van OH –

uit de kathode met H+ uit de BPM vergemakkelijkt. Door de pH in de bulk relatief con-
stant te houden, kan menging door bellen de pH-stijging aan de kathode beperken en zo
een hoge F ECO mogelijk maken. Daarom zijn gasfed CO2-elektrolyzers met BPM veel-
belovende systemen voor opschaling en gebruik bij hoge stroomdichtheden.

Concluderend kan worden gesteld dat CO2-elektrolyse momenteel niet vatbaar is op in-
dustriële schaal totdat het celoppervlak en de levensduur van de kathode GDE’s aanzien-
lijk kan worden vergroot. Dit vereist verder onderzoek en ontwikkeling van geschikte
elektrodematerialen. Verder moet het veld van CO2 elektrolyse reactorontwerpen met
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BPM verder ontwikkelen, die de vervanging van de schaarse op Ir-gebaseerde anoden
door op Ni-gebaseerde anoden mogelijk maken. Nadat dit probleem is opgelost, moeten
CO2-elektrolyzers worden geïntegreerd met andere unitoperaties (bijv. CO2-afvang, schei-
ding van productgassen, methanolsynthese) om een volledig functioneel proces in een
proeffabriek te demonstreren.



ACKNOWLEDGEMENTS

Over the last four years, many people have supported me and contributed to my PhD
journey. I would not have been able to complete my thesis without you!

To start, I would like to thank my PhD defense committee for their interest and valu-
able time (Dr. Antoni-Forner Cuenca, Prof. Tom Breugelmans, Prof. Wiebrien de Jong,
Prof. Johan Padding, and Dr. Valeria Garbin).

Prof. Chris Kleijn, I am very grateful to have you as my promotor. Your honesty, expe-
rience, and judgment were invaluable for the success of my PhD project. Despite your
many other obligations, you were always available in critical moments!

Dr. David Vermaas, thank you for being a wonderful supervisor and promotor. Five
years ago, I accepted the offer to join your group and I have not regretted it for a second!
Your creative ideas, unconditional optimism, and great humor have been a wonderful
source of motivation. I think they complement my typically more skeptical / realist ap-
proach to research in a very productive way. Your trust and patience have given me the
freedom to learn many new skills as a researcher and grow as a person.

Prof. Chris Kleijn, Dr. Luis Portela, Prof. Sasa Kenjeres, Dr. David Vermaas, Dr. Va-
leria Garbin, and Dr. Bijoy Bera, your wide range of scientific expertise and commit-
ment attracts many skilled and interesting students to the Transport Phenomena Sec-
tion. Thank you for providing the most fun and professional environment I have worked
in so far. Sandra Paffen, you always helped me solve administrational problems very
quickly. This was a great relief and allowed me to focus on teaching and research!

My special appreciation goes to all the technicians supporting my research. The pro-
curement, engineering, and experimental work went extremely smoothly thanks to your
tremendous know-how and helpfulness. Evert Wagner, thank you for your patience and
dedication. You have played a vital role in ensuring lab safety and keeping the group’s
IT and lab infrastructure running smoothly. I hope my many requests through the last
years were not too annoying for you ("I can’t magically conjure up tables"). Christiaan
Schinkel, you are one of the friendliest and most helpful people I know. Your can-do atti-
tude and amazing technical skills make it an absolute pleasure working with you! Stefan
ten Hagen, you designed and made many important components for my experimental
setups. I really appreciate that you always found the time to help me out when I had
an urgent problem. This was critical to solving important problems quickly. Without
your quick help, my projects would have been delayed for many weeks! Duco Bosma, I
am amazed at the width and depth of your technical expertise! Thank you for the SEM
instructions and solving some really tough problems that had me almost throw in the

229



8

230 ACKNOWLEDGEMENTS

towel: e.g., fixing the ball bearings of the airbrush coater and solving the mystery of the
leaking electrolyzer gaskets. Joost Middelkoop, thanks to your clever alarm box, we did
not have a single instance of liquid electrolyte getting into the GC! Andries Oort and
Kevin Kamman at the workshop were very helpful manufacturing flow cell parts and
gaskets. I would also like to thank Bart Boshuizen for his Labview support, Liliana Baron
for GC support, and Baukje Kerpstra for analyzing ICP-MS samples.

I had the pleasure to work with many great colleagues during my PhD program. Dr. An-
nekatrien Daalmans, thank you for helping me with my Dutch taxes and helping me get
started! Dr. Marijn Blommaert, you are a great role model on getting the PhD project
done. Thank you so much for giving me your thesis template. You must have saved
me at least two or three weeks of sad troubleshooting! Dr. Rose Sharifian, thank you
for chatting about time management strategies with me. I really enjoyed going to the
South Hampton Electrochemistry summer school together. It is very inspiring that you
founded a company based on your PhD work! Matheus Garcia, thank you for making the
graduate school’s PhD start-up module fun. Your fluid mechanics knowledge has been
very useful for me. It is always nice chatting with you! Xiaolin Wu, I always liked seeing
your challenging experimental research and chatting about cats during lunch breaks.
Dr. Artem Blishchik, thank you for being my roommate at the Eindhoven conferences
(especially at the weird industrial-style hotel). I really enjoyed game nights with you. It
was always interesting to hear your perspective on things! Romana Perinajová, thank
you for showing me the ropes at the beginning of my PhD. Also, thank you for lending
me a ladder and a staple gun so I could do some home improvement! You were a great
office mate – I am a bit sad that you basically disappeared from campus with the start of
the pandemic. Dr. Elin Vesper, you also helped me a lot to get started in the beginning.
It was very nice to have a fellow German to chat with – thank you for the encourage-
ment to try making Knödel again after a failed attempt, they turned out very delicious
the second time! Kostadin Petrov, it was very nice to have some group-internal collabo-
rations on CO2 electrolysis research with you! You bring a lot of good humor to the group
– I especially enjoyed going to the ECCM graduate school together. Thank you for tak-
ing over my spot in the TP board and the airbrush coater as I was approaching my final
year. I admire your artistic talent! Thank you very much for showing me Adobe Firefly
and making pottery with me at the Veldhoven conference! Nathalie Ligthart, you always
contribute to a joyful working experience – you took the use of silicone glue to the next
level! Thank you for posting my research on social media and helping to maintain order
in the labs. Dr. Andrey Goryachev, thank you for productive scientific discussions and
teaching me a lot about XRD and XPS characterization during our joint research project.
Dr. Brice Saint-Michel, thank you for demonstrating the static contact angle measure-
ments and bringing a lot of humor to the group. Dr. Matthäa Holland-Cunz, it was
fantastic to meet a fellow Bavarian here. I really appreciate all the support and kindness
I got from you and Nils! Aron Kahn, thank you for all the amazing engineering and ex-
perimental work on the FLIM system. I could not have finished the final chapter of my
thesis without your foundation. Also, you are really fun to work with! Vojtech Konderla,
I am very glad you continued working in the TP group. I admire your work ethic and
positive attitude. It is always fun to have you around! Jorrit Bleeker, thank you for your



ACKNOWLEDGEMENTS

8

231

immeasurable dedication to the group. Your humor and creativity add a lot of joy to the
work environment. Thank you for all your help during the last years - you always have
interesting new ideas and know the right people to get things done! Finishing the FLIM
project would have been impossible without your curiosity and scientific competence!
Also, thank your for translating the summary of this thesis to Dutch. Christel Koopman,
you are a role model of reliability and diligence! Your critical attitude, intelligence, and
humility make scientific discussion with you wonderful. It was a great relief that you
took over so many teaching and lab (GC!) responsibilities as I was approaching my final
year! Jan-Willem Hurkmans, thank you for your input on mass transfer correlations.
Your down-to-earth character makes for some absurd, but entertaining conversations –
very nice! I am glad you decided to do your PhD in the TP group instead of becoming a
horse farmer. Dr. Yu-fan Lee, it is really fun sharing an office with you. Thank you for
many interesting conversations and career advice. Dr. Kaustub Singh, your calm pres-
ence contributed to a very pleasant working environment. I enjoyed discussing bipolar
membranes and gas diffusion electrodes with you. Dr. Yanyan Liu, thank you for many
cheerful moments and helping with the fluorescence spectroscopy!

It was an enriching experience to work with many other colleagues at TU Delft. Dr. Rob-
bert van Putten, thank you for the fun time in Boston and Delft. I really liked all the
insightful conversations and great advice. It means a lot that you cooked the purple
dye for me! Joe Blake, I learned a lot during our joint simulation project. Our project
meetings were always a weekly highlight for me during the pandemic. Katie Lawrence,
I am glad you got the whole experience when I wanted to demonstrate the spray coat-
ing process and the airbrush clogged immediately – Thank you for discussion catalyst
inks with me. Isabell Bagemihl, I was always happy to bump into you on the corridors
and chat a bit – perhaps I will even visit Hamburg some day? Thank you for explaining
how to run COMSOL on the computational cluster. Dr. Saeed Saedy, I always enjoyed
chatting with you! Thank you for the interesting discussions about politics, history, and
science. I really appreciate your advice and wisdom regarding career choices and life in
general. Mark Sassenburg, it was nice to meet for coffee and hear what is going on in
the MECS group. Thank you for analyzing the formic acid contents for me! Hugo Igle-
sias van Montfort, thank you for the interesting conversations about student supervision
and PhD life. Siddhartha Subramanian, thank you for discussing spray coater and CO2
electrolysis issues. Dr. Erdem Irtem, I is a bit ironic that you had to leave TU Delft and
start at VS Particle so we could finally work on a project together. The GSL (Grip Strength
Lorenz) compression level is hilarious – it is a pleasure working with you!

There are also many scientist beyond my research group that contributed to my thesis
through discussions and/or collaborations. Dr. Antoni Forner-Cuenca, thank you for
sharing your knowledge on gas diffusion layers with us. Your advice helped us make a
great selection of materials leading to two scientific publications! I really enjoyed chat-
ting with you at conferences and during your visits to TU Delft. Dr. Tom Burdyny, you
really helped me understand the field of CO2 electrolysis when I first started. I deeply ap-
preciate discussing gas diffusion electrodes, reactor engineering, and many other things
with you. Dr. Wolter Jager, thank you for synthesizing a custom-made fluorescent pH-
sensor dye for the FLIM electrolysis project. Without this contribution, the project would



8

232 ACKNOWLEDGEMENTS

have never been possible. Dr. David Franzen, I am very happy I attended your presen-
tation at the Durban ISE conference in 2019. At the time, I would have never imagined
that this would lead to a collaboration between us with. I would also like to thank Prof.
Thomas Turek and Dr. Barbara Ellendorff at TU Clausthal for their contribution to this
project!

During my PhD, I had the opportunity to supervise several bachelor and master stu-
dent projects. Werner Kastelein and Sophie van’t Hoff, thank you for your patience
with me while I was learning gas diffusion layer theory and how to use COMSOL. The
begin of COVID was a turbulent time for teaching. I hope you still enjoyed doing sim-
ulations although you originally signed up for experimental bachelor projects. Thomas
Hulshof, thank you for being very resilient while struggling with my leaky flow cell. It
took another two or three more design iterations after your project to get it to work prop-
erly. You also did great work laying the foundation with our airbrush coating process!
Namrata Shah, it was an amazing achievement to develop a coating process with our
makeshift equipment. I had a lot of fun working with you! Christel Koopman, thank you
for your diligence, very hard work, and critical scientific thinking. Without your help, it
would have never been possible to complete the project so successfully in the middle
of the pandemic. Vojtech Koderla, thank you for trusting Joe and me to be your super-
visors/companions on your COMSOL simulation journey. I really enjoyed our weekly
meetings and was very impressed by your work ethic and high level of initiative during
this challenging project. Hopefully you were still able to learn something useful from me
although you outstripped my modeling capabilities from day one. Maxime Hoogland,
our combined FLIM imaging and electrolysis research was in many ways the pinnacle of
my PhD journey. Thank you for all your hard work and perseverance during this ambi-
tious and complex project!

Many great friends supported me during the last four years. Rick Vink, thank you for the
fun time in Boston and introducing me to Delft. Dr. Paul Dichtl, Konstantin Huber, and
Dr. Patrick Haider, it has been a pleasure to know you for the last 15 years. Thank you
for always staying in touch!

Caroline Gutierrez, thank you for coming to Europe and the wonderful moments we got
to share.

Edith Baumgartner and Josef Baumgartner, thank you for all your hard work and end-
less support. I am fortunate to be your son. Matthias Baumgartner and Agnes Baum-
gartner, I am very grateful to have such wonderful siblings. Thank you for always taking
time when it matters!

Lorenz
Delft, June 11, 2023



CURRICULUM VITÆ

Lorenz Martin BAUMGARTNER

12-11-1992 Born in Munich, Germany

2011 – 2014 B.Sc. in Chemical engineering
Department of Chemistry
Technical University of Munich, Germany

2014 – 2017 M.Sc. in Chemical engineering
Department of Chemistry
Technical University of Munich, Germany

2016 – 2017 Visiting student researcher
Department of Chemical engineering
Massachusetts Institute of Technology, Cambridge, MA, USA

2017 – 2018 Research engineer
Department of Chemical engineering
Massachusetts Institute of Technology, Cambridge, MA, USA

2018 – 2023 Ph.D. in Chemical Engineering
Transport Phenomena Section
Department of Chemical Engineering
Faculty of Applies Sciences
Delft University of Technology, The Netherlands
Thesis: Mass transfer and flooding phenomena in

carbon dioxide electrolyzers
Promotor: Prof. Dr.ir. C.R. Kleijn
Promotor: Dr.ir. D.A. Vermaas

233





LIST OF PUBLICATIONS

1. Baumgartner, L.M.; Koopman, C.I.; Forner-Cuenca, A.; Vermaas, D.A. Narrow Pressure Sta-
bility Window of Gas Diffusion Electrodes Limits the Scale-Up of CO2 Electrolyzers. ACS
Sust. Chem. & Eng., 10,(14), 4683-4693 (2022)

2. Baumgartner, L.M.; Koopman, C.I.; Forner-Cuenca, A.; Vermaas, D.A. When Flooding is
not Catastrophic – Woven Gas Diffusion Electrodes enable stable CO2 electrolysis. ACS
Appl. Energy Mater., 5,(12), 15125-15135 (2022)

3. Petrov, K.V.; Bui, J.B.; Baumgartner, L.M.; Weng, L.; Dischinger, S.M.; Larson, D.M.; Miller,
D.J.; Weber, A.Z.; Vermaas, D.A. Anion-exchange membranes with internal microchannels
for water control in CO2 electrolysis. RSC Sust. Energy & Fuels, 6, 5077-5088 (2022)

4. Blake, J.W.; Konderla, V.; Baumgartner, L.M.; Vermaas, D.A.; Padding, J.T., Haverkort, J.W.
Inhomogeneities in the Catholyte Channel Limit the Upscaling of CO2 Flow Electrolysers
ACS Sust. Chem. & Eng., 11,(7), 2840-2852 (2023)

5. Bleeker, J.; Kahn, A.P.; Baumgartner, L.M.; Grozema, F.C.; Vermaas, D.A.; Jager, W.F.; Quinolinium-
Based Fluorescent Probes for Dynamic pH Monitoring in Aqueous Media at High pH Us-
ing Fluorescence Lifetime Imaging. ACS Sens. (2023)

6. Baumgartner, L.M.; Kahn, A.P. ; Hoogland, M.; Bleeker J.; Jager, W.F. ; Vermaas, D.A. Direct
imaging of local pH reveals bubble-induced mixing in a CO2 electrolyzer ACS Sust. Chem.
& Eng. (Submitted March 2023)

7. Baumgartner, L.M.; Goryachev, A.; Koopman, C.I.; Franzen, D.; Ellendorff, B.; Turek, T.;

Vermaas, D.A. Electrowetting Limits Electrochemical CO2 Reduction in carbon-free Gas
Diffusion Electrodes. RCS Energy Adv. & Eng. (Submitted June 2023)

235

https://doi.org/10.1021/acssuschemeng.2c00195
https://doi.org/10.1021/acssuschemeng.2c00195
https://doi.org/10.1021/acsaem.2c02783
https://doi.org/10.1021/acsaem.2c02783
https://doi.org/10.1039/D2SE00858K
https://doi.org/10.1021/acssuschemeng.2c06129
https://doi.org/10.1021/acssensors.3c00316



	Cover_Front_back_full_print
	Slide Number 1

	propositions
	20230611 PhD thesis final.pdf
	General introduction
	What limits the substitution of fossil fuels?
	Pathways to sustainable hydrocarbon production
	Challenges for electrochemical CO2 reduction
	CO2 electrolyzers with membrane electrode assembly
	CO2 electrolyzers with flowing catholyte

	Thesis outline and research questions
	titleReferences

	Narrow Pressure Stability Window of Gas Diffusion Electrodes limits the Scale-up of CO2 Electrolyzers
	Introduction
	Experimental methods
	Preparation of GDE samples
	Physical GDE characterization
	CO2 electrolysis procedure
	Overall O2 mass transfer coefficient

	Results & Discussion
	Structure and wettability determine flooding resistance
	Microstructure determines mass transfer and CO2 reduction performance
	Trade-off between flooding resistance and mass transfer limits scalability

	Conclusion
	Supporting Information
	GDE preparation
	Qualitative pore size distributions of GDLs
	Characterization with scanning electron microscopy
	Static contact angle as metric for wettability
	Measurement of flooding resistance
	CO2 Permeability for uncoated GDL (CFS + MPL)
	CO2 electrolysis experiments
	Overall O2 mass transfer coefficient of GDE
	Stability test for CO2 electrolysis

	Acknowledgements
	titleReferences

	When flooding is not Catastrophic – Woven Gas Diffusion Electrodes enable stable CO2 Electrolysis
	Introduction
	Experimental Methods
	Results & Discussion
	Physical characterization of GDEs
	Pressure for flow-by regime depends on microstructure and cathode potential
	Liquid breakthrough flow rate depends primarily on microstructure
	Faradaic efficiency for CO depends on microstructure and GDE flow regime

	Conclusion
	Supporting Information
	GDE preparation
	Characterization with SEM
	Qualitative comparison of pore size distribution
	Assembly of 3-compartment CO2 electrolysis cell
	Engineering of the CO2 electrolysis setup
	CO2 electrolysis with varying current density and differential pressure
	CO2 electrolysis performance test with carbon cloth

	Acknowledgements
	titleReferences

	Electrowetting Limits Electrochemical CO2 Reduction in Silver-based Gas Diffusion Electrodes
	Introduction
	Experimental Methods
	Electrode preparation

	Electrode characterization
	CO2 electrolysis procedure
	Results & Discussion
	Electrode characterization
	CO2 electrolysis: Electrowetting inhibits performance
	Post electrolysis characterization: PTFE degradation occurs at high overpotential

	Conclusion
	Supporting Information
	Methods
	Supplementary results and discussion

	Acknowledgements
	titleReferences

	Direct imaging of local pH reveals bubble-induced mixing in a CO2 electrolyzer
	Introduction
	Experimental Methods
	Results & Discussion
	Operando Fluorescence Lifetime Imaging Microscopy applied to CO2 electrolysis
	Performance indicators for BPM-based CO2 electrolyzers
	Bubble-induced mixing limits pH increase and enhances mass transfer
	CO2 saturation limits pH increase and enhances FECO
	Catholyte Reynolds number interferes with bubble-induced mixing
	Intermediate pH and high current density lead to high FE

	Conclusion
	Supporting Information
	Engineering of the CO2 electrolysis setup
	Fluorescence imaging microscopy (FLIM)
	Calculation of unbuffered pH limit
	Calculation of convective CO2 mass transfer
	Calculation of CO2 buffering capacity
	Complete set of pH profiles

	Acknowledgements
	titleReferences

	Conclusion
	What would CO2 electrolysis require at an industrial scale?
	What can CO2 electrolysis currently achieve?
	CO2 electrolyzers with bipolar membrane and flowing catholyte replace Iridium by enabling Nickel anodes
	Current CO2 electrolyzer scale
	Current CO2 electrolyzer lifetime

	How can we produce hydrocarbon fuels and chemicals sustainably?
	titleReferences

	Summary
	Samenvatting
	Acknowledgements
	Curriculum Vitæ
	List of Publications

	Cover_Front_back_full_print
	Slide Number 2


