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Quantum mechanics often results in extremely complex
phenomena, especially when the quantum system under
consideration is composed of many interacting particles.
The states of these many-body systems live in a space so
large that classical numerical calculations cannot com-
pute them. Quantum simulations can be used to overcome
this problem: complex quantum problems can be solved by
studying experimentally an artificial quantum system oper-
ated to simulate the desired hamiltonian.

Quantum dot systems have shown to be widely tunable
quantum systems, that can be efficiently controlled elec-
trically. This tunability and the versatility of their design
makes them very promising quantum simulators. This pa-
per reviews the progress towards digital quantum simula-
tions with individually controlled quantum dots, as well as
the analog quantum simulations that have been performed
with these systems. The possibility to use large arrays of
quantum dots to simulate the low-temperature Hubbard
model is also discussed. The main issues along that path are
presented and new ideas to overcome them are proposed.

1 Introduction

Simulating quantum many-body physics on a classical
system is a tremendous task. The complexity of calcu-
lations increases exponentially with the number of par-
ticles and strongly limits the size of the systems that
can be described. To overcome this limitation, Feynman
[1] introduced the notion of quantum simulations: to
create an artificial controllable quantum system and
use it to simulate a complex many-body phenomenon.
Questions that could be answered efficiently with such
a quantum simulator include the nature of the ground
state of a given Hamiltonian, the energy spectrum, the
time dynamics and so forth.

The promises of quantum simulations caused a lot
of excitement, especially when cold atoms systems al-
lowed controlling interparticle interactions and simulat-
ing strongly correlated quantum systems [2]. Interesting
simulated problems include metal-insulator transitions
[3,4], the onset of magnetism [5], or relaxation in isolated
systems [6], for which cold atoms could simulate the dy-
namics for a much longer time span than any classical
algorithm. Recently, trapped ions [7–9] allowed to simu-
late spin-spin interactions and to study frustrated spins
systems. Moreover, they also allowed to implement digi-
tal quantum simulations [10] and open the way towards
a universal quantum simulator [11]. Nowadays, analog
and digital quantum simulations can be performed using
cold atoms [2, 12], trapped ions [9, 13], photonic [14, 15]
or superconducting circuits [16, 17].

Quantum dot systems [18–20] have a very interesting
role to play in this field. They confine single electrons
in a series of sites, where the coupling between sites,
between sites and external electron reservoirs and the
electrochemical potential of a site can be widely and pre-
cisely tuned electrically. At low temperature (T ≈ 10 −
100 mK), inter-particle interactions and spin interactions
as well as their interplay are all sufficiently strong to be
observed. Such an interplay is generally difficult to ob-
serve in other quantum simulators (except at the local
scale in bichromatic optical lattices [21]).

Electrons in quantum dots are therefore very promis-
ing candidates for quantum simulations. They not only
naturally obey the Hubbard hamiltonian, but typi-
cal parameter values [18–20] of charging energy (U ≈
1 meV), interdot tunnel coupling (t ≈ 10 − 100 μeV)
and dilution refrigerator temperature (kT ≈ 1 − 10 μeV)
give access to one of the most interesting regimes
of the Hubbard hamiltonian. Specifically, the relation
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kT � t � U gives rise to very complex quantum phase
diagrams, where spin order and charge order compete
and give rise to magnetic phases, pseudogap phase,
stripe states and possibly superconductivity [22,23]. This
low-temperature regime has been so far very difficult
to study theoretically [24] or through other quantum
simulators [25].

As we will see, it is also possible, by a dedicated sam-
ple design or by a careful tuning of the dot parameters, to
force the system to simulate other Hamiltonians, such as
Heisenberg, Ising or Kondo Hamiltonians.

This paper aims to give an overview of the quantum
simulations performed to date with quantum dots, and
to present proposals for further developments. It will
be structured as follows: in section 2, we will describe
the physics of gate-defined quantum dots. We will see
how one can define a series of coupled quantum dots to
trap single electrons and we will review the main experi-
ments using these dots for both digital and analog quan-
tum simulations. In section 3 we will review the physics
of large arrays of quantum dots. Starting from the early
developments, we will show the progress in this field
towards simulating correlated electron physics in large
scale systems. In section 4, we will present new ideas
to overcome the main issue this field is facing: the rela-
tively large impurity-induced disorder in semiconductor
systems. Sections 3 and 4 can be read independently of
section 2.

2 Few quantum dot systems

2.1 Quantum Dots: Localized charge and spin

Quantum dots are man-made structures designed to trap
electrons on length scales varying from a few tens to a
few hundreds of nanometers. These dots can be capaci-
tively coupled to electrostatic gates that are used to mod-
ify their equilibrium charge state, and can be tunnel cou-
pled to electron reservoirs or to neighbouring quantum
dots [18, 19]. In this review, we will focus on gate-defined
dots, as their intrinsic electrical tunability makes them
particularly attractive for quantum simulations.

Gate-defined quantum dots are usually based on
semiconductor heterostructures presenting a quantum
well in the vicinity (∼ 50 − 100 nm) of the surface. Dif-
ferent materials can be used, such as GaAs/AlGaAs [19]
or Si/SiGe [27]. Figure 1a shows a typical heterostructure
on which gate-defined quantum dots are built: it consists
of an AlGaAs/GaAs heterojunction, grown by molecular
beam epitaxy. The difference in bandgap energy for the
two materials results in a step in the conduction band
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Figure 1 Gate defined quantum dots. (a) Typical heterostructure
design: the 2DEG is formed at the GaAs-AlGaAs heterointerface.
(b) Conduction band diagram: the presence of dopants creates lo-
calized positive charge that pulls the conduction band minimum
below the Fermi energy Ef at the heterointerface, which confines
the electrons in a 2D electron gas (2DEG). (c) SEM image of a triple
dot device (white dashed circles in the lower half) capacitively cou-
pled to a large single dot (red dashed circle in the upper half). (From
Ref. [26])

minimum at the interface. During the growth process, a
thin Si-doped layer is placed above the heterojunction.
As shown in the conduction band diagram of Fig. 1b, the
ionized dopants locally bend the conduction band mini-
mum. This effect creates a triangular quantum well at the
interface in which electrons are bound, forming a two-
dimensional electron gas (2DEG).

Using electron-beam lithography, one defines thin
metallic gates on the surface of the semiconductor
[19, 20]. Figure 1c shows a scanning electron microscope
(SEM) image of the gates used to define a triple dot sys-
tem (bottom half) capacitively coupled to a single dot
(upper half). Applying a negative voltage on the gates
creates potential wells surrounded by barriers tunable
by the “B” gates, in which a certain number of electrons
is trapped. Applying a negative voltage on the plunger
gates (“LP”, “MP”, “RP” and “TP”) lowers the number
of trapped electrons in each well or quantum dot down
to the single-electron regime. The crossed squares in
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Figure 1c indicate electron reservoirs, which are con-
nected to external electronics through ohmic contacts.

Gate-defined quantum dots can also be created in
nanowires [28] or carbon nanotubes [29]. We will focus
in this review on 2DEG-based devices, as the versatility
of the 2D design is especially interesting for quantum
simulations.

The 3D confinement of electrons in the quantum
dot creates a discrete series of quantum states. Due to
the huge difference in the amplitude of the in-plane
confining potential (defined by the gates) and of the con-
finement in the growth direction (due to the heterostruc-
ture), the low-energy states depend only on the 2D lat-
eral potential, and display therefore a 2D shell structure.
Quantum dots are therefore often termed “artificial 2D
atoms”. As the filling of these energy levels is determined
by Hund’s rule, one can build a periodic table for 2D
elements [18].

An important quantity that controls the behavior of
electrons in the dot is the electrochemical potential for
the N-electron state, μ(N), defined as the energy needed
to add the Nth electron to a N − 1 electron dot:

μ(N) = E(N) − E(N − 1), (1)

where E(N) is the energy of the N-electron state. Elec-
trochemical potentials of successive charge states are
spaced by the addition energy:

μ(N + 1) − μ(N) = Eadd(N) = EC + �E , (2)

where EC is an electrostatic charging energy, determined
by the coulomb interaction of the Nth electron with other
electrons inside and outside the dot, and �E the quan-
tized energy level spacing in the artificial atom. In small
dots (∼50 nm), typical charging energies are of the or-
der of a few meV, and energy level spacings are of the
order of 1 meV. The electrochemical potentials corre-
sponding to different electron numbers form therefore a
ladder with steps separated by a few meV. As the dots are
capacitively coupled to the gates, μ(N) depends linearly
on gate voltages. Thus varying a gate voltage shifts the
whole ladder up and down, without modifying the step
spacing.

Current flows through a quantum dot via a succession
of charge transitions: starting from a N-electron state,
one electron exits to the right lead, while another elec-
tron enters from the left lead (see Fig. 2a). This can occur
only if the electrochemical potential μ(N) lies within the
bias window defined by the electrochemical potentials of
the two electron reservoirs: μD � μ(N) � μS. Transport
then occurs via the charge transitions N → N − 1 → N.
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Figure 2 Coulomb Blockade. (a) When the electrochemical poten-
tial of the N-electron state lies in the bias window for some N,
current can flow through the dot. (b) When no electrochemical po-
tential levels lie in the bias window, current is blockaded. (c) Cur-
rent through the single dot of Fig. 1c as a function of the plunger
gate voltage. A Coulomb-blockade (cb) peak appears each time a
level enters the bias window.

When there is no electrochemical potential level inside
the bias window, direct tunneling of electrons cannot
occur and transport is blockaded (Fig. 2b). This phe-
nomenon is called Coulomb Blockade. Figure 2c shows
the current trough the single quantum dot of Fig. 1(c),
displaying Coulomb blockade peaks: varying the poten-
tial of the plunger gate shifts the whole electrochemical
potential ladder and results in a current peak each time
one of the electrochemical potentials is aligned within
the bias window. In the valley, the residual current is de-
termined by higher-order processes such as cotunneling:
electrons go from one lead to the other virtually occupy-
ing higher energy levels.

If a single quantum dot behaves like an artificial atom,
quantum dots placed next to each other can form “ar-
tificial molecules” [19, 30, 31]. For the device shown in
Figure 1c a triple dot array is formed in the lower half
of the image. The voltage on the “B” gates controls the
interdot tunnel barriers, and the voltage on the plunger
gates (“LP”, “MP” and “RP”), allows to shift the electro-
chemical potential ladders of the different dots individ-
ually. The interdot tunnel coupling hybridizes the charge
states localized on each of the respective dots, thereby
forming “bonding” and “antibonding” orbitals. This ef-
fect can be used to perform quantum simulations of
chemical reactions [32].

The current through a quantum dot system as a func-
tion of the various gate voltages and the bias voltage can
be used to infer the number of electrons occupying each
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Figure 3 Charge sensing in a triple dot (from Ref. [26]. Tuning
the sensing dot in Figure 1c to the flank of a Coulomb Blockade
peak gives a conductance that is strongly sensitive to changes in
the electrostatic environment. (inset) Modifications of the charge
state of a nearby quantum dot results in measurable current steps.
(main figure) Differential conductance measurements as a func-
tion of two plunger gate voltages allows to draw charge stabil-
ity diagrams, where modifications of the charge state of different
dots occur at lines whose slope is determined by dot-gates capac-
itive couplings. Stable charge states are noted (NL , NM, NR), with
NL , NM, NR being the number of electrons in the left, middle and
right dot.

dot, the orbital level spacing, spin splittings, and so forth.
A development of the last ten years is that all this infor-
mation can also be obtained via a charge sensor placed
in the vicinity of the quantum dots. Such a sensor can be
easily integrated in the form of a narrow channel (quan-
tum point contact or QPC) [33] or another dot [34]. The
sensor must be operated at a working point where its
conductance is sensitive to the electrostatic environment
(i.e. on a flank of a Coulomb peak). Changes in the occu-
pation of any of the dots are easily detected using such
sensors (see Figure 3). We also see in Figure 3 that by
adjusting the gate voltages, any desired number of elec-
trons can be placed on any of the dots.

As we have seen, gate defined quantum dots offer
a quantum platform with very high controllability and
very efficient charge readout schemes. We will see in the
next section how this can be used for digital and analog
quantum simulations.

2.2 Towards digital quantum simulation

The principle of digital quantum simulations [1,10,37] is
to program a quantum computer for simulating the dy-

namics of a certain Hamiltonian H . The simulated ini-
tial state is represented by the quantum state ψ0 of a
qubit register, and the time-evolution operator is approx-
imated by a succession of elementary quantum gate op-
erations acting on this qubit register.

Practically, if H is local, it can be decomposed in a
sum of terms Hk acting on a finite number of particles.
The time evolution due to Hk can be represented by a
series of gate operations on the qubit register. However,
as all the Hk may not commute, the product of the evo-
lution operators Uk(t) = e−i Hkt/� is not equal to the total
time evolution U(t) = e−i H t/�. One can solve this by using
the Trotter approximation:

U(t) = lim
n→∞

(∏
k

Uk

(
t
n

))n

. (3)

This means that discretizing time in small intervals
and performing, for each time interval, a succession of
quantum gate operations on the qubit register, on can
approximate the time evolution due to any local Hamil-
tonian. The requirements for implementing digital quan-
tum simulations are thus the same as for a universal
quantum computer [38].

Quantum dots can be used as qubits in various ways.
The most promising approaches rely on spin manipula-
tion in quantum dots in the few-electron regime. Qubit
implementations based on charge degrees of freedom
suffer from very short coherence and relaxation times
(T2 < 10 ns, T1 ≈ 10 ns) [39–41].

When a quantum dot is filled with a single electron,
the spin-1/2 of this single electron becomes a localized
magnetic moment. Applying an in-plane magnetic field
B (defining the z direction) lifts the spin-degeneracy
of the electronic states by the Zeeman energy: �E Z =
gμB B, with μB Bohr’s magneton, and g the g-factor,
which depends on the heterostructure material and on
the dot shape and dimensions. One defines Zeeman
qubit states by the projection of the spin on the magnetic
field axis: |0〉 = | ↑〉 and |1〉 = | ↓〉 [42]. Note that as GaAs
has a negative g-factor (g ≈ −0.44), the ground state |0〉
is a spin-up state. The magnetic field is typically a few
Tesla, so that the Zeeman energy exceeds significantly
the thermal energy.

Single spins can be manipulated by electron spin res-
onance [43] (ESR): an oscillatory current applied to a
strip line placed next to a dot, induces an oscillatory
magnetic field in a direction perpendicular to the mag-
netic field, which rotates the electron spin when it is on
resonance with the Zeeman splitting. Alternatively, one
can use electric-dipole spin resonance (EDSR) [35, 44],
which allows all-electrical control of the spin: applying
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Figure 4 Electron spin manipulation in quantum dots. (a) EDSR
forces spin rotations in one of the dots. The rotation angle depends
on the pulse duration. This rotation, through Pauli Spin Blockade,
results in a variation of the current through a double dot (from
Ref. [35]). (b) Pulsing the detuning induces spin rotations between
singlet and triplets: the probability Ps of measuring a singlet state
in a double quantum dot shows oscillations depending on the du-
ration τE and the detuning ε of the pulse (from Ref. [36]).

ac excitation on the electrostatic gates forces the quan-
tum dot position to oscillate. Due to the spin-orbit cou-
pling in the semiconductor, the motion of the electrons
results in an effective oscillating magnetic field that ro-
tates the spins with Rabi frequencies in the Megahertz
range. EDSR can also be performed using a local micro-
magnet to create a magnetic field gradient. The motion
of the electrons in the inhomogeneous magnetic field
also allows controlled spin rotations [45].

Due to the combined effect of Pauli exclusion prin-
ciple and Coulomb interactions, single electrons in two
neighbouring dots feel an effective spin-spin interac-
tion. This interaction takes the form of an Heisenberg ex-

change coupling [42]:

H = −J S1 · S2, (4)

where Si is the spin of the electron in dot i. The coupling
constant J is negative (antiferromagnetic coupling) and
depends on the spatial overlap of the electron wave func-
tions, which is controlled by gate voltage. This coupling is
the basis of a two-qubit gate for Zeeman qubits [42]. The
effect of the exchange interaction is literally to swap or
exchange the state of the two spins [46]. When exchange
acts for half the duration of a SWAP gate, the

√
SW AP

gate is obtained, which is universal when combined with
single-spin rotations. Exchange gates can be very fast,
and are in practice limited only by the achievable rise
times of gate voltage pulses (sub-ns).

An alternative qubit representation based on spins
in quantum dots uses two-electron singlet and triplet
spin states in a double quantum dot to define a single
qubit [47]. The two-spin exchange interaction now acts
as a single qubit gate [36]. For such singlet-triplet (ST)
qubits a two-qubit gate requires to couple two double
dots. Capacitive coupling between the dots can be used
here: the difference in charge configuration between sin-
glet and triplet state in one double dot slightly modifies
the singlet-triplet time evolution in the other, which al-
lows to entangle the spin states of the two double dots
[48]. More recently, also a triple quantum dot containing
three spins was operated as a single qubit [49–52], using
the spin exchange mechanism to drive single qubit op-
erations. Each of the possible qubit representations has
its own advantages and disadvantages, and the improve-
ment of the spin qubit performances is an actively pur-
sued research topic.

To read out spin qubit states, two methods have been
successfully demonstrated (see Figure 5). In both cases,
tunneling of electrons is made to depend on their spin
states. Simultaneous detection of the charge occupation
of the dots, then allows one to infer the spin states. For
single spins, the energy difference between spin-up and
spin-down electrons is exploited to induce spin-selective
tunneling (see Figure 5a) [53]. For two-spin states, the
so-called Pauli spin blockade technique is used (see
Figure 5b) [54, 55].

Relaxation of spins in quantum dots typically oc-
curs via phonon-emission [20, 56]. Coupling of spins to
phonons is usually dominated by the spin-orbit interac-
tion (SOI), which admixes spin and orbital states, mak-
ing spins sensitive to electric field fluctuations. Spin re-
laxation times strongly depend on the spin splitting, as
this affects the relevant phonon density of states and
electron-phonon coupling [57]. For low magnetic fields,
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Figure 5 Single Shot Readout Methods. (a) Readout for Zeeman
qubits [53]: initially, both spin-up and spin-down states are below
the Fermi level of the lead. Pulsing the plunger gate potential to a
configuration where only the spin-down state is above the Fermi
level induces spin-to-charge conversion: only spin-down can tun-
nel out of the dot. Therefore, measuring in real time the variations
of the charge state allows to infer the spin state of the electron. (b)
Pauli Spin Blockade Readout for ST qubits [54,55]: initially, the dou-
ble dot is in the (1,1) charge state for any spin configuration. Pulsing
the detuning, only a singlet state can reach the (0,2) charge con-
figuration. For triplet states, tunneling to (0,2) is forbidden by the
high singlet-triplet splitting in the (0,2) configuration. Monitoring
the charge configuration permits to read out the spin: measuring a
(0,2) charge state implies that the qubit is in a singlet state, while
measuring a (1,1) charge state points at a triplet state.

relaxation times as high as T1 = 1 s have been reached,
both in GaAs [58] and in Si quantum dots [59].

The spin-orbit coupling does not induce pure de-
phasing of the spin-state, so it only influences spin co-
herence through relaxation and sets a limit T2 < 2T1

[60]. Unfortunately, other perturbations strongly influ-
ence the phase of the spin states. The main source of spin
decoherence is the hyperfine coupling between the elec-
tron spin and the spin of the Ga and As nuclei forming the
quantum dots [20, 61, 62]. Interestingly, this hyperfine-
induced decoherence in quantum dots is a physical real-
ization of the well-known Central Spin problem, a heav-
ily studied problem in condensed matter physics that in
general cannot be solved exactly by analytical or numer-
ical methods. The basic question is how the coherence
evolves for one central spin that is coupled to a bath of
other spins [63]:

Hhyp =
∑

i

Ai Si · S, (5)

where Si is the spin of the ith nuclei and Ai the coupling
strength, proportional to the value of the electron wave-
function at the position of the ith nuclei. For large num-
bers of nuclei (for GaAs quantum dots, Nnuclei ≈ 104 −
106 [20]), the influence of the nuclei can be modelled
semiclassically as an Overhauser magnetic field Bnuc, and
the hyperfine interaction can be described by

Hhyp = gμBBnucS (6)

In strongly polarized systems, Bnuc can be as high as a few
Tesla, while its statistical fluctuations are of the order of a
few mT [20, 61, 62]. This effective magnetic field adds up
to the applied magnetic field and dephases the spins with
characteristic time T∗

2 ≈ 10 − 100 ns [36, 43]. Using spin-
echo pulses, this dephasing can be compensated for. The
resulting decoherence time is limited by nuclear spin dy-
namics: T2 ≈ 1 − 100 μs [36, 64, 65].

Intense efforts focus nowadays on improved perfor-
mance of coherence and control of spins. As the most
important limitation comes from the hyperfine coupling,
nuclear spin-free systems would be highly desirable.
Si/SiGe heterostructures offer very interesting possibili-
ties in this domain: they have a very low concentration of
nuclear spins [27], and can be isotopically purified [66].
The improvements due to the weak hyperfine coupling
in Si/SiGe systems are seen in a measured singlet-triplet
dephasing time of T∗

2 = 360ns [67], which is up to 40
times longer than the typical case in GaAs [36]. Further-
more, singlet-triplet relaxation times as high as 3s have
been measured [68], compared to at most 10 ms in GaAs
systems [69].

C© 2013 by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 813www.ann-phys.org
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Another option is to control the nuclei and stabilize
the Overhauser field by electron spin-nuclear spin feed-
back [61,62]. Using these methods, a T∗

2 increase of a fac-
tor of 10 has been demonstrated in GaAs [70].

These ideas could lead to important improvements of
the performance of quantum dot spin qubits and could
open the way towards digital quantum simulations with
quantum dots.

2.3 Analog Quantum Simulations

Whereas using quantum computers should lead to a uni-
versal quantum simulator, analog quantum simulations
can be performed by constructing dedicated quantum
systems designed to simulate a specific Hamiltonian. It
is of course not sufficient for a quantum system to evolve
according to a Hamiltonian to qualify as a quantum sim-
ulator. A system becomes a useful simulator when it has
control knobs that allow to freely tune the relevant pa-
rameters of the Hamiltonian, or when it permits mea-
surement of important quantities that are not accessible
in natural systems. In this way, the Hamiltonian can be
taken into regimes that were not accessible before, and
that are too complex to be studied via classical computa-
tions, giving new insight in the underlying physics.

Quantum simulators are especially interesting to
study the emergence of strongly correlated phases in
many-body systems, as these regimes are the most diffi-
cult to study theoretically or simulate classically. For this
purpose, quantum dots show very interesting properties:
as we have seen in the previous section, both charge and
spin correlations are present in quantum dots, and can
present a complex interplay already in double or triple
dot systems.

An array of tunnel coupled quantum dots is naturally
described by the Hubbard hamiltonian [71] and all the
parameters of the hamiltonian (interdot detuning, tun-
nel couplings, ...) can be widely varied by controlling
the gate voltages. Quantum dot systems can therefore
be used to simulate Hubbard physics. The form of this
hamiltonian is

H = −
∑
i, j

ti, j c
†
i c j +

∑
i

Uini,↑ni,↓ +
∑

i

μini . (7)

The first term describes the tunnel coupling between dot
i and dot j, Ui is the on-site interaction energy in dot
i, and the μi is the chemical potential of electrons in
dot i, which depends linearly on gate voltages. Note that
this hamiltonian is a single band hamiltonian that takes
into account only one orbital state per dot. As explained
above, in typical structures, U is of the order of a few meV,

t is tunable by gate voltages from t  0 to t ∼ 100 μeV and
all μi can be controlled individually over a range of sev-
eral meV. In a dilution refrigerator, such a system can be
cooled down to a few tens of mK, ensuring that the ther-
mal energy is significantly lower than the other energy
scales in the system (kT � t � U). This regime is partic-
ularly important for condensed matter, yet is hard to ac-
cess using cold atoms in optical lattices. Therefore quan-
tum dots offer a very interesting platform for simulation
of the Hubbard hamiltonian.

The few-quantum dot systems recently studied ex-
perimentally [26,48,72–74] show an increasing complex-
ity. They include triple dots in either a linear or triangular
geometry, and quadruple dots arranged along a line or a
square. In long chains (≥ 4 dots), 1D correlated electron
physics [75] could be simulated. Two-dimensional arrays
of dots (≥3 × 2) could lead to the simulation of Hubbard
ladder physics [76], and the observation of d-wave hole
pairing and possibly superconductivity [77].

The currently available systems already present
very interesting possibilities: for instance, using a fully
tunnel-coupled quadruple dot with three electrons, one
could observe Nagaoka’s ferromagnetism [78–80], which
takes its origin in a two-path interference process (see
Figure 6). Let us first assume infinite interactions (U =
∞), which totally prevent double occupancies. The four
dots are denoted by the index i = 1, 2, 3, 4, and neigh-
bouring dots are tunnel coupled. Without double oc-
cupancies, the charge state of the three-electron sys-
tem is completely characterized by the position of the
hole (|2 >= |(1, 0, 1, 1) >). The origin of Nagaoka’s ferro-
magnetism is found in the matrix elements < 1|H |3 >

and < 2|H |4 >, describing the coupling between next-
nearest neighbour sites on the quadruple dot plaquette.
For aligned spins (ferromagnetic phase), the two paths
|1 >→ |2 >→ |3 > and |1 >→ |4 >→ |3 > are indistin-
guishable and their contributions to < 1|H |3 > interfere
constructively. In contrast, the two paths are distinguish-
able for non-aligned spins, and therefore their contribu-
tions do not interfere (see Fig. 6a-b). Due to this effect,
| < 1|H |3 > | is higher in the ferromagnetic case, which
means the hole can lower its kinetic energy by delocaliz-
ing. This makes the ferromagnetic state the ground state
for large U. For negligible U, double occupancy of any
site is allowed. Now the ground state has two electrons
in the lowest energy (delocalized) orbital (forming a sin-
glet) and one electron in the next orbital. The ferromag-
netic (spin-3/2) state can have only one electron in each
orbital, giving a larger overall energy. This destroys the
ferromagnetic phase for U/t < 18.6 (see Figure 6d). The
gap between the two spin configurations for U = 1 meV
is shown in Fig. 6e. We see that for realistic values of t in a
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Figure 6 Nagaoka’s ferromagnetism in a quadruple dot (a) SEM
image of a ring-coupled quadruple dot system. ( from Ref. [74].
(b) For the spin 3/2 (ferromagnetic) case, two paths add up con-
structively to contribute to < 1|H |3 > (c) For spin 1/2, these two
paths are distinguishible and do not interfere. (d) Energy diagram
as a function of U/t. One can see that the ferromagnetic (S = 3/2)
state is the ground state for U/t > 18.6. (e) The gap between the
S = 3/2 and S = 1/2 states can be as high as 7.5 μeV

quantum dot array, this gap should be observable, as well
as the quantum phase transition between the ferromag-
netic and unpolarized states.

Another recent development could have interesting
applications for quantum simulations: in a triple-dot
system, long-distance charge coupling (due to cotun-
neling) has been recently demonstrated [26]. This could
lead to new schemes of spin-spin coupling between
non-nearest neighbours and could allow simulating frus-
trated spin systems combining exchange coupling be-
tween nearest neighbours with non-local coupling as the
frustrating link.

The flexibility of the design of quantum dots consti-
tutes one of their major advantages: indeed, complex
geometries can be built, allowing the study of certain
Hamiltonians in very different situations, bringing new
insight into interesting quantum effects. In that respect,
the study of the Kondo effect in quantum dots gives a
very interesting illustration of the versatility of quantum
dots systems.

The Kondo effect [81] was first observed in metals
doped with magnetic impurities. These systems show a
resistivity that, below a certain critical temperature, in-
creased upon decreasing temperature. This effect is the
consequence of the coupling between the spin of the free
conduction electrons with the localized magnetic mo-
ments on the impurities. This spin coupling forces the lo-
calized and delocalized electrons to form a spin singlet,
which increases the density of states at the Fermi energy.
This increased density of state favors scattering and in-
creases the resistance in metallic system.

The Kondo hamiltonian can be derived from the An-
derson impurity model [82] describing electrons bound
to localized states inside a metal host, which explains
the origin of the spin interaction as cotunneling (second-
order tunneling) of conduction-band electrons on the
impurity. A quantum dot with an odd number of elec-
trons coupled to electron reservoirs is a powerful quan-
tum simulator for the Anderson impurity model. Indeed,
conduction can take place in a Coulomb-blockade val-
ley due to cotunneling [83], which couples the dot elec-
tron spin to the density of spins in the leads, giving rise
to an increased density of states at the Fermi energy. This
peak in the density of states can be accessed through
differential conductance measurements [84, 85]: dI/dV
curves show a zero-bias peak whose height increases
upon decreasing temperature (see Figure 7a). Note that
the coupling between localized and conduction spins
manifests itself through an increasing resistance in met-
als and through an increasing conductance in quantum
dots.

The tunability of the parameters of the quantum dot
also allowed to study spin-1 Kondo physics in an evenly-
occupied quantum dot [86]. Furthermore, as we dis-
cuss next, the versatility of the design of quantum dot
systems allowed simulating more complex hamiltoni-
ans, giving insight into multichannel Kondo coupling or
multi-impurity Kondo effects.

For impurities coupled to two reservoirs indepen-
dent from each other (electrons cannot be exchanged be-
tween them), a two-channel Kondo effect can occur if
the coupling to both reservoirs has the same strength:
instead of building a singlet with one of the reservoirs,
the spin of the electron in the dot induces correlations
between the two reservoirs. This effect is relevant for
understanding heavy fermions [87, 88] and glassy metal
[89] physics. To study it, Potok et al. [90] built a quan-
tum dot coupled to both a finite (Fig. 7e, red colored)
and an infinite reservoir (Fig. 7e, blue colored). Due to
its finite size, the red reservoir has a finite charging en-
ergy, and electrons cannot be exchanged between red
and blue reservoirs. Varying the voltage on a plunger gate
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Figure 7 Kondo Physics in Quantum Dots. (a) Zero-
bias peak in the differential conductance for a sin-
gle quantum dot with S=1/2 (from Ref. [85]). [inset]
Temperature dependence of the height and width of
the peak, showing the Kondo character of the reso-
nance. (b) In double dots, the interdot coupling leads
to a splitting of the zero-bias peak (from Ref. [91]) (c)
Principle of the single dot - single reservoir Kondo
effect: exchange of electron with the reservoir by co-
tunneling. (d) Two-reservoirs Kondo effect: a differ-
ent charging energy Ec of the red reservoir prevents
exchange of electrons between reservoirs and al-
lows simulating the 2-channel Kondo effect. (e) SEM
image of a 2-channel Kondo dot. [90] (f-g) Scaling
of the differential conductance for 2-channel (from
Ref. [90]) (2CK, f) and 1-channel (1CK, g) Kondo effect,
showing the 2CK character of the zero-bias anomaly
in a carefully tuned device.

capacitively coupled to the finite reservoirs, the authors
could tune the strength of its Kondo coupling with the
quantum dot, leaving the coupling to the infinite reser-
voir unchanged. Measuring the conductance between
the two (blue colored) leads of the infinite reservoir, they
observed a Kondo peak when the localized electron cou-
ples most strongly with the infinite reservoir, a Kondo dip
when the localized electron couples most strongly with
the finite reservoir, both resulting from single-channel
Kondo effects. Between these two situations, the scal-
ing of the conductance with bias and temperature (see
Fig. 7f-g) showed a two-channel Kondo effect, the sig-
nature of dot-mediated spin correlations in the two
reservoirs.

The two-impurities Anderson model [92] can be sim-
ulated in double quantum dot. In this model, the spins
on the two impurities can interact via Heisenberg ex-
change (with an exchange energy J ) and couple to elec-
tron reservoirs via Kondo coupling (with a Kondo tem-
perature TK ). A quantum phase transition exists as a
function of the relative strength of these two couplings.
At zero temperature, a quantum critical point is found at
J = Jc = 2.2TK . For J < Jc, the spin in each of the impu-
rities is screened by the electrons in the reservoirs, and
no inter-impurity correlations exist. For J > Jc, the inter-
impurity coupling is strong enough to form a spin singlet
in the double quantum dot: the ground state is therefore
a superposition of the two local Kondo states, which form
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bonding and antibonding states. For quantum dots, this
effect was predicted to result in the splitting of the Kondo
peaks for large interdot tunnel coupling [93–95]. Jeong
et al. [30] observed these splitted Kondo peaks in a serial
double quantum dot. However, they could not achieve a
high enough Kondo temperature to reach the quantum
phase transition, which was later observed [91] for paral-
lel coupled quantum dots.

Future experiments could study Kondo physics with
three dots, either in a in-line geometry [96], or in a trian-
gular geometry [97–100]. The triangular geometry is es-
pecially interesting as it adds Aharonov-Bohm physics,
and allows studying its interplay with the Kondo and
Heisenberg coupling. Experimental developments are
very encouraging. Indeed, a triangular triple quantum
dot with tunnel coupling between every pair of dots has
been realized recently [73]. In this paper, the authors
showed that the capacitive coupling between different
dot pairs could simulate a Ising hamiltonian acting on
the charge degrees of freedom. Taking advantage of the
triangular geometry and the associated frustration of the
Ising couplings, they created a sixfold degenerate ground
state, similar to the ground state of a frustrated spin sys-
tem [7]). It is interesting to note that while spin-spin cou-
pling in quantum dots follows the Heisenberg hamilto-
nian (see equation (4), charge-charge interaction allow
simulating the Ising model. Other proposals exit for ca-
pacitively coupled quadruple dots, similar to those used
for double singlet-triplet qubits [48], to be used to study
in details the competition between Kondo, Heisenberg,
and Ising coupling [101].

As we have seen, quantum dot systems offer a very
interesting platform for quantum simulations. Not only
can they be operated as qubits, but the versatility of their
design offers the possibility to perform analog quantum
simulations for Hubbard, Ising, Heisenberg or Kondo
hamiltonians in different situations. Moreover, the effi-
cient control of the quantum dot properties through gate
voltages offer a very practical way to tune the param-
eters of the Hamiltonian and explore various physical
regimes.

3 Large dot arrays

3.1 Motivation

The real motivation for quantum simulations is the pos-
sibility to access physics that cannot be explored other-
wise. Whereas small systems can still be simulated on
classical computers, this is no longer true for larger sys-
tems, as the time and effort required for such a simula-

tion increases exponentially with the number of degrees
of freedom. In this section, we discuss the prospects of
realizing large-scale quantum simulation of the Hubbard
model using quantum dot arrays. This would allow sim-
ulating the foundations of condensed matter physics in
artificial electronic systems.

Instead of using a bottom-up approach and trying to
control individually an increasing number of dots, we
here present a top-down approach that directly defines
a large array of dots, with global (non site-selective) con-
trol knobs. A large periodically spaced array of sites can
be created with a grid-shaped gate (see figure 8b), which
defines a periodic modulation of the electrostatic poten-
tial within the 2DEG. This establishes an electronic lat-
tice, similar to the optical lattices used for cold atoms
[2–4].

A major factor in experiments on large quantum
dot arrays is disorder in the potential landscape due to
charged impurities in the substrate [102]. In the few-dot
experiments discussed in section 2, the disorder could
be compensated for by adjusting the gate voltages con-
trolling the individual dots. When a large array is created
via a single gate shaped in the form of a grid, such lo-
cal compensation is no longer possible. In section 3.2,
we discuss initial experiments on such systems aimed at
establishing that the periodic potential induced by the
grid gate can exceed the spatial variations in the poten-
tial from disorder. In section 3.3, we present ideas and
experiments of the last few years directed at probing the
influence of electron-electron interactions.

3.2 Periodicity

The idea of laterally modulating the electrostatic poten-
tial in a periodic way is not new: first experiments us-
ing a grid-shaped gate were done in 1989 [104]. In the
following years, many groups have studied the magne-
toresistance of periodically modulated systems, called
“lateral superlattices” or “antidot lattices”. These antidot
lattices can be seen as a lattice of quantum dots with
an extremely high coupling strength: instead of being lo-
calized in dots, electrons are localized everywhere be-
sides at the antidots. This can be achieved either using
a grid-shaped gate or by etching physical holes in the
heterostructure.

Magnetoresistance measurements provide a sensitive
probe for observing the formation of an artificial band
structure in a 2D electron system. The electronic states
in the conduction band obey the Bloch phase relation
|ψ(r + R)〉 = eikR|ψ(r)〉, which needs to match the phase
acquired by electrons moving in a magnetic field. This
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Figure 8 Magnetotransport in antidot
arrays. (a) Calculated Hofstadter’s but-
terfly spectrum, showing a fractal set
of states. (from Ref. [103]) (b) SEM im-
age of a gated antidot lattice (from
Ref. [104]). (c-d) Splitted commensura-
bility peaks observed in magnetotrans-
port (from Ref. [105]).

interplay between magnetic field and periodicity results
in a fractal spectrum that resembles a butterfly, known
as Hofstadter’s butterfly [103] (see Fig. 8a): when the ra-
tio �/�0 of the magnetic flux in one unit cell and the flux
quantum �0 is a rational number p/q, the Bloch band
splits in exactly q subbands (see Fig. 8a). Here �0 = h/2e,
with h Planck’s constant.

For solid-state crystals, the period of the lattice a ∼
1 Å makes Hofstadter’s butterfly extremely difficult to ob-
serve, as gigantic magnetic fields would be needed to
achieve a magnetic flux per unit cell comparable to the
flux quantum. It was therefore proposed by Hofstadter to
realize large-period superlattices having a period of the
order of a ∼ 100 nm – 1 μm (Fig. 8b) to observe the effect
under reasonable experimental conditions.

Many experiments aimed therefore at the study of
periodic systems in a magnetic field. Peaks in the mag-
netoresistance were first observed when the cyclotron
radius was commensurate with the periodicity of the
antidot array [106] and were due to classical drift of
the center of the cyclotron orbits. Later Schlösser [105],
and Albrecht [107] observed the splitting of these peaks
for rational values of φ/φ0 (see Fig. 8c-d) that they in-

terpreted as the precursors of the largest minigaps in
the band structure. Albeit Hofstadter Butterfly effects
have been very recently observed in graphene systems
[108–110], the strong disorder of the heterostructures
prevented so far a clear and convincing observation of
the butterfly in GaAs systems.

Modifying the design of the antidot lattices allowed
defining arrays of quantum dots. First, Dorn et al. [111],
using local oxidation to modulate the potential and a
top gate to modulate the electron density, created a de-
vice where they could tune the inter-site tunnel coupling
both in the antidot lattice regime and in the quantum dot
array regime. They observed both the commensurability
magnetoresistance peaks in the former and Coulomb-
blockade effects in the latter. More recently, Goswami
et al. [112] built a double-gate system allowing to tune
independently electrochemical potential and interdot
tunnel coupling.

We emphasize that the flexibility given by nanofabri-
cation techniques permits to create not only square lat-
tices, but any type of lattice. For instance, Gibertini et al.
[113] proposed to realize an hexagonal array of quan-
tum dots to create artificial graphene and study Dirac
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fermions physics. Following this proposal, de Simoni
et al. [114] created a 2D hexagonal lattice of etched quan-
tum dots. They observed a conductor-insulator transi-
tion controlled by gate voltage, resulting from the van-
ishing of the interdot coupling upon increasing the dot
confinement.

3.3 Interactions

The most interesting regime in the context of quantum
simulation occurs when electron-electron interactions
enter the picture. The band structure effects of the pre-
vious section concern in essence single-particle physics,
but this is no longer the case when interactions are rele-
vant. A proposal for simulating interaction effects using
quantum dot arrays has been made recently by Byrnes
[115], focusing on the Mott metal-insulator transition
(MIT): in the large tunnel coupling limit (t > U), elec-
trons are delocalized over the whole array and ensure a
large metallic conductivity, while for low tunnel coupling
(t � U/8), a gap opens at half-filling (1 electron per site)
and splits the conducting band into two Mott-Hubbard
subbands. This gap suppresses the double occupancies
in the dots and halts transport by localizing the electrons.
Byrnes calculated the voltage dependence of U, t and the
electrochemical potential for quantum dot systems, and
showed that the MIT should be observable in realistic
quantum dots arrays.

Also optical spectroscopy (inelastic light scattering)
can be used to explore band structure and interaction
effects. Initial measurements on hexagonal arrays of de-
coupled dots [116] showed an unusual resonance peak.
The energy of this peak scaled with the magnetic field
as E ∝ √

B. The authors claimed that this scaling was
due to electron-electron interactions, and attributed the
resonance to an excitation between Mott-Hubbard sub-
bands. The interdot tunnel coupling in the array was neg-
ligible and the disorder was strong enough to induce
variations of the charge number N on different dots,
which suggests electrostatic potential fluctuations of the
order of the charging energy (typ. 1 − 5 meV).

Whereas both charge and spin ordering have been
observed in few-dot systems, the strong disorder of the
materials has so far strongly hindered their observation
in large arrays of quantum dots. The typical electro-
static potential fluctuations mentioned above is of the
order of the interaction energy, which makes it one of
the dominant terms of the Hamiltonian. As we have seen,
it can destroy the effects of periodicity and interactions,
thereby destroying spin and charge ordering, or making

Figure 9 Simulating Hubbard physics in an array of quantum dots
(from Ref. [115]). (a-b) Proposed transport measurement device: an
array of quantum dots is defined by a mesh gate (MG), that con-
trols the depth of the periodic potential, and a global gate (GG) that
controls the electrochemical potential μ. (c) Calculated density of
states, as a function of the electrochemical potential and the po-
tential V0 of the mesh gate. One can see the splitting of the band
in two Mott-Hubbard subbands.

the interpretation of experiments ambiguous. In the next
section, we will describe new ideas to tackle this chal-
lenge and go towards clean simulations of the Hubbard
model using quantum dot arrays.

4 Overcoming disorder: towards quantum
simulations in clean arrays

Disorder adds to the Hubbard hamiltonian local fluctu-
ations of the potential. Instead of the Hubbard model,
the system is better described by the Anderson-Hubbard
model:

H = −t
∑
i, j

c†i c j + U
∑

i

ni,↑ni,↓ +
∑

i

μini, (8)
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Figure 10 Artificial graphene experiments
(from Ref. [116]). (a) Design of an etched het-
erostructure to create a periodic modula-
tion of the potential on a hexagonal lattice.
(b) Energy of the inelastic scattering peaks:
one peak corresponds to excitations between
Landau levels ωc ∝ B and one peak with
ωH B ∝ √

B is attributed to excitations be-
tween Mott-Hubbard subbands. (c) Energy
level diagram showing the Landau level split-
ted in two subbands. (d) Proposed excitation
scheme for the ωH B peak: a photon with
frequency ωL excites an electron-hole pair.
The hole recombines with an electron of one
of the neighbouring dots, emitting a photon
with frequency ωS = ωL − ωH B .

where μi is now a randomly fluctuating variable. It is
clear that the presence of this extra term can dramati-
cally influence the behaviour of the system, especially if
the order of magnitude of the variations of μi are large
compared to the two other terms of the Hamiltonian,
namely the tunnel coupling t and the interaction energy
U. As suggested by the site-to-site charge fluctuations
observed by Singha et al. [116], potential fluctuations are
of the order of �μ ≈ U, in the meV range, consistently
with early measurements of disorder in 2D electron
systems [102].

Disorder also has a detrimental effect on trans-
port measurements, as it induces Anderson Localization
[117, 118]. This disorder-induced localization of the
electrons results in an insulating state, which prevents
using conductance measurements to access Hubbard
physics.

In this section, we propose new ideas to decrease the
influence of disorder in quantum dot arrays that could
allow the observation of Hubbard physics in these arrays.
First, using undoped heterostructures built to screen dis-
order would strongly decreases the potential fluctua-
tions. Second, capacitance spectroscopy methods offer
access to the quantum state of electrons in a quantum
well independently of the presence of Anderson Local-

ization. This type of measurement is thereby much less
sensitive to disorder.

4.1 Reducing disorder

Semiconductors always contain charged impurities.
These can be desired, such as the dopants one introduces
to form a 2DEG, or can be undesired bulk or surface im-
purities. The relatively large number of impurities all in-
teract with the electrons in the 2DEG, which results in
strong fluctuations of the electrostatic potential.

The dominant source of disorder for state-of-the-art
samples come from the dopants. These are generally
placed in a layer tens of nanometers above the 2DEG,
and have a sheet concentration of the order of 1012 cm−2.
The second most important are the undesired back-
ground (bulk) impurities, which can have a density as
low as 1 − 5 × 1013 cm−3 [119, 120], and cause most of
the disorder in undoped systems [121]. Surface charges
can also induce disorder, and mainly influence shallow
(30 − 40 nm deep) 2DEGs. As the surface charges can be
efficiently screened by metallic gates [122] we will focus
on the influence of doping and background impurities.
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Byrnes proposed to use undoped heterostructures
[115], which would remove the dominant contribution
to the disorder. We propose further to grow special het-
erostructures, containing a 3D gas of free electrons below
the 2DEG, in order to screen the residual disorder origi-
nating from background impurities.

To estimate the efficiency of the screening for reduc-
ing the disorder, we performed the following calcula-
tion: first, we calculated the total potential created in the
plane of the 2DEG by a single impurity. In cylindrical co-
ordinates (q, z), the Fourier transform of the potential
due to a charge placed on (r = 0, z = zc) is given by:

Vtot(q, z, z0) = eU(q, z − zC )

+
∫

U(q, z − z0)ρind(q, z0) dz0, (9)

where U(q, z) is the Fourier transform of the single-
charge coulomb potential, and ρind is the charge density
induced by the single charge. In the structures proposed
below, this induced charge is non-zero only in the 2DEG
or in screening layers. This charge density is related to
the total potential. In the simple Thomas-Fermi approx-
imation, we have:

ρind(q, z) = χ(q, z)Vtot(q, z) (10)

where the susceptibility is given by χ3D = −e2m∗kf /�
2π2

(χ2D = −e2m∗/�
2π2) for a 3D (2D) gas of electrons. e is

the electron charge, m∗ is the effective electron mass and
kf is the Fermi wavevector. We then obtain the integral
equation

eχU(q, z − zC ) = ρind(q, z)

−χ

∫
U(q, z − z0)ρind(q, z0) dz0 (11)

Discretizing and solving this equation allows to calculate,
for any scheme of screening, the potential in the plane of
the 2DEG due to a single localized impurity.

To estimate the strength of the total disorder, we
sum the contributions of a realistic number of back-
ground and doping impurities, whose position where
randomly chosen (uniform 3D probability distribution
for the background impurities, uniform 2D probability
distribution and fixed depth for dopants) in a volume of
10 × 10 μm ×200 nm. We performed this estimation of
the disorder for the following systems: sample 1 (Fig. 11a)
has the typical parameters for gate defined quantum
dots: it has a concentration of background impurities
of Nbg = 1014 cm−3 and a sheet density of dopants of
Ndopants = 1012 cm−2 in a layer placed 35 nm below the
surface. In this sample, the 2DEG is placed 85 nm below

the surface. Sample 2 (Fig. 11b) has a structure identical
to sample 1, but is undoped. The heterostructure of sam-
ple 3 is shown in Fig. 11c. It is undoped, has the 2DEG
70 nm below the surface, and a 3D gas of charges 15 nm
below it.

Three questions need to be addressed: first, what is
the reduction of the disorder obtained by using undoped
structures (compare sample 1 and 2); second, what is the
reduction of the disorder obtained by placing a screen-
ing layer below the 2DEG (compare sample 2 and 3);
third, we need to evaluate the influence of disorder for
the case where electrons in the 2DEG itself are no longer
mobile due to the confinement in a quantum dot array.
To do that, we compare the potential fluctuations with
and without screening from the electrons in the 2DEG.

Figure 11d,e,f show the calculated potential for sam-
ples 1, 2 and 3, when the 2DEG does participate in the
screening. One can see a strong reduction of the fluctu-
ations between sample 1 and 2 and a smaller improve-
ment between sample 2 and 3. Fig. 11g,h,i shows the
calculated potential without screening from the 2DEG.
One can see that the potential fluctuations in sample 2
have increased, while this effect is strongly reduced in
sample 3.

To give a quantitative estimation of the strength of the
disorder, we use the the cumulative probability distribu-
tion C(V ) = ∫ V

0 P(δV ) dδV (Fig. 11(j)), where P(δV ) is the
probability to observe locally a potential fluctuation δV =
|V (x, y)− < V (x, y) > |. For instance, C(V ) = 90% means
that in 90% of the cases, the local potential fluctuation
is lower than V . A typical energy scale for the fluctu-
ations �V is chosen as C(V = �V ) = 50%. The doped
samples have typical fluctuations �V = 5.4 meV. This
value is similar to other calculations [123] and is consis-
tent with experimentally observed effects [102,116]. This
value goes down to �V ≈ 40 μeV for sample 2 and �V ≈
10 μeV for sample 3. Without 2D screening, �V ≈ 1 meV
for sample 2, consistent with experiments in similar sys-
tems [124] and �V ≈ 30 μeV for sample 3.

From these estimations, one can see that using un-
doped heterostructures with a screening layer below
the 2DEG should strongly decrease the strength of the
disorder to below tunneling energies in realistic dot ar-
rays (t  100 μeV). High quality heterostructures can
show background impurity concentrations five times
lower than the concentration used in the above esti-
mates. Finally further improvements could come from
quantum dots populated with more than one elec-
tron. Indeed, for few-electron quantum dots, deep
shell electrons participate in the screening process and
decrease the potential fluctuations seen by the last
electron [125].
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Figure 11 Influence of the screening scheme
on the electrostatic potential fluctuations.
(a,b,c) Schematic structure of samples 1,2 and
3. The white dashed line represents the 2DEG
(86 nm below the surface for sample 1 and 2,
70 nm for sample 3), the red line is the doping
layer (30 nm below the surface). Red dots in-
dicate undesired impurities, placed randomly
in the sample. The red rectangle represents
the 3D gas of charges. (d,e,f) Calculated po-
tential fluctuations with 2D screening. (g,h,i)
Calculated potential fluctuations without 2D
screening. (j) Cumulative probability distribu-
tion C(δV ). For the doped case (black line),
one can see that the typical fluctuations are
in the meV range. For sample 2 (blue line),
this falls to some tens of μeV. For sample 3
(red line), is goes down in the μeV range. If
the 2DEG does not participate in the screening
(dashed lines), the screening layer in sample
3 keeps the fluctuations low (�V ≈ 10 μeV
red dashed line), while they strongly increase
for sample 2.

4.2 An alternative to transport measurements

For heterostructures with a screening layer, fabrication
of devices for magnetotransport experiments are made
difficult by the proximity of the 2DEG and the screening
layer, and may require complex fabrication techniques
[126] with relatively low yields. Moreover, as we have
seen, due to their sensitivity to Anderson Localiza-
tion [102], conductance measurements are not the ideal
method to study the quantum state of electrons in an ar-
ray of dots. A valuable alternative is to perform tunneling
(capacitive) spectroscopy [127, 128].

For a thin (∼10 − 15 nm) AlGaAs barrier separating
the 2DEG and the screening layer, tunneling of charges
can occur between the two layers with frequencies tun-

able by the barrier thickness (νt ≈ 10− 100 kHz is a use-
ful range). Low-frequency (ν < νt) measurements of the
capacitance between the screening layer and the surface
gates would then include a contribution from charges
tunneling between the screening layer and the 2DEG (see
figure 12c). As this contribution depends on the density
of states in the 2DEG [127], it gives a convenient way to
probe the electron quantum phases in the 2DEG. This
offers an innovative option to probe the existence of a
band structure and its distortion by magnetic fields (Hof-
stadter physics) or electron-electron interactions (Hub-
bard physics). Moreover, such a capacitive system can
also be used for probing single-particle excitations (see
Fig. 12d): fast voltage pulses on the back electrode allow
charges to tunnel to excited states in the quantum well.
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Figure 12 Capacitance Spectroscopy. (a) Scheme of the het-
erostructure. The barrier between the quantum well (QW) and the
screening gas (back electrode) is sufficiently thin to allow tunnel-
ing of charges. (b) Equilibrium tunneling: a slow drive results in
equilibrium tunneling of charges to the quantum well, which mod-
ifies the value of the capacitance. (c) Sending fast pulses to the
back electrode drives the system out of equilibrium and induces
tunneling to excited states in the quantum well. Both equilibrium
and excited density of states can be accessed measuring the AC
voltage on the gate.

The measurement of the charge transition rate as a func-
tion of the pulse amplitude allows to characterize the
quasiparticle excitations of the 2DEG [128], which could
open the way towards measurements of spectral-weight-
transfer [129]. Moreover, the similarity of this technique
to the tunneling spectroscopy used to observe the pseu-
dogap phase in cuprate superconductors [130] opens in-
teresting perspectives for studying the low-temperature
Hubbard model in reduced-disorder quantum dots
arrays.

5 Outlook and conclusions

Quantum dots systems have a very high potential for
quantum simulations. They offer a large freedom in de-
signing the geometry and a wide in-situ tunability of
the parameters. For few-quantum dot systems, very in-
sightful simulations have been performed, for instance
studying Kondo physics in multi-channel or multi-
impurity configurations. Moreover, the current techno-
logical progress open the way towards analog quantum
simulations of frustration, spin chains, spin ladders, Na-
gaoka’s ferromagnetism, and so forth. For large arrays of
quantum dots, first experiments have been carried out,
aimed at probing the effects of a periodic potential and
interactions. Finally, new ideas could lead to strong re-
ductions of the disorder and open the way towards quan-
tum simulations of the low-temperature Hubbard model
in large-scale systems.
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