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Summary

As Al technology continues to advance, there's a growing need to integrate it
into UX design. However, Al's unique characteristics does not seamlessly align
with current design tools, and mastering the technical aspects for designers is a
significant challenge. The project goal is to develop a tool based on a developed
semi-formal representation for Human-Al (HAI) interactions, which uses a set of
communicative acts' to specify the communicated information between users and
Al models as exchanges of messages. It followed design considerations which

referred to those for the Model-Informed Prototyping”(MIP). See Figure c.

The project followed an iterative prototyping method [10, 11] (Figure a) across four

phases to get insights or assess ideas for the final design output:
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Figure a. lterative prototyping method process.

— Pre-Phase: Tested the understanding of communicative acts with 2 design
students using paper materials and a use case ("CV-Screening"). Insights from this
phase guided future design considerations, and suggestions for improving the use
case and the data structure of the final design output were noted. See Figure b & ¢

for the overview of insights.

T_ —
Suggestions for Design #1 Insights on structures - The linear structure is preferred
Suggestions for Design #2 Insights on Design considerations
Suggestions for Design #3 Communicative acts make sense for participants

Figure b. Overview of insights for the Pre—FPhase.

1 Communicative acts help humans communicate with Als by exchanging specific types of information.
2 Model-Informed Prototyping (MIP), a workflow that combines model exploration and interface design tasks [14].
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Design Considerations for model-
informed prototyping [13]

Design Considerations for the project

Possible functions

Prototyping tools should allow designers to
invoke ML models by specifying input data
directly.

1. Designers can create, modify, delete and move
messages to form interactions.

They can modify the instances or data information
about inputs/outputs/instances, etc. of the Al
models according to the needs of the end-users
for evaluating the predictions.

A

Create & modify messages & message

sequences; choose the best Al models

based on the end-users’ needs;

connect instances in the use case with

messages; visualize the input data
during the HAI...

A

Prototyping tools should allow designers to
incorporate Al outputs into interface design.

Designers shall be able to visualize in the interface the
instances of each Message that are related to the
exchange of information or the HAl-related Ul
elements.

>
Visualize the output & feedback/XAl;
connect instances in the use case with
messages; choose the best Al models
based on the end-users’ needs...

Prototyping tools should allow designers to
shape model APIs according to end-user
needs.

Designers can define the inputs/outputs/Feedback—
XAl of the Al model and the presentation of these
based on the needs of the end user in the use case.
However, they should not involve too much coding and
focus more on how the designer builds the HAI.

>

Choose the best Al models based on
the end-users’ needs; help designers
understand functions of each Al model
easily...

A N
Y d
1. Designers can create personas that will perform Create & modify messages & Message
Prototyping tools should allow designers to HAI based on use cases, whether they are humans . Y 9 ag
. R ; sequences; connect the end-users
evaluate design choices across diverse users or Al models. )
. . needs with the Al models and
and contexts. 2. The design outputs should be broadly applicable to
. . messages...
different design challenges.
<>

Prototyping tools should allow designers to
incorporate model-related data rapidly and
iteratively.

Designers should have the flexibility to adapt the
content created in the design output to the needs and
feedback of the end user.

rCreate & modify messages & message
sequences; visualize the data or
instances conveying during the message
sequence...

Figure c. The project's design considerations, one of insights in Pre—phase.

— Phase 1: Created a low-fidality digital prototype in Figma', using the improved

"CV-Screening" as a case study. 6 participants explored effective ways to present

communicative acts and strategies for representing Message sequences in Human-—

Al Interaction. This phase provided precise design goals, generated design ideas,

and refined the use case. See Figure d for the overview of insights.

4 —_—

Suggestions for Design #1

Emphasize and clearly demonstrate the connection between Instance and Terms.

Suggestions for Design #2

Fewer interfaces would be better.

Suggestions for Design #3

prototype.

Be careful to clearly distinguish and present content between different levels in the

Suggestions for Test #1

tests.

Providing a more reasonable test context and supporting materials in the subsequent

Figure d. Overview of insights for the Phase 1.

1 Wikipedia. (2023, September 27). Figma. https://en.wikipedia.org/wiki/Figma
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— Phase 2: Built a high-fidelity prototype based on user journey map. Test 2
assessed if the design prototype met design goals and design considerations. Two
participants provided insights for further improvements on both design concepts

and the test materials. See Figure e for the overview of insights.

T_ —
General insight in the design & test plan The digital prototype and the test plan worked in general
Suggestions for Test #1 The analysis of two pilot tests highlights the necessity for a clearer introduction
Suggestions for Test #2 Display all the parts that can be interacted with where they can be seen most easily,

while ensuring that interactions do not interfere with task understanding

Suggestions for Test #3 Reorganize the questions in each task so that they encourage participants to interact
with the prototype

Suggestions for Design #1 Change some descriptions in the prototype
Suggestions for Design #2 Keep interactions for the same purpose the same and logical
Suggestions for Design #3 Suggestions on Ul components for the prototype

Figure e.. Overview of insights for the Phase 2.

— Final Phase: Used the refined digital prototype for the "CV-Screening" use case
in the last test, offering crucial insights for future project development. See Figure
for the overview of insights.

+— —+

Good aspects of the design concept #1 Familiarity helps designers more easily understand the concepts in the project

Good aspects of the design concept #2 Simplicity helps designers focus more

Suggestions for what could be improved #1 | Organization of content in Messages

Suggestions for what could be improved #2 | Explore diverse structures beyond the linear format

Suggestions for what could be improved #3 | Touchpoint's content has foo many details in Ul components

Figure f. Overview of insights for the final Phase.



The final output of the project is a partial prototype of a digital tool designed to

facilitate the early stages of human-Al interaction design (Figure g). Grounded

in the principles of communicative acts and human-centered design, this tool

assists designers during the Ideation stage of Design process. It achieves this by

visualizing the roles, data, and information involved in the process of information

exchange during Human-Al Interactions. The goal is to enhance efficiency and ease

in designing these interactions.

Project 1

Scenario 1

The information exchange between humans and Al in Storyboard #2.

Description The manager uploads the CV #1 into the CV-Screening The manager hopes the CV-Screening model to give The CV-Screening model works and provides
Describe what the message is model. positive or negative suggestions on the CV #1 based on suggestions in the form of positive or negative
scores. label for the CV #1.
. Sender Receiver Sender Receiver Sender Receiver
Role & Action ®

What action does the roles take @ . : i @ : @ ; X ]
during each step? Provide i Request H Provide e
AW} SwitchtoRequest i : Switch to Provide Switch to Reques L

Switch to Request Switch to Request
HR Manager CV-Screening HR Manager CV-Screening CV-Screening HR Manager

Type of information New sample
What is the type of information A new sample
during each step? Possible exampl

Capture a new face, create a new ategorize a document, detect tivity,

document, create a new feature vector classify an image, predict su
Touchpoint

What is the Input/Output/Ul
cases in each message?

If the manager doesn't agree

Figure g. Example of the final prototype in Figma.

The HR Manager is satisfied with the I:
afterwards.
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1.
Introduction

The first part is all about giving essential details regarding the project,
covering aspects like why designing such a tool is necessary, who would find

it useful, and what it should be like. Find the original project brief in Appendix A.




1.1 Why designing HAI is challenging?

1.1.1 Background

Advancements in technology steadily brings more possibilitie for innovative, and
designers play an important role in using new technologies to make life better.
Their ability to learn and deconstruct cutting—edge technologies allows them to
apply these insights across various fields, contributing to progress on a broader

scale.

In the area of technological evolution, Artificial Intelligence (Al) has developed
for almost a century, holding a large accumulation of technologies and extensive
data resources [1]. This transformative field has now captured the keen interest
of designers [2, 3, 4, 5, 6]. This surge in scholarly exploration is indicative of the
significant role Al may play as a new material in augmenting user experiences
[5]. However, within the domain of user interface and user experience design,
practitioners are facing challenges as they try to find a way to effectively integrate

Al as a foundational element in UX design [5, 7, 8.

While exploring the Al models, designers face many challenges. For example,
technical complexities and uncertainties [8]. Designers, especially those without
specialized Al training, face difficulties in creating effective interface prototypes
that integrate Al into UX design. Notably, current interaction prototyping tools which
are popular, like Figma, are primarily focused on crafting traditional interaction
interfaces, and may not fully address the unique characteristics of Al. Some other
tools, like Voiceflow, cater to specific Al domains. The combination of technical
complexity and uncertainty highlights the potential limitations of traditional
prototyping methods in capturing the full behavior and capabilities of Al systems in

the context of user experiences [8].

The primary goal of this project is to develop a prototyping tool for HAI interactions
based on the semi-formal representation of HAI interaction as sequence of
messages. The messages can describe the communication of specific types of
information between users and models [9]. See Figure 1.1-1.5.
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Figure 1.1 provides an overview of the communicative act. It shows how specific
types of information exchanged between humans and Al models. It is the process

by which humans and Als engage in communication from a systems perspective.

83

Humans . . Model
Types of information

Figure 1.1. Overview of the communicative act.

Humans and Al models interact with each other through messages. More
specifically, a sender communicates with a receiver by providing or requesting
a specific type of information. Either humans or Al models can be Senders or

Receivers. As shown in Figure 1.2.

Types of information

@ Provide
Request
Sender Receiver

Figure 1.2. One Message: the sender communicates with the receiver by either providing or requesting a specific type
of information.

And a sequence of messages can describe an interaction scenario between specific
Human users and Al models, which is know as Human-Al Interaction. It is shown in

Figure 1.3. More discussion about Human-Al Interaction is in Chapter 2.
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Types of information

/@ Provide g
Request

Sender Receiver

Types of information

@\ @ Provide g
Request
Sender Receiver

Figure 1.3. A sequence of messages can describe a human-Al interaction.

We have defined a set of 12 types of information, based on the model data types
(input, output and feedback/XAl). Figure 1.4 shows the overview of 12 types of
information. They are the model-based information exchanged in communication

between humans and Al models.Overall, they cover the following three areas:

— model input: data types used from the model as an input, e.g., a CV document

— model output: data types used from the model as an output, e.g., a CV label

— explanations and user feedback: data types used from the model as additional

feedback/XAl, e.g., validation feedback, explanations

For more details, see Appendix B.
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anew sample

SAMPLE FROM LIST

SAMPLE FOR LABEL

4 EDITED SAMPLE

sample selected from a list of samples

sample For a given label

a sample modified to a new sample

FE/ =]-]-

il

BB

sample (Input to mode!
aninstance from data, e.g., image, sound, Form, video

Users can generate new samples by uploading a new file,
capturing an image, etc.

@ ple 5. random

capture a new face, create a new document,
create a new feature vector

A new sample

New sample

Sample (model input):
aninstance from data, e.g., image, sound, form, video

forms, feature vectors, etc.
Users can select a sample through a list based on the
interface, e.g, click

Models can select a sample based on the interface of the
interaction, e.g., hi

List of samples (model input):
alist of samples is a list of model inputs, e.g,,list of files,

light selected sample on a visualization

sample (model input):
aniinstance from data, e.g. image, sound, form, video

o Label (model output):
i izes the sample, e,
utterance, pass/fai

Users can select an existing sample or create a new one, which
belongs to the given label

Models I le - its prediction
should be the provided label

Sample (model input):
aninstance from data, e

image, sound, form, video

e, change features, edit ile, etc.

of the feature vector or the raw data

@ Models can modify an existing sample by altering the features

selecta file, choose a feature vector, click on a
data point (visualization)

Sample selected from
a list of samples

Sample from list

EDITED LABEL FROM PREDICTION

categorize a document, detect an activity, classify
an image, predict success.

modified document, edited image, changed
feature value

edited label from a sample-label pair

Sample for a given label

Sample for label

SAMPLE AND LABEL

A sample modified to a
new sample

Edited sample

LABEL FOR SAMPLE

a sample- label pair

label For a given sample

_>.

Sample (model input):
aninstance from data, .g., image, sound, form, video

Label (model output):
a class/category which characterizes the sample, .g., face,
utterance, pass/fail, etc.

Users can modify a sample through the interface of the
interaction, e.g., change features, edit ile, etc. in order to
match the label

@ Models can modify a sample through the interface, by altering

the Features of a feature vector or editing an image, in order to
match the label

modified document, edited image, changed feature
e

Modified sample from a
sample- label pair

Edited sample from prediction

PREDICTION PROBABILITY

Sample (model input):
an instance from data, e.

.image, sound, form, video

Label (model output):
a class/category which characterizes the sample, .9, face,
utterance, pass/fail, etc.

Users can edit the label of the sample through the interface,
e.g.,click new label

Model can modify the label by predicting a different class for
the given sample

the probability for a sample-label pair

Examples change the prediction for a detected face,
alternate class for document

Modified label from a
sample- label pair

Edited label from prediction

LOCAL EXPLANATION

— 8

ion For a given ple- label pair

E

Sample (model input):
an instance from data, e.g., image, sound, form, video

Label (model output):
a class/category which characterizes the sample, e.g., face,
utterance, pass/fail, etc.

Users can provide an example - a labeled sample through the.
interface; upload or select a sample with its label

0000

del icate a labeled the
interface, e.g, visualize a sample and its predicted/provided
label

Sample (model input):
aninstance from data, e.g, image, sound, form, video

Users can annotate a sample by assigning a label to it (human
annotation)

Models can predict the label of a sample through the model
predict function

Label (model output):
a class/category which characterizes the sample, e.g., face,
utterance, pass/fall, etc.

annotated image, positive/negative example, new
data point with label

A labeled sample

Sample and label

3

GLOBAL EXPLANATION

e

categorize a document, detect an activity, classify
an image, predict success

explanations For the model Functionality

Label for a given sample

Label for sample

FEEDBACK FOR PREDICTION

validation feedback for a sample- label pair

Sample (model input):
an instance from data, e.g., image, sound, form, video

Label (model output):
a class/category which characterizes the sample, e.g., face,
utterance, pass/fail, etc.

0 -
Probability (model output):
the probability (0-100%) that the sample belongs to the given
label.

o Users may estimate the probability of a label being true

the probability of  gi
classified into the specific label

S

— &

Sample (model input):
an instance from data, e.g., image, sound, form, video

Label (model output):
a class/category which characterizes the sample, e.g, face,
utterance, pass/fail, etc.

Local explanation
ajustification for the given sample-label pair - why this

prediction was made

Users can justify their decision through iF-then rules (rule-
based explanations)

Models can provide explanations about a given prediction
through feature importance values, rule-based explanations,
etc.

#le

Explanation (global XAl):

explanations of how the model makes predictions, e.g.,
which Features are most important, which rules the
model Follows to make predictions, etc.

)

Users can provide high-level explanations for the model
decisions, e.q,, rule-based explanations, ranking features based
on their importance, etc.

o)

Models can provide explanations about their Functionality by
visualizing graphs (Feature importance values, in natural
language (rule-based explanations), etc.

)

the probability of a spam email, the probability of
a document being accepted

The probability for a given
sample- label pair

Prediction probability

B validate the recognition of an object, agree with a
xamples 4
categorization of a document

Explanation for a given
sample- label pair

Local explanation

rules, graphs, ranking features based on their
importance for the model's predictions

Explanation for model
predictions

Global explanation

Figure 1.4. Overview of 12 types of information.

sample (model input):
an instance from data, e.g. image, sound, form, video

Label (model output):
a class/category which characterizes the sample, e.g., face,
utterance, pass/fail, etc.

Validation feedback

a"Yes" or "No" signal which describes the (dis)agreement with
a given prediction (label for sample)

Users can provide validation through clicks, buttons, gestures,
etc

Model can provide a validation based on their own prediction
for the sample

00000

Examples | V3lidate the recognition of an object, agree with a
categorization of a document

Validation feedback for a
given sample- label pair

Feedback for prediction



And the human and the Al models respectively output or receive these 12 types of
information through their own understandable ways. See Figure 1.5. For Al models,
they give out Output represented by Prediction, Classification, etc. and Feedback
represented by Explanation, while they receive Input from external sources (which
may be humans or other Al models) such as Data or Symbols. But these are mainly
composed of machine language and are not readable for humans. Therefore, for
humans, they mainly exchange information with the Al model through Ul elements
in the interface. Specifically, the humans will get the content of the Als output from

the information presented by the Ul, and then feedback the information through the

Ul elements.
N
Output:
— Predictions/cla >
ssification
J
N\
Feedback/XAl:
AI models 1l Evaluation/valid |—» <> ul +—> Human
ation
J
N\
Input:
Data/symbols

J
Figure 1.5. Details on information a person or Al requests or provides.

In conclusion, this project aims to contribute to the integration of design within
the Al technology landscape, creating a stronge connection between design and

engineering realms.
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1.1.2 Project method

The primary goal of this project is to develop a prototyping tool for HAI interactions
based on the semi-formal representation of HAI interaction as sequence of
messages (see Figure 1.7 — 1.5). An iterative prototyping methodology [10, 11] was
used throughout the design and research process, with each phase consisting of
the following steps: analyze, plan, design, build, test, review, and release. Figure 2
illustrates how the iterative prototyping method was used as a guide to carry out
the activities in this project. For explanations on each phase, please see the page

after Figure 2.

Figure 2. lterative prototyping approach and activities in the project .

Design
9 Build

Pre-Phase
Plan

Test

Background /~ Review

Insights about the workflows &
test materials

Plan

E
d}
<
Phase 1

MOINSY

Build
Insights from Phase 1 Test
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Build
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Plan
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4
Insights from Phase 1 Review
Insights from Phase 2
Plan
3
.
2y <
s. Final phase
3
Build
Insights from Final phase
Plan
0]
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5<§’ >
= Future
3
Build
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Pre—Phase: This stage aimed to fast gather essential insights from design students
regarding prototyping tools. 2 participants joined in activities such as educating
and creating HAI interactions through paper prototypes. Those with past experience
in using HAl as a UX material contributed important insights to inform subsequent
prototyping development. Ideally, the phase concluded with design considerations

or assessments for the project. More details in Chapter 3.

Phase 1: This phase built on the insights gained in the previous phase and used
Figma as the prototype building tool to brainstorm ideas to get an draft version
of the digital prototype. The goal in this phase was to gain insights like the digital

prototyping workflow and specific design goals. See Chapter 3 for details.

Phase 2: This phase was based on the insights gained in the previous two phases,
which resulted in the output of three ideas, which were compared and then selected
to be inspired by the User journey map, and interactive models were created for
testing using Figma. The test in this phase was done not only to gather insights on
how to enhance the existing concepts, but also to evaluate the test materials used

for the final testing. See Chapter 5 for more details.

Final Phase: Finally, based on the insights gained from the previous steps, the test
materials as well as the digital prototypes for testing were re—improved. The final
test of the methodology and functional modules for the development of screen-—
based tools for the original HAI framework developed by the client. See Chapter 6

for more details.
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1.2 Who would find it useful

1.2.1 Target groups

The project brief clearly defines the primary target audience: designers. It means a

wide group, including senior designers and design students currently under training.

While the expect is to create a final design output that caters meaningfully to a
diverse range of designers, the reality of limited time and the early stage of the
project, it is necessary to focus on design students for testing at various stages.
This pragmatic approach acknowledges the evolving characteristic of the project

and the potential for future enhancements.

Furthermore, recognizing that design is collaborative, involving coordination with
project managers, developers, and other stakeholders, design students remain
the primary focus for testing at all stages. Although the tool may not be intended
specifically for their use, their presence is considered during the developmental
phases, anticipating potential adjustments when the tool is ready for broader

application.

18



1.3 Possible design outputs

1.3.1 Possible design outcome

The project started with an open—-minded approach towards the final outcome,
and through numerous meetings and discussions, a concrete decision was made
to develop a digital prototyping tool. The primary goal of this project is to develop
a prototyping tool for HAI interactions based on the semi—formal representation of

HAI interaction as sequence of messages.

1.3.2 Project scopes

Although it was originally planned that the second and third phases would use the
programming languages html/css/javascript to create interactive models, due to
scheduling and the limited personal programming skills of the researchers, only
static interfaces were implemented. To see examples of some of the interfaces,

check out: Interface

Based on this, the final prototype was completed by Figma. The link for the
prototype: Final prototype

19
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2. Related work

The second section holds related research that has significantly
influenced the problem definition of this project, design
considerations, and the research methodology. The integration
of Artificial Intelligence (Al) as a design material within the
area of User Experience (UX) design is a well-explored
subject, widely explored by various researchers. These studies
have not only generated valuable design insights but have also
documented and highlighted the prevalent design challenges
[10, 12, 13, 14].



2.1 Al Challenges in Design

Before going further into the research, it is important to realize what Al is and
why designing for it has a lot of big challenges. This understanding will lay the

groundwork for exploring the challenges of Al for design innovation.

In the discussion about Human-Al Interaction, the definition of Al does not receive
a lot of attention, often based on terms associated with machine learning systems
to provide a vague explanation without a definitive conclusion [8]. Despite this
ambiguity, these discussions offer insights into defining Al, especially within the

context of Human-Al Interaction.

One common explanation of Al says it is the set of techniques and methods,
including machine learning, used in computer vision, natural language processing,
and others [8,15]. This explanation fuels debates within computer-related research
fields about how to precisely define Al [16,17]. For example, one short definition
of Al in computer—related research fields is“Giving computers the ability to learn
without being explicitly programmed”[15]. The understanding of Al by designers
becomes particularly importantl in this context, given that the project is specifically

aimed at designers.

Traditionally, designers play an important role in advancing society by exploring
the capabilities and limitations of existing technologies to create valuable designs.
Interestingly, in the area of Human-Al Interaction, while researchers in computer—
related fields focus on realizing new technological revolutions, designers tend to
shift their attention away from the capabilities and technological limitations of Al
[8]. Designers, a little similar to developers, are increasingly engaged in designing
functional modules for different contexts by constructing the underlying logic of
Al modules. Recent research,using strategies like the Wizard of Oz approach,
investigates whether designers can grasp the limitations and frontiers of Al as a UX

material through well-constructed testing programs [8, 18].

21



2.2 Human-Al Interaction (HAI)

The definition of HAI is a little similar to that of Human-Computer Interaction [19].
Some studies [8, 20] do not distinguish between HCI and HAI when discussing
relevant aspects; these studies consider HAIl as a specific type of human—-computer
interaction and then explore the design challenges facing HAI. Other studies
have argued [21, 46] that HAI in the context of Al applications involves active
collaboration between human domain experts and Al methods to improve the

transparency, accuracy, and credibility of Al results.

According to Chatgpt's answer to the question "What is Human-Al Interaction" [22],
Human-Al Interaction (HAI) refers to the interaction and control of humans with
Al technology, as well as the ways in which Al systems are used and how they are
used. For humans, it includes the way in which the Al is accessed and controlled;
for Al models, it includes how humans' input is accessed and results are presented,
etc. Specifically, it helps to realize the communication and cooperation between
humans and Al through, for example, the development and design of interaction

interfaces.

In this project, we follow the semi—formal representation for HAI interactions, where
interactions can be described as a sequence of messages between human users

and Al models. See details in Chapter 1 and Figure 1.5.
One of the project goals is to assess if designers can understand the underlying

concepts of the semi—formal representation, including messages, actors, provide/

request, and types of information.
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2.3 The UX challenges for HAI

By summarizing the problems from related research, it concludes that two
important and unique user experience challenges in building HAI are from: 1) the
inner uncertainty of Al itself [8, 23], and 2) the complexity of Al's own technologies
and concepts, which include, among other things, the dynamics of Al systems [8,
24]. The following shows the detailed design challenges contained in each of these

two areas.

The inherent uncertainty of Al itself The complexity of Al's own technologies and concepts

— Understanding Al Capabilities [5, 23]: Designers often find it
hard to understand the capabilities and limitations of Al. This lack of
understanding becomes a obstacles in the stages of brainstorming and

ideation.

— ldeating New Al-related Interactions [5, 25]: Even when designers
have knowledge of how Al functions, assuming numerous new and
achievable Al interactions for a specific UX problem proves to be
difficult. The adaptability and fluidity of Al-powered interactions add

complexity to the ideation process.

— Iterative Prototyping and Testing [26, 27, 28]: Traditional Human-
Computer Interaction (HCI) practices, centered around rapid and
iterative prototyping, face limitations when applied to Al. The
unpredictable nature of Al systems makes it hard to anticipate and fully

assess their consequences, which stops effective iterative test.
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— Designing Thoughtful Interactions [5]: Designers face difficulties
in setting appropriate user needs for Al's sometimes unpredictable
outputs. Additionally, ethical considerations and concerns about
societal consequences associated with Al-powered interactions pose

challenges.

— Collaboration with Al Engineers [28, 29]: The limited knowledge
about Al capabilities and challenges in establishing effective
collaboration between designers and Al engineers block the seamless

integration of Al into the design process.

— Adapting Human-Centered Design for Al [30,31]: Some argue
that traditional Human—-centered design approaches need to evolve
to effectively incorporate Al. The dynamic and complex nature of Al

systems may require a fundamental shift in design methodologies.

— Lack of consensus on underlying causes [8]: Altoughh there are a
large nember of rearches on exploring the challenges for HAI [5,23,
24,29], there is still a lack of unity on the root causes of the various
challenges facing Al-centered UX design based on the difficulty to

summarize.
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2.4 Design thinking

Given that the primary target audience for this project is designers, it is critical to

understand how they are thinking about during designing.

Design thinking [32, 33], is commonly working as an analytical and creative
process. This method engages individuals in exploring possibilities, fostering
researches, and creating prototypes. It operates through an iterative cycle that
includes collecting feedback and redesigning based on insights gained from the
process. This non-linear, iterative approach, consisting of five phases—Empathize,
Define, |deate, Prototype, and Test—is useed by teams to understand users,
challenge assumptions, redefine problems, and develop innovative solutions for
prototyping and testing. It is particularly effective for addressing problems that are

defined poorly or unknown. See Figure 3.

Design Thinking

LY 0)
/ — - O—
‘ ’ = — Oo—
—1 |I= O—
Empathize Define Ideate Prototype Test

Interaction Design Foundation
interaction-design.org

Figure 3. Visulization the Design thinking. From © Interaction Design Foundation.

25



Design teams frequently use design thinking to address design challenges [33].
This thinking enables them to reframe problems with a human—-centered approach,
finding aspects that are the most important for users. With this perspective, design
teams can adeptly navigate the processes of UX research, prototyping, usability

testing, and more, effectively discovering innovative ways to meet users' need.
It is important to note that Design thinking here is a discussion of the general process

of designers thinking about design challenges and does not represent the research

activities that held in this project.
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2.5 Related work

The current products about Al & UX on the market in the field of Human-
Al Interaction are valuable for this project. These products help designers gain
a deeper understanding of the challenges faced when using Al as UX material
[7], such as ProtoAl [14] and AILIXR [34]. This understanding helps to inform
the development of the project and ensure its future success. In order to gain
additional insights from the related product research, the exploration went beyond
digital prototyping. It includes a variety of tools such as card kits and mindmaps.
During the exploration process, the following three main design tools emerged that

provided significant inspiration for the project.

The most outstanding one among these tools is the guidelines for HAI interaction,
a collaborative effort involving Aether, Microsoft Research, and Office [20]. This
guide holds a wealth of best practices and success stories, showing the desired
behavior of Al systems across various scenarios, including initial interactions,
routine engagements, problem-solving instances, and evolving interactions over
time. It shows practical advice and corresponding success stories tailored to each
of these contexts. Notably, it has a well-organized structure and easy to read.
However, while the guide primarily addresses Human-Al Interaction, some of its
recommendations, such as "Make it clear what the system can do," touch on issues
relevant to traditional design. The extent to which these elements are specifically

expounded upon in the context of Al remains somewhat unclear. See Figure 4.
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1
INITIALLY

Make clear what
the system can do

the

Guidelines for Human-Al Interaction

2

INITIALLY

Make clear how
well the system can
do what it can do.

3
DURING INTERACTION

Time services

based on context.

4
DURING INTERACTION

Show contextually
relevant
information.

5
DURING INTERACTION

Match relevant
social norms.

3

DURING INTERACTION

Mitigate social
bi

< INITIALLY @g DURING INTERACTION

7 8 9 10 n

WHEN WRONG 'WHEN WRONG WHEN WRONG 'WHEN WRONG WHEN WRONG

Support efficient Support efficient Support efficient Scope services Make clear why the

invocation. dismissal. correction. when in doubt. system did what it

Make it easy to invoke or request Make it easy to dismiss or ignore. Make it easy to edit, refine, or Engage in disambiguation or did.

the Al system's services when undesired system services. recover when the Al system is gracefully degrade the Al system’s Erette Do e e

needed. wrong. services when uncertain about a explanation of why the Al system
user's goals. behaved as fdid.

12 3 14 15 16 7 1’
QVER TIME OVER TIME QVER TIME OVER TIME OVER TIME OVER TIME QVER TIME
Remember recent
interactions.

Learn from user
behavior.

Update and adapt
cautiously.

Encourage granular
feedback.

Convey the
consequences of
user actions.

Provide global
controls.

Notify users about
changes.

® OVER TIME

B® Microsoft

Figure 4. Guidelines for HAI [20]
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The second tool is Voiceflow [35]. this is one of the common digital tools on
the market used to build Human-Al Interaction. Its main benefit lies in creating
interactions between humans and voice assistants. And it support designers to
review by providing the final design output like the Ul interface. At the same
time, it is also relatively simple to build, easy for designers to understand. But the
interactions which can be created are limited, with few other choices. It is not

sufficient for a wider range of design challenges. See Figure 5.

voiceflow.com
") » I 3 5 Acme Corp Banking Assistant Welcome M Share @ u
[Fichac)
Topics
N
S} ©)
Talk
Welcome
Start block Listen
My account @
Investments Eoetc Transfer Funds ——  Confirm
Market update
Got it, sending {Amount} to {Contact}. Ok, I've sent it. Is there anything else |
Transfer money Would you like me to send it? can help you with today?
Send transfer
Yes, send it (@)
Talk to an agent
() Find contact No, don't send it o _
Account management
Handoff to agent

s Cancel

Flows Ok, I've cancelled the transfer. Is there

Flows are saved collections anything else | can help you with?
of blocks that can be re-used

throughout your project

Figure 5. Overview of Voiceflow. [35]
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The third tool is the Al meets Design toolkit. This was developed in collaboration
with Nadia Piet [36] and Mobgen | Accenture Interactive Amsterdam in 2019 to
collaborate on the development of a product that aims to help designers and
innovators to design with machine intelligence at every step of the design (thinking)
process. This toolkit is very detailed and inspiring to help designers in thinking
about how to use Al as UX material. However, they do not help designers to

produce the required interaction prototypes. See Figure 6.

Figure 6. Overview of the Al meets Design toolkit. [36]
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2.6 Design considerations

Designers in this project consider three main aspects while designing HAI: the
content related to the concept Message & Message sequence, the content related
to instances in use cases and how to help end—users to understand Al models'
output & feedback/XAl through the user interfaces which are presented on nature

languages or visualization. As shown in the Figure /.1.

In general, current research on design considerations has focused on various
aspects, including Ul interfaces [13, 20], initial design [12, 13, 14, 20], interaction
levels [12, 13, 14, 20], error correction [12, 13, 20], and long—term operations
[12, 13, 20]. Considering the characteristics of this project, we followed the
design considerations for the model-informed prototyping [14]. Model-
InformedPrototyping (MIP) is a workflow that combines model exploration and

interface design tasks. See Figure 7.2.

Specifically, design considerations will have an impact on the functions and
interactions of the final design outcome of this project, so it is important to
rationalize design considerations from the literature with those provided by the
client. This element will be explored in the Pre—phase in Chapter 3. And for the
connection between the final design features and the specific design considerations

for the project, see Chapter 4.
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Sequence of messages which describe an
interaction in high-level

[ Message level ]

@
L oes | : @ =

Description of the messages and interactions at Instances (values) of communicated types (e.g.,
the interface model input, output, XAl/feedback)

Figure 7.1. Material from client, but the more specific design considerations for this project derived from these are in
Chapter 3 in the subsection related to Insights in Pre—phase.

Prototyping tools should allow designers to
incorporate Al outputs into interface design.

<>

Prototyping tools should allow Prototyping tools should allow
designers to invoke ML models by <> <> designers to shape model APIs
specifying input data directly. according to end-user needs.

< <

Prototyping tools should allow designers to Prototyping tools should allow designers to
evaluate design choices across diverse users and incorporate model-related data rapidly and
contexts. iteratively.

Figure 7.2. Design considerations for model-informed prototyping.[14]
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3.
Test for research

The third section will show the two testing activities that occurred in Pre—Phase
as well as in Phase 1 to practice the design methodology. Each activity will be
presented with details on the preparation, the process, and the results or insights
from each activity. This structured approach aims to provide a overal overview of

the testing process and its outcomes.
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3.1 Pre—Phase

It is seen from the previous section, basic concepts including the definitions of the
12 types of information, Message & Message sequence, and HAI were established
at the beginning of the project, and a CV screening use case was created based on
the content provided by the client (see Appendix C). The overall activities followed

the process shown in Figure &.

Design
g Build

Pre-Phase
Plan

Test

Background Review

Figure 8. Overview of Pre—Phase.

As the project explored concepts like "Message" in Al design, it remained uncertain
it designers could readily grasp and integrate these terms or tools into their design

Processes.

Meanwhile, based on previous analysis of Voiceflow and other mainstream Al/UX
products, it can be seen that in most cases, maybe it is the designer's mindset,
or maybe it is a problem with the product design process, the workflow that is
ultimately designed for the end—users who will use the products is often a linear

data structure.

Data structure where data elements are arranged sequentially or linearly where
each and every element is attached to its previous and next adjacent is called a
linear data structure, like tables or arrays [37]. Data structures where data elements
are not arranged sequentially or linearly are called non-linear data structures., like
Trees [37]. See Figure 9.1 & 9.2.
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This prompts a crucial question: "Is there any possibility for other non-linear data
structure for HAI?" Answering this question holds significant implications for future

designs, influencing factors like basic workflow complexity.

Figure 9.1. Example of Linear structures

Figure 9.2. Example of Non-linear structures.

Also, as mentioned earlier, identifying design considerations would affect the
functions and evaluation of the design outputs at a later stage. The earlier these
considerations are established, the easier and more efficient the later work will be.
Therefore, finding out how to combine the content provided by the client with the

content in the literature was also one of the important goals of this test.

Research questions:

1. Can designers understand underlying concepts like Message and Message
sequence? Or how to help designers understand underlying concepts like Message
and Message sequence?

2. Is there potential for non—linear data structures when designers create Human-
Al Interaction?

3. How to streamline design considerations specifically for the project by

integrating design considerations from the model-informed prototyping [14]?
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3.1.1 Preparation

The test in this phase is called Pre—test. To answer the Research questions
mentioned, the test involved 7 steps (see Figure 10) and 3 activities. These activities
were introduced step by step, aiming to help participants understand the concepts
in the project. The main goal was to educate participants not only to understand
these concepts but also to use these concepts effectively in creating interactions
for specific the use case CV screening. This incremental approach was executed to
facilitate a progressive and structured learning experience for the participants. For

details about the test plan, see Appendix D.

1 3 5 7

o) Make sure that everything 1)
! is ready. Check if the !
: recording works for :
! tracking the test activity. !

1 1

participants terms and participants choose the

During Activity Pre, show (I) Interview about why C,)

] |

ask them to finish the task. i order. i
] |
1 |

o © © o

% 0 — 2 mins }% 0 — 2 mins }% 2 — 5 mins }% 15 — 20 mins }% 20 — 30 mins }%10 — 15 mins }% 2— 5 mins }
Q Q Q
I I I
1 1 1

]nrrodulce the rEsr and ! Gen'eral background ' Ask participants to do | Organize notes and come
ourselves. As;| user ! questions fo get a better ' Activity 1- 2. ' up with insights and
consent! ! picture of participants. ! ! problems.

o O o

Figure 10. 7 steps for the Pre—test.

The following is a detailed description of the purpose of the three activities, their

content, and how they contribute to research questions.
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Research questions:

1. Can designers understand underlying concepts like Message and Message

sequence? Or how to help designers understand underlying concepts like
@ Message and Message sequence?

2. Is there potential for non-linear data structures when designers create
$ Human-Al Interaction?

3. How to streamline design considerations specifically for the project by
integrating design considerations from the model—informed prototyping [14]?

[ Activity-Pre ] @

Evaluate participants' understanding of underlying
concpets "Communicative acts" and HAI.

Researchers provide an overview of the project and
definition on the underlying concepts. Participants familiarize
themselves with Message, enhancing both terminology
understanding and practical application in the project context.

Acts as a litmus test for the effectiveness of the
introduction, assessing participants' readiness for subsequent
activities.

[ Activity 1 ] @

Strategically balances the overall learning difficulty after
the introductory task.
Involves a more familiar task for designers,
constructing the CV screening scenario within a specified use
case.

Support the research questions related to linear and
nonlinear data structures. Enables participants to smoothly
transition while applying their knowledge in a context aligned
with their design expertise.

[ Activity 2 ] @%

Supports the test objectives related to linear and nonlinear
structures while focusing on participants' practical application of
knowledge.

Participants fill in paper Message cards and create
sequences for the context established in Activity 1.
Support all the research questions. Enable Participants
to show what they have learned and understood.
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Considering that linear structures are probably the easiest to consider, some
possible structures are provided in this step in order to give participants some

inspiration. See Figure 11.

Figure T11. Possible structures to inspire participants.

For details about paper prototype and other materials using in the Pre—test, see

Appendix D.
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3.1.2 During the test

A total of 2 participants were invited to participate in this test, Design for
Interaction and Strategic Product Design from TUD's IDE Institute. The files of the
voice transcriptions from the test as well as the content they created will be shown

in Appendix E.

Here is one figure showing what participants did during the tests in general. See

Figure 12.

Overall, participants exhibited commendable progress in gaining a foundational
understanding of the project's concepts upon the successful completion of the first
activity. This first activity served as an important foundation, enabling participants
to understand the basic concepts of the project. As they seamlessly transitioned
to the second and third activities, participants demonstrated not only a retained
understanding but also a capacity to apply their knowledge with a degree of
autonomy. This adaptive competence showcased their ability to explore and engage
with the later tasks in a style that reflected both their understanding and individual
problem-solving approaches. The collected outcomes emphasized the effectiveness
of the learning structure and participants' willing to use acquired knowledge in the

context of the project.

Figure 12. Participants in the test.
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3.1.3 Insights

The analysis has led to 2 key insights, each holding important effect for the

development of design concepts, and the development of design considerations.

For the concepts in the project, the participants both agreed that although it took
a lot of time to understand them and there were many suggestions, these concepts

made sense for them.

" (After talking about difficulties and questions during the Activity Pre)The rest are easy for me. ~ —
Farticipant 1

The detailed explanation of these insights add depth to the understanding of how
designers considered Human-Al Interaction, establishing a strong groundwork for

continued exploration and practical application in upcoming design.

1. Insights on structures

While many factors may influence the arrangement and final outcome of Message,
designers preferred a linear structure as the best worflow structure. See Figure
13.1. The reason is rooted in the efficiency of conveying information through a linear

sequence.

Non-linear structures, viewed as supportive elements, are often considered
derivative that do not impact the primary linear sequence a lot. That means
although non-linear processes may be involved in some of the task flows, when
viewed as a whole, they might not necessarily affect the final result, and the entire

task flow still presents a linear structure. See Figure 13.2.

In conclusion despite the prevailing preferrence towards linear structures,
discussions have arisen regarding the potential effect of opting for a linear or non-

linear structure on the overall Human-Al Interaction (HAI).

"The story is every linear. And it is the Tast way to solve problems.” — Farticipant 1
Its like a logic diagram, with "Yes" or "No" going to the next step or continuing the loop." —
Participant 2
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( .,;;a Jabel for pmdi“i‘

’ Label for sample

The label is different than what U1 wants U1 agrees with the label

——— U1 agrees with the label —>
( Feedback for prediction ‘ Label for sample

U1 still disagrees with the label

ROCTO

Label for sample (again)

Figure 13.2. The overall presentation is linear, Figure 13.3. A part of the reorganization shown
but there is a nonlinear data structure in it. in Figure 13.2.

Figure 13.2 shows the message sequence created by Participant 2 based on the
story created in Activity 1. The white arrows in it represent the interactions that
Participant 2 believed occurred between the the target user (U1) and the Al model
in the context in order to achieve Ul's own goals. The yellow arrows represent HAIs
that might be present, and sometimes they might affect the interaction represented
by the white arrows. Based on Participant 2's words, one part can be organized
as shown in Figure 13.3. These yellow arrows represent a non-linear structure.
Participant 2 argued that when the Al provides a prediction that is different from
what U1 envisions, U1 may create different choices after reading the explanation,

and these choices also convey different data or information.
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2. Insights on Design considerations

Each participant had their own way of thinking about HAI, but interestingly, a few
similarities stood out. Both participants tended to focus on creating interactions
that directly solved specific problems before adding other interactions to improve
the overall user experience. This emphasis on solving problems was different from

some participants who concentrated on creating interactions related to giving

feedback. It can be seen a visual representation of these approaches in Figure 14.17.

edited 1abel for predlction

Figure 14.1. Build sequences for problem-solving interaction first.

Also when they were building interactions, they thought about how those
interactions were presented. Is it a voice assistant? Is it communicated through a
text—based dialog format? Or is it some other types of Graphihcal user interface?
These thoughts affected the behavior of the interaction to some extent, but would
not have much impact on the overall sequence of information. See Figure 14.2.

" While we have to think about the sequence on the local explanation, for me, it depends on the
intertace. " — Farticipant 1

Figure 14.2. How to present interactions.
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There was indeed a discussion about "decision—-maker" for this section during
the analysis, but ultimately it was deemed that this section was not a part of this

project that should be focused on exploring. For more details in Appendix E.

Combining the insights brought by these participants with the previously mentioned
theoretical basis (in Chapter 2), the particular design considerations of this
project were summarized in the "Design Considerations for the project"as shown in

Figure 15.

In Figure 15, it also shows possible functions based on the design considerations
for the project. In Chapter 4, the final chosen functions in the design prototype

would be discussed in details.

These design considerations also contribute to the subsequent design goals in
Chapter 4. They emphasize the importance of the simplicity in the final design as
well as the presentation of concepts related to "communicative acts". What's more,

they also provide possible approaches.

Design Considerations for model-

e el 8 Possible functions

Design Considerations for the project

1. Designers can create, modify, delete and move
messages to form interactions.

They can modify the instances or data information
about inputs/outputs/instances, etc. of the Al
models according to the needs of the end-users
for evaluating the predictions.

Create & modify messages & message

sequences; choose the best Al models

based on the end-users’ needs;

connect instances in the use case with

messages; visualize the input data
during the HAI...

A

Prototyping tools should allow designers to
invoke ML models by specifying input data
directly.

A\

Prototyping tools should allow designers to
incorporate Al outputs into interface design.

Designers shall be able to visualize in the interface the
instances of each Message that are related to the
exchange of information or the HAl-related Ul
elements.

>
Visualize the output & feedback/XAl;
connect instances in the use case with
messages; choose the best Al models
based on the end-users’ needs...

Prototyping tools should allow designers to
shape model APIs according to end-user
needs.

Designers can define the inputs/outputs/Feedback-
XAl of the Al model and the presentation of these
based on the needs of the end user in the use case.
However, they should not involve too much coding and
focus more on how the designer builds the HAI.

>
Choose the best Al models based on
the end-users’ needs; help designers
understand functions of each Al model
easily...

N

Prototyping tools should allow designers to
evaluate design choices across diverse users
and contexts.

\
>

1. Designers can create personas that will perform
HAI based on use cases, whether they are humans
or Al models.

The design outputs should be broadly applicable to
different design challenges.

2.

A
>
Create & modify messages & message
sequences; connect the end-users’

needs with the Al models and
messages...

N

Prototyping tools should allow designers to
incorporate model-related data rapidly and
iteratively.

\
>

Designers should have the flexibility to adapt the
content created in the design output to the needs and
feedback of the end user.

Create & modify messages & message
sequences; visualize the data or
instances conveying during the message

sequence...

Figure 15. The project's design considerations.
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3.2 Phase 1

With the Pre—test completed, the project provides initial insights into how designers
can use Message to build Message sequences (HAIs) and provides design
considerations. These insights are important guidance for future designs and

deserve careful study.

However, there were still 3 questions waiting for answers. Therefore, in Phase 1, the
research questions will be explored through Test 1. The flow of activities in Phase 1

is shown in Figure 16.

Research questions:
The exploration of creating a logical workflow in a digital interface and addressing

the design considerations outlined above raises the following questions:

1. How can a Message containing communicative acts be effectively presented in
the digital prototype?

2. What strategies can be used to represent a message sequence in the digital
prototype?

3. How to apply the specific project's design considerations for the digital

prototype?

[ Linea structures & Design considerations

Plan
?
d}‘
t%

Phase 1

MOINSY

Build
Insights about the workflows Test

& test materials

Vv
Figure 16. Overview of activities in Phase 1.
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3.2.1 Preparation
To fulfill these objectives, the test held a total of 7 steps (Figure 77) and 2 activities.

Building on the step—by-step approach used in the Pre—test, these activities were
crafted to facilitate participants' understanding of new concepts related to digital
prototyping, including elements like message, sample, label, feedback, etc. The
general goal is for participants not only to understand these underlying concepts
but also to proficiently apply them to interactions aligned with the provided use

cases.

It is important to note that the main focus of this test is not to evaluate the
functionality of the digital prototypes themselves but rather to investigate whether
the digital prototypes effectively aid participants in grasping the concepts
embedded in the project. Hence, in the introductory, researchers provided an
overview of the basic functions of the digital prototype, explaining the contents of
different areas and explaining how the digital prototype can be interacted with (e.g.,

dragged, clicked, added, etc.).

The final objective was to empower participants to not only acquire a solid
understanding of these new concepts and streamline their learning curve in digital
prototyping but also to proficiently apply these concepts to interactions relevant to

their assigned use cases.

Make sure that everything During Activity O, show .
(? is ready. Checkif the (? participants how the (? Ime‘rv‘|ewab§u1‘ w?’ ?
! recording works for ! prototype works and the ! pomc,la‘po‘m‘s fl"”m € !
| tracking the test activity. | meaning of concepts. | chivity 1. |
1 1 1 1
o o o o
E 0 — 2 mins }E 0 — 2 mins }E 2 — 5 mins }E 20 — 30mins }E 20 — 30 mins }% 10 — 15 mins }E 2— 5 mins }
@ @ @
1) 1 1
1) 1 1
Introduce the test and ! General background ' During Activity 1, show ' Organize notes and come
ourselves. Ask user ' questions to get a better | them the context. Then | up with insights and
consent! ! picture of participants. ! participants do Activity 1. ! problems.
O O O

Figure 17. 7 steps for the Pre—test.
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The following is a detailed description of the purpose of the 2 activities, their
content, and how they contribute to research questions. For more details about
activities and materials, see Appendix F. For the use case using in the test, see

Appendix C.

Research questions:

1. How can a Message containing communicative acts be effectively presented in the digital
prototype?

2. What strategies can be used to represent a message sequence in the digital prototype?

-@- 3. How to apply the specific project's design considerations for the digital prototype?

[ Activity O ] &

Familiarizes and educate participants underlying concepts
in the project with a low—fidelity prototype's functionality.

The researcher provides a project overview using a
low—fidelity model, explaining the connections between Message,
Communicative acts, Message sequences, and HAIs. Participants
create a new message aligned with the provided context.

Acts as a litmus test for the effectiveness of the
introduction, assessing participants' readiness for subsequent
activities.

[ Activity 1 ] drheioy

Evaluate participants' understanding of using Message to
create HAIs in the low—f1 digital prototype.

Participants showcase their usage of Message in
the low-fi prototype to generate HAls. They present instances
related to the use case and identify logical Ul elements for each
Message.

Collect participants' actions and statements to
determine if the prototype aligns with design considerations and
meets their needs. Collect data to assess the logical approach
for designers to create HAIs using the digital prototype.
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3.2.2 During the test

A total of 6 participants were invited to take part in the test: Design for Interaction,
Integrated Product Design, and Strategic Product Design from the TUD IDE
Institute. The speech transcription files from the test and the content they created

are shown in Appendix G.

Here is one figure showing the message sequences participants did during the

tests in general. See Figure 18.

In summary, participants showed commendable progress in understanding
fundamental project concepts after observing the researchers' demonstration using
the low—fidelity prototype. This hands—on experience significantly contributed to

their foundational knowledge.

Moving on to the activities in Activity 1, participants displayed notable proficiency
in creating Message cards. They skillfully assigned instances to different pieces
of message, showcasing a careful understanding of the project's complexicity.
Moreover, participants demonstrated their understanding by crafting diverse
instances of the user interface (Ul), each thoughtfully designed based on their
understanding of the underlying concepts. This iterative engagement underscored
the effectiveness of the learning process and the successful application of acquired

knowledge in practical design task.

nnnnnnnn

nnnnnnnnnnnnnnnnn

Figure 18. Examples on the message sequences which participants created during the test.
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3.2.3 Insights

Although the number of participants in this testing phase was limited, the
information gathered proved to be marked and insightful. The analyzingl approach
involved brainstorming and summarizing the information extracted from the
transcriptiont. The transcription and the process of analysis is depicted in Appendix

G below.

This analysis highlighted 3 key findings about design and 1 insight on test-
setup, each of which has important effect for conceptual introductions, interface
workflows, and information hierarchies. These findings contributed to the

subsequent development of the design output.

1. Emphasize and clearly demonstrate the connection between Instance and
Terms.

Instance comes from the design considerations provided by the client in Chapter
2, and represents specific items associated with the use case, such as CVs, etc.

Terms here specifically refer to sample, label/prediction, explanation, etc.

The flow starting Human-Al Interaction (HAI) design with the “Message" level
seems to conflict with designers' natural instincts. Designers prefer beginning by
defining instances within the HAI and outlining their attributes before creating

sequential information cards.

This preference stems from their interaction with the design tool, where working
on design activities within the instances section felt more practical and concrete.
In contrast, the design tool developed based on Communicative acts in this study
introduced a more abstract and conceptual workflow. As a result, participants using
the provided tool had to invest significant mental effort in translating the tangible

design content into the abstract content needed to test the prototype.
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Unluckily, after navigating this cognitive process, participants found themselves
compelled to shift back from abstraction to concretization. This cyclical process
adds an extra layer of complexity and cognitive workload. As shown in Figure 19,
participants transformed intsances in the use case into Messages (an abstract
level) and ordered them. Now they were selecting the corresponding interactions

and instances for visualizing HAL.

'So when the designers create the interaction way for the system, are the labels sure? | mean, do
we have known what kind of labels we need?” — Participant 3

"I think Message fs too abstract. When | need to create connection and Ul components, | feel
relaxed.” — Farticipant 2

Human-Al Interaction Message 1

ul ® - M M D u1 U1 Ol M

label for sample label for sample

Sample from list

Instance Assess #1CV Play prototype

Message 1

Code State Score

Click

#1 Wait [5,4,3,3,3] .L Model’s Prediction
i Click Click
w2 wait 1007131 @ # Wait  [5,4,3,3,3] @————> eques accepe o—

—_ Feedback: pass

Request /|
recommended result: pass/failed
! / $ outcomes: ranking?
o 't° i Javerage scores? Feedback: failed

given scores/average

I Feedback: doubt

Input data, e.g. scores

Request for data

Figure 19. Materializing from Message level to Instance level & Ul level.
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This insight supports the idea that starting the prototype's definition of specific
terms at the instance level would be more effective. In simpler terms, explaining

terms like sample, label, feedback, etc., using instances could make things clearer.

Currently, information types are conveyed through phrases, but this method may
not be optimal. Describing all information types as phrases can be confusing for
designers when trying to define specific terms. Typically, participants prefer dealing
with examples before getting into digital prototypes. So, when asked to come
up with their own generalizations to identify the types of information they need,

designers face significant challenges and a steep learning curve.

From a project standpoint, it might not be necessary to strictly define terms
precisely based on examples. Instead, recognizing designers' reliance on examples
for understanding, incorporating visual displays could be a helpful reference,

making it easier to grasp different terms.

"How can we understand the sample, the label and the prediction? Flease show me some examples
instead of academic terms." — Farticipant 1

"What's the meaning of sample? Could you show me examples about it? And if possible, also the
meaning of prediction, label, probability, explanation and feedback.” — Participant 3

‘What would the result be? | mean the prediction, how does it look like?” — Participant 6

Although participants suggested that it would be the most appropriate to start
the workflow of the digital prototype with the "definition of terms using Instance”,

the intercepted quotes suggest that

relationships with instances. This can be accomplished not only by

making the terminology more relevant to the instances.

At the same time, a more abstract vocabulary may, to some extent, help designers

think outside the box so that they can explore more HAI possibilities.
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2. Fewer interfaces would be better

The fewer interfaces there are, the better designers might work. For the low-
fi prototype, there were 3 interfaces and participants jumped between these
interfaces a lot to build the Ul elements. What’s more, sometimes they would
repeat the same behaviors again and again in different interfaces. For example,
participants would think about how to create, view, and edit messages and

message sequences, but also the Ul elements Figure 20.

"I want to create instance/Ul elements on message level interfaces. The fewer interfaces, the
better." — Farticipant 1

"For the Ul Level, | think it would be convenient to edit it in the Instance level." — Participant 1

Message kits

Human-Al Interaction Assess #1CV Play prototype.
| r—

U@ M) e - u © = u 1) —lel=

L crowhiemsen L, — 5 TN | vgeeinteresn
Sample from list label for sample %m or >
\ nnnnnnnnnnnnnn
U1 disag th the result
‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ @ > — e > u u — = M
| ]

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm )
g s e edited lables for
prediction

Human-Al Interaction

u e >

Sample from list

Instance Assess #1CV

‘‘‘‘‘‘‘‘‘

i —

Figure 20. All participants prefer to create content from different levels in the same interface
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This is reasonable because each interface jump interrupts the participant's design
thinking to some extent. The more jumps there are, the more interruptions there will
be. After the thought process is interrupted, participants need to spend time re—

collecting and re—constructing based on it.

As a result, when participants used existing digital prototypes, their mental work
could be tasking. Specifically, when they jumped to creating Ul elements or
instances after creating and arranging messages, they needed to spend some
time reconstructing what they had already accomplished in the message level and

rethinking the tasks at the existing level on top of that.

Reducing the jumps in the task interface can help designers think more smoothly

along the lines of the original design and use prototypes.
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3. Be careful to clearly distinguish and present content between different levels
in the prototype.

It would be better if designers could have some freedom to create new items like
terms/types of information by themselves. This is because sometimes designers
might think the provided materials cannot meet their needs. Maybe they could
have some freedom to edit these items by themselves. For example, in Figure 27,
participants didn’t find the right type of information to show the difference between
different types of feedback. As a result, they created one type of information

related to it.

However, in terms of the content created by the participants, the content they
referred to as "not represented by the 12 types of information" (Figure 27) was
actually more at the level of Ul elements or Instance, etc. A reasonable explanation
for this is that although some participants were able to complete the task, the
existing concepts were still a barrier to their understanding. For example, the
inability to distill the user interface information they need into more abstract terms,

etc.

Another explanation lies in the fact that this reflects the importance of making
detailed distinctions between functions at different considerations. Even if
they have already understood and grasped the concepts in the project within a
short period of time, the current digital prototype does not have a clear enough
distinction between the different levels of content, which prevents them from
properly establishing the correct connection between the abstract concepts in the

Type of informations and the instances in the use case.

By improving the content presented in the second explanation, it is also possible
to solve the problem in the first explanation: when the distinction between the
individual consideration is clear, participants are also able to understand the

underlying concepts more quickly and easily.
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"l don't think modification and feedback for the more underlying logic of Al models (Feedback/
confirmation for further training)is the same as so—called Feedback-XAl. It's more feedback on the

data trained or the class of model used." — Participant 1 (Figure 21)

‘And | don't think there's anything (Request waht can be improved/Give some suggestions) in there

that accurately describes this type of information. = — Participant 2
N . M o
.- f . | \
LM C, %\\m ) (vl — e >{ M)

& L
4 - - b 4

>

feedback for prediction

label for sample+
pridiction probability

feedback/confirmation (for
further training)

Figure 21. Example of what participants created by themselves.
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4. Insights on test-setup
Participants not only shared the 4 main insights mentioned earlier but also offered
feedback on the test, primarily focusing on suggestions related to the test's

context.

The feedback highlighted a noticeable gap between the current context, the
function of the Al model provided, and the real use cases. This gap led to certain
tasks or interactions being unclear and challenging for participants to understand
fully. Consequently, participants faced difficulties completing some parts of the

content and providing meaningful suggestions.

To address this issue, it is important to enhance the test context and materials
in subsequent tests. Providing a more reasonable test context and supporting
materials will contribute to a better understanding, engagement, and participation

of participants in future testing sessions.

"I think | need to know the motivation for the manager to use the model. You see, if the manager just
uses the model to assess 100 or more CVs and then get the top 5%, it needs one interaction flow,
However, if the manager wants the model to compare #1 and #2, there are another interactions. =~ —
Farticipant 7

"What's more, | think it would be better if we could set one standard to assess the scores."—
Farticipant 2

"To be honest, | think the context is a little confusing. For me, it would be more reasonable if it is
the model chooses the CV/ from the list." —Farticipant 3
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3.3 Conclusion

In this section, it went through Pre—Phase and Phase 1. During test activities in both

phases, it obtained design considerations (Figure 15), design suggestions and test

improvement suggestions that guided the subsequent design.

Design suggestions

1. The linear structure is preferred. (Pre—Phase)

2. Emphasize and clearly demonstrate the connection between Instance and Terms.

(Phase 1)

3. Fewer interfaces would be better. (Phase 1)

4. Be careful to clearly distinguish and present content between different levels in

the prototype. (Phase 1)

Test improvement suggestions

1. Providing a more reasonable test context and supporting materials in the

subsequent tests. (Phase 1)

Design Considerations for model-
informed prototyping [13]

Design Considerations for the project

Possible functions

Prototyping tools should allow designers to
invoke ML models by specifying input data
directly.

1. Designers can create, modify, delete and move
messages to form interactions.

They can modify the instances or data information
about inputs/outputs/instances, etc. of the Al
models according to the needs of the end-users
for evaluating the predictions.

A\

Create & modify messages & message

sequences; choose the best Al models

based on the end-users’ needs;

connect instances in the use case with

messages; visualize the input data
during the HAI...

A

Prototyping tools should allow designers to
incorporate Al outputs into interface design.

Designers shall be able to visualize in the interface the
instances of each Message that are related to the
exchange of information or the HAl-related Ul
elements.

>
Visualize the output & feedback/XAl;
connect instances in the use case with
messages; choose the best Al models
based on the end-users’ needs...

Prototyping tools should allow designers to
shape model APIs according to end-user
needs.

Designers can define the inputs/outputs/Feedback—
XAl of the Al model and the presentation of these
based on the needs of the end user in the use case.
However, they should not involve too much coding and
focus more on how the designer builds the HAI

>
Choose the best Al models based on
the end-users’ needs; help designers
understand functions of each Al model
easily...

N

Prototyping tools should allow designers to
evaluate design choices across diverse users
and contexts.

\
>

1. Designers can create personas that will perform
HAI based on use cases, whether they are humans
or Al models.

The design outputs should be broadly applicable to
different design challenges.

2.

A
>
Create & modify messages & message
sequences; connect the end—-users’
needs with the Al models and
messages...

A

Prototyping tools should allow designers to
incorporate model-related data rapidly and
iteratively.

\
>

Designers should have the flexibility to adapt the
content created in the design output to the needs and
feedback of the end user.

/Create & modify messages & message
sequences; visualize the data or
instances conveying during the message
sequence...

Figure 15. The project's design considerations.
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The fourth section will introduce the current design goal, functions, and prototypes
of different ideas made by Figma.
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4.1 Design brief

This section explains the efforts and decisions made by the study to reach the final
design output. The overall concept was developed based on the project context
and the analysis and conceptualization of the insights tested in the previous phase.

All choices were made on the basis of project research and user testing.

4.1.1 Design goals

Integrating the project background with insights from the prior testing phase, the

design scope for this project was clarified as follows:

My design goal is to design a that allows designers to prototype
based on through a
. What’s more, this tool:
— is easy to learn how to use the tool
— Help designers learn the basic concept “Communicative acts” of Human-

Al Interaction involved in this project.

In addition, there are a number of sub-level design objectives that are also

important but were not examined in depth in this project.

It's important to note that this tool doesn't help designers create front—end-like
interfaces but only serves as a tool to inspire ideas on how to build an HAIL See
Figure 22.1. Based on findings from previous testing and existing literature, the tool
aligns with the Design Thinking [32, 33] by working as designers transition from
the Problem Definition phase to the Design Ideation phase (i.e., phases 2 and 3 of

design) and persists through the completion of phase 4, "prototyping."
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What's more, while this design output is intended to contribute to a wider range
of interaction design approaches (e.g., interacting with physical products) in the
future, so far the focus has been more on helping designers build Human—-computer

interaction-related interactions such as interfaces [18]. See Figure 22.2.

At the same time, design considerations and design goals have different roles;
design goals are what the overall design output is intended to achieve, and they are
a more refined set of goals for the final outputs expected in the backgound. Design
considerations, on the other hand, are goals for various aspects of the design
outputs under design goals. Simply put, design outputs need to achieve the goals

set by design goals by achieving the goals in design considerations.

Design Thinking

S
@
[k

Empathize Define Ideate Prototype Test

Our digital prototype is here!

Interaction Design Foundation
interaction-design.org

Figure 22.1. When to use the digital tool based on the Design thinking process.

@l
X

Human and computers Human and industrial products

e )
E
=N

Figure 22.2. Scopes of the project design output.
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4.1.2 Information Architecture

Prior to advancing with the design, it is imperative to establish a consistent
definition of the terms about the project and show the hierarchy of information
among these terms. It will influence the organization of information across various
locations during the design process and guide the selection of an appropriate

design strategy.

Figure 23.7 shows the information architecture relationship between the terms that
would be involved in the later design concept, and Figure 23.2 shows the definitions

of these terms.

Actor Interactions
(Model) role (Human)role Messages
Sender Receiver Types of information Intent - provide or request

Figure 23.1. The Information Architecture of terms.

Term Explanation
Actor Humans or Al models who would be included in the HAI.
(Model) Role Human readable name for this particular model, including functions or

explanations in detail.

(Human) Role Information about humans, like a persona.
Interactions Content to craft Human-Al interactions.
Message One single communicative act. In it, the sender communicates with the receiver

by either providing or requesting a specific type of information.

Sender Choice from one of the actors defined in the interaction-could be a person or a
model.

Receiver Choice from one of the actors defined in the interaction-could be a person or a
model.

Types of information Information which would be exchanged during the HAI.

Intent - provide or request Actions for the Sender in one message.

Figure 23.2. The definiton of terms.
60



4.1.3 Features

To align with the project goal and design considerations, the interface should
have the following functions. The 5 design considerations (in Figure 7.2) from
the literature are here to succinctly represent the specific design considerations
gathered from the Pre—test for this project (in Figure 15).

Prototyping tools should allow designers to
incorporate Al outputs info interface design.

<>

Prototyping tools should allow
designers to invoke ML models by <>
specifying input data directly.

<>

Prototyping tools should allow designers to
evaluate design choices across diverse users and
contfexts.

Prototyping tools should allow
<} designers to shape model APIs
according fo end-user needs.

<>

Prototyping tools should allow designers to
incorporate model-related data rapidly and
iteratively.

<{H<><> 1. Create and show actors, including model and human roles
This one feature will require the creation of different roles depending
on the needs of the design use case. Also, this is the essential Sender
and Receiver part of building a Message.

<> 2. Create and show new scenarios
This feature is designed to differentiate between different design tasks.
When a designer is working, there may be several different contexts,
and different contexts will have different HAIs.

<><><><><> 3. Create and show messages
This function is for creating blank messages.

<{H<L><-<~ 4. Create and show interactions (Connect messages)

This feature consists of composing sequences using messages and can
change the order and direction of information flow on demand.
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<H><><><><> 5. Help designers to learn the tool/terms in the tool
This feature demonstrates the need to consider how to reduce the
learning costs of tools when designing interfaces, and to provide the

necessary support to designers when they have questions.

<H<-<><> 6. Preview the built prototype
The "Prototype" referred to in this feature is slightly different from

the common meaning of "Prototype". It suggests that there are some
intuitive ways that designers can see how the Human-Al Interaction
they create will work, such as how the flow of information in it will
work. This part of the functionality will have a strong correlation with

the Ul level, Instance level, Message level and so on.

In addition to the 6 main features mentioned above, consider that this is a tool for
designers who usually work in collaboration with others. Therefore there are the
following additional features:

— Comment and annotate one or more messages

— Collaborative/Share/Export/Insert

These two features will help when groups of people are assisting to ensure that the

team is on the same frequency, getting the same information, etc.
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4.2 ldeas

Drawing upon the insights gathered from the testing phases discussed earlier,
and taking into account the construction of design project functionality, it's time
to explore the design process. This section will outline three specific concepts

identified in the project, finally choosing one to drive the project forward.

4.211dea 1

The overall idea of the first concept is to "define each term according to the
design use case, then use the term to build the Message and create the Human-
Al Interaction". Therefore, there are two interfaces for defining terms using the
specified content in the use case and for creating Message sequences using the
terms, as shown in Figure 24.1 & 24.2. So here are two interfaces for defining
terms using the content specified in the use case (Figure 24.7) and for creating

Message sequences using the terms (Figure 24.2), respectively.

=nrm R o mEEEEE =nrrm et o  mETEm

nnnnnn

[R— own Lt Frescion

............

Figure 24.1. The Interface for defining terms.
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Layers  Assels Design Prototype

#Message card 1

Message card 1 Place

\\\\\\\\\\\\\

Stroke

Effect

Figure 24.2. The Interface for creating Message & Message sequences.

The interface for defining terms is introduced first. Overall, there are three
workspaces and one toolbar. See Figure 24.3. The workspace is divided into four

independent areas to facilitate the term creation process in the current project:

Area 1 (left): This section provides an overview of various terms established in the
project, including human roles. Designers can easily navigate, search, or check the

status of term creation in this workspace.

Area 2 (center): Positioned in the center, this is the interface specific for the term

creation. It offers an overal view of the terms that have been created.
Area 3 (right): Serving as the content modification area for different terms, this

section enables designers to modify content for better alignment with the context.

Each term has its own content modification area.
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Area 4 (Toolbar): Located conveniently, this toolbar allows designers to create

blank cards for different terms within Area 2 with just a click.

4 Project 1 - Definition - oLw EH (GW

Figure 24.3. There are 4 parts in Definition Interface.

Depending on the context of the project, the terms that may need to be defined
here are human role, model role, sample, two interpretations, feedback on human
role or model role, etc. As shown in Figure 24.1. And there is one overview of the

whole interfaces in Figure 24.5.

Then it is the introduction of creating messages and sequences. See Figure 24.4.
Here again there are three workspaces and a toolbar. The workspace is divided into
four distinct areas to facilitate the Human-Al Interaction creation process for the

current project:
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Fill

Stroke

Effect

Figure 24.4. There are 4 parts in Sequence Interface.

Area 1 (left): This area gives an overview of the created messages in the project.
designers can easily navigate, search or check the created messages in this

workspace.

Area 2 (center): This interface is centrally located and is dedicated to presenting
the created messages as well as the sequence of messages. Here it is possible
to see the details of all messages and to change different message sequences or

connections between messages.

Area 3 (right side): Here the designer can modify the details of the Message or

create sequences or connections to other Messages.

Area 4 (Toolbar): This toolbar is conveniently located so that the designer can

create a blank Message for Area 2 with just one click.
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Figure 24.5. Examples of Idea 1's interfaces.

On this basis, an improved version was redesigned based on the constraints

imposed by the project context on the degree of freedom of the different terms. As
in Figure 25.

Project 1 - Roles & Datatypes -

DATATYPES
ROLE N INPUT  uplesdfies
o Possible input datatyp
- N
. S
S
DATATYPES DATATYPES DATATYPES INFORMATION INFORMATION
OuTPUT FEEDBACK XAl ACTORS
— I N — = -
......... :%%: e ;u
- |

MESSAGE

........................

Figure 25. Overview of Idea 1's improved interfaces.
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In this version (Figure 25), the primary concept aligns with the original design.
However, there is a notable adjustment in the treatment of elements such as
samples, the two interpretations, and feedback on the human role or model role.
These components are now presented as non—negotiable aspects, resembling a
database from which designers can only select, rather than having the freedom to

create them.
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4.2.2 Idea 2

The second concept shares the developed idea with the first but places a greater
emphasis on Human-Al Interaction itself. In this concept, everything, except for
Message and Message sequences, serves the purpose of these two components.
Designers are prompted to add Message or Message sequences only when
necessary. At the same time, in order to minimize the number of interruptions to
the designer's thinking, this concept strengthens the work carried out in different
interfaces in the previous concept into the only one interface. In short, there is
now only one interface, and all the functionality as well as definitions of terms are

present when a Message or Message sequence is required. See Figure 26.1.

DATATYPES DATATYPES DATATYPES INFORMATION
OUTPUT  Uploadfiles | ( FEEDBACK ‘ ( XAl TYPES
Possible output datatypes Possible feedback datatypes Possible Al datatypes Choose the needed type of information
New sample
bel Agrec/Disagree Local explanation
Anew sample
mmmmmmmm Jraise Global explanation Maintype: | Gt
sore L e () Operation: ~ Create
TruelF
s sample for label

Sample fora given label
..... Maintype: ~ Agiven label
Giventype: Sample

Operation: ~ Map

Edited sample
Asample modified to a new sample

Maintype:  Asample
Giventype: Anew sample

Operation: ~ Modify

Scenariol  x

e Basicdesigntools  Prototype tool Project 1 - Interaction

ACTORS
Choose the responding actors
More details
i i seRs
i vpsoima
MESSAGE : [ o
DESCRIPTION
Describe what the message means in the context. P ¥
i i ot More details
_ | %E{ o -
ROLE  wm o vode 1 P s
( Tvee
Seecthedesed Al model
Sender Performative Receiver
- e _
ETAILS
TYPES OF INFORMATION Seecttheapproprineeements o the Dtatypes o et the model
Describe what types of information n this message. nput — 5
~~~~~~ X

Figure 26.1. Overview of Idea 1's improved interfaces.
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More details will be briefly described after some understanding of this concept as
a whole. Here again there are 2 workspaces and a toolbar. See Figure 26.2. The
workspace is divided into 3 different areas to facilitate the Human-Al Interaction

creation process for the current project:

° Home Scenario1 %

Message  Basicdesigntools  Prototype tool Draft - Interaction

INFORMATION °

TYPES

Choose the needed type of information

New sample
A new sample

Main type: [ Given type: [

Operation:  Create

Sample for label
Sample for a given label

Main type:  Agiven label
Given type: Sample

Operation: Map

Edited sample
A sample modified to a new sample

Main type: Asample
Giventype: Anewsample

Operation:  Modify

Figure 26.2. There are 3 parts in ldea 2.

Area 1 (center): This interface is located in the center and is used to display
the created messages as well as the message sequences. Here it is possible to
view the details of all messages and to change different message sequences or

connections between messages.

Area 2 (right): Here the designer can modify the details of a message, or create
sequences or connections to other messages. Different roles can be created here,
including human or model roles, depending on the requirements of the information.

See one example in Figure 26.35.
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Area 3 (Toolbar): This toolbar is conveniently located so that the designer can

create a blank message for Area 1 with a click.

L] Scenario1

Message  Basic designtools  Prototype tool Project 1 - Interaction -

INFORMATION

e )
ACTORS

Choose the responding actors

More details

MESSAGE " RS, o

DESCRIPTION
Describe what the message means in the context. detail
MODEL More details
_ - -
ROLE o }%E{ )
-
TYPE
. . Select the desired Al model
Sender Performative Receiver
- feEeE _
L
DETAILS
TYPES OF INFORMATION model
Describe what types of information in this message. nput — 0
uuuuuu N
L

Figure 26.3. Creating a new role for Message.
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4.2.3 |ldea 3

Both of these types of ideas have the construction of Human—Al Interaction as their
primary task in the underlying logic and do not provide designers with a view to
design from the user's perspective. Considering the emphasis on "a Human-center

design process" in the design goals and the user journey map, another common

design tool for designers, inspired the next Idea 3.

While the user journey map is certainly not new to

of the user journey maps will make understanding Idea 3 easier before proceeding

to its introduction.

The user journey mapping [38, 39] serves
comprehending relevant user processes, enabling
essential user experience activities within a conc

the user research phase. See Figure 27.1.

designers, a brief review of some

as an effective approach for
the identification, and planning of

ise timeframe before delving into

CUSTOMER JOURNEY MAP Shopping for a New Car

A3 EMOTIONAL ERIC
,a Eric is an emotional car buyer. He purchases based on aesthetics and status.
B & * Scenario: Eric recently moved to the area. He is shopping for a car that is fun

to drive and dependable enough for use for everyday commuting.

CONSIDER EXPLORE COMPARE
1 week 2 months 1 month
1. Sees TV commerical for a 3. Explores site and looks at 6. Reads Consumer Reports
website, YourCarNext.net, all vehicles in his budget and reviews; keeps a
which helps people shop spreadsheet to compare
for vehicles; visits the 4. Creates account; saves cars
website favorite cars in wishlist

7. Consults with trusted
2. Sees ad on Facebook 5. Downloads mobile app indviduals
while at his office

“Wow that website looks

great for car shopping!” “I like that | can save
cars and a listis
automatically made”

8. Constantly checks site for
new options that meet his
criteria

EXPECTATIONS

= Ability to compare cars and their breakdowns
* Good photography with closeups, inside and out
= Video overview of car with demonstrations

TEST NEGOTIATE
2 weeks 1week
9. Selects a set of cars he 13. Decides on a car

plans to test-drive
14. Gets financing terms, total

10. Looks up location of each price, monthly payment
dealership on Google Maps from salesperson

11. Visits dealership; fills out 15. Researches more,
lead card, discusses specifically about price
process with sales person,
drives car, discusses more; 16. Makes a competing offer

repeats process for each car and buys his new car

12. Discovers he can take notes
about each car he drives in “I'm so happy with
the app my new car!”

“I love that | can take
notes about these cars

“I'm disappointed by the can plan my route.”

quality of some listings...
very few photos.”

“This website looks

much different from
the commercial.”

site multiples
times a day”
| S—

a spreadsheet.”

“Iwish all car dealerships were
shown on a single map, so |

%\/_/

resources. | have to use

in the app. So helpful!”

“Iwonder if I can get
a better deal?”

“Why does it take sooo long

“I might mr’s:_; rfhe “I's difficult to narrow to test drive a car? [ wish |
ﬁ;:{:(;;;;{he down options and parse knew itwas going to be
through competing procedural and salesy.”

NN/g

Figure 27.1. User journey map. From Nielsen Norman Group logoNielsen Norman Group [39]
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In Idea 3, as shown in Figure 27.2 below, the basic concepts in this project were
mapped to the elements in the user journey map to create the interface as shown
in Figure 27.3.

Concepts in Idea 3 Elements in the user journey map

Role Target user’s persona

Description & Message sequence User step

Sender & Receiver & Actions User actions

P>

Type of information Goals & experience

N
'

Other levels (Data/Ul/Instance/...) Touchpoint

Figure 27.2. Similarities between concepts of the project and elements of the user journey map.

In Figure 27.3, the first step emphasizes the need for an overview of the Scenario.
Here, the Scenario refers to the context within which the designer intends to create
Human-Al Interaction. Adopting a human-centered design perspective, this context
typically encompasses the target users, stakeholders, and the interaction of the
designated task with the environment or other individuals. Precisely defining and
annotating this context aids designers in gaining a deeper understanding of the

user, thereby promoting the creation of more effective interactions.

Concurrently, it's important to recognize that a design project extends beyond
individual elements like a human, an interaction, or a context. Therefore, the
categorization of various Human-Al Interactions in a project based on contextual

distinctions proves more helpful for designers, enhancing efficiency in their work.
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Describe the scenario in details
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The manager asks the model The model provides the The manager disagrees with The model provides the The manager agrees with
Message to give the prediction. prediction 1 for the specific the prediction 1. prediction 2 for the specific the prediction 2.
Describe what the message is cV. cV.
Actor
‘Wnat action does the human actor take during each Sender Receiver ‘Sender Receiver ‘Sender Receiver Sender Receiver ‘Sender Receiver
step?
. . Performative Types of information Performative ‘Types of information Performative ‘Types of information Performative Types of information Performative ‘Types of information
Communicative acts
Whatis the type of information during ech step? Main type ‘Types of information Main type ‘Types of information Main type ‘Types of information Main type Types of information Main type ‘Types of information
Given type Types of information Given type. ‘Types of information Given type. Types of information Given type Types of information Given type ‘Types of information

Use prototype templates to build connection and
triggers.
- -

Click Click

] | H B
Sequence

Figure 27.3. Idea 3. Inspired by Figma [40].
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In Figure 27.3, there is a dedicated section for creating a Role part. Recognizing
that "Humans" are important in the entire interaction process, establishing the
possible roles becomes a step in the necessary preparations before designing.

These roles include those mentioned above, like target groups and stakeholders.

This intentional setup assists designers in maintaining a focus on the human
elements when crafting subsequent Messages and Message sequences. It
establishes a foundational understanding of the key roles involved in the Human-
Al Interaction, ensuring a human-center design approach throughout the design

process, with reference to approaches such as Persona.

In Figure 27.3, the "Sequence" section adopts a tabular format, drawing inspiration
from the user journey map to maintain a top—to—bottom hierarchy of information.

This design choice is intentional and serves two primary purposes.

Firstly, presenting the information in a user journey map-like format helps bridge
the unfamiliarity that designers may have with using Message sequences to
represent Human-Al Interaction. By aligning this new concept with a familiar tool,
the learning curve is likely to be more manageable for designers, minimizing the

associated learning costs.

Secondly, based on the Information Architecture (see Figure 23.7), the "Description"
serves as the annotation for the Message and should be one important featured
at the beginning. This strategic placement aids designers in understanding other
content by providing a contextual foundation for balancing the complexity of the

Message sequences.
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Moreover, adopting a table—like format addresses the challenge of organizing
the Message sequences and aligns them with the natural flow of information in
a sequence. Tables inherently convey a sense of information passing from the
beginning to the end of the table, aligning with the sequential nature of message
interactions. This visual style helps designers in conceptualizing the directionality
of information flow within the sequence, enhancing their understanding of the
prototype and developing a more intuitive understanding of the communications
between humans and Al models. Also to more clearly indicate this sequentiality,

each Message will still be identified sequentially.
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4.2.4 Final idea

These three ideas did not evolve simultaneously. The first and second ideas
underwent numerous iterations, as shown in Figure 28, before the emergence of

the third idea. And here is one link for the clickable prototype: Idea 1 & 2

————
=T RS- — — === o — =T e o mmcmm
- - i
——— ——— ——— ———
=T . o mmmm == o o mmmmm === . o mmzmm =T — —
- @ -] ® -
a  — =W =
——— —— ———
E=me=m ez o mmzmm === ezt o - mmmm E=mez=m et o mmmm —
——— ——— -1 — N
L 1] P 1S ° I —ms et ° — . -1 - ]
———— T e
=== —— o mmmmm =] — o mmzmm =T o o mmzmm
= == S Swe | . INFORMATION
e = ) po— - — -
S = ;
— = = —_— — — =
o e o= o - messace -
o E B b - — — -
B P = T E— T =
® - o=
= e ) == =
T S ] -4 — — — —
o 8 o o [ESNR— IO — [ —
s 3 3 ] ———
= = £ = — . —-— .

Figure 28. Overview of how ldea 1 & 2 went.
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As shown in Figure 29, each had its own strengths and weaknesses. These four
goals were chosen because they are relevant to the evaluation of design goals
such as " S
and "help. and "

" in the evaluation of design goals.

While the first two ideas proved valuable in promoting designers' transition from
specific design cases to the broader process of creating abstract interactions
— an insight gleaned from the Pre—Phase & Phase 1 — they mainly focused on
the Human-Al Interaction (HAI) itself and the flow of data within the interaction.
Unfortunately, they overlooked the important human element. Moreover, both
concepts introduced more specialized terms that required creation and definition

by the designer.

In contrast, the Idea 3 aligns with the human-centered design goals by referring to
the user journey map tool commonly used in human-centered design. It prioritizes
human needs, introducing new concepts like communicative acts and functions
from the design considerations. In a short word, it meets the design goals more

than others.

As a result, the final design will be based on Idea 3.

Idea 1's achievement ldea 2's achievement ldea 3's achieverment
Easy to learn Human-centered Moderate Future for more
abstraction use cases
dea 1
[dea 2
Idea 3

Figure 29. Overview of how Idea 1 & 2 went.
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4.3 Conclusion

In this section, the design goals were refined, and the necessary functionality
for the design outputs is specified. At the same time, all project-related terms
were clearly defined, ensuring that researchers maintain a consistent level of
understanding and could progress with the project cohesively. The Information
Architecture between terms was established, laying the groundwork for subsequent
design activities. Finally, among the three design ideas which met the 5 design

considerations in Chapter 3, the one most aligned with the design goals is selected.

While the first two ideas held goods and poors extensive building and iteration,
the decision to proceed without paying more attention to them during the design
process was significant. This choice emphasized a forward—looking, goal-oriented

approach, prioritizing options that best aligned with the project's goals.
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5. +
Test for evaluation

The fifth section will present a prototype that improves upon

o the previous section, Idea 3, and produce an interactive
prototype for use in this phase of testing—Test 3. The exact
! process is shown in Figure 30.
At the same time, this section will only go into detail about
the features that have been implemented for interaction;
many of the designs so far have not been able to be put on
) the agenda for detailed discussion due to time limitation. In
the future, there will be opportunities to gradually improve.
Design Build
Phase 2
Plan
Test
Analyze from Phase 1 > Review

Analyze from Phase 2

A\ 4

Figure 30. Overview of activities in Phase 2.



5.1 Overview

The prototype was optimized based on the concept of Ildea 3, with a layout of

different functions based on Human-centered design.

Figure 30.1 & 30.2 & 30.3 represents the interfaces which hold all
features. However, it's essential to note that many features shown in the figures
have not yet been developed. At this stage, the main and completed functions
consist of interactions related to Message/Message sequences, including creating,

modifying, deleting, changing the order etc.

And some icons in all prototypes are from the Riddle Icon Pro library [41]. For the
storyboards which were used in tests, visualized elements are from Freepik [42].
For the human figures in the poster used in tests, they are from Ayush Shakya in
Figma [43]. For personas about the HR manager and Applicant 1 & 2, they were
edited based on UXIS's work on Behance & Figma [44].

° o Project1

v o BT o 4D Project 1 - Name -

Figure 30.1. The envisioned completed interface — Blank.
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° | & Project 1
v ® BT v MO Project 1 - Name - You LW 100% ©

Scenario 1

Description The manager uploads the CV #1 into the Al Model #1 The manager uploads the CV #1 into the Al Model #1 The Al Model #1 works and provides suggq

Describe what the message is in the form of positive or negative labels fq
#1

Sender Receiver Sender Receiver Sender

Role & Action ©®

What action does the roles take
during each step? Provide Request @ Provide

) W " iich o Request

o CV-Competencies V-Competencie:
Type Of information New sample Labeivfor sample Labelvfor sample
What is the type of information N .
Example: Example: C e a document, detect an activity, Example: Categorize a document, de

during each step? d classify an image, predict classify an image, pred;

Figure 30.2. The envisioned completed interface — Message sequence.

) o £ Project 1
v ® BT v MO Project 1 - Name - You LW m ® 100% ©

Interaction row

Scenario 1

®
iges C)

If the manager doesn't agree

Description The manager uploads the CV #1 into the Al Model #1 The manager uploads the CV #1 into the Al Model #1 The Al Model #1 works and provides suggd]
Describe what the message is in the form of positive or negative labels fol
#1.
Sender Receiver Sender Receiver Sender

Role & Action @

What action does the roles take @

during each step? Provide Request Provide
v o

Type of information New sample Label for sample Labelfor sample

What is the type of information Example: Capture a Ceample. Cateqorze

during each step? document, cre; classify an im; . bl

Interaction Row it Ul elements Output

What is the Input/Output/Ul

cases in each message?
cv# Button: request model prediction Label: Fail

Figure 30.3. The envisioned completed interface — Showing interaction.
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The preceding content provides a general explanation of the main interfaces, and
this section briefly outlines another part of the interface dedicated to the user's
personal workspace post—login. It's important to note that this section isn't the

primary focus of the design, so the current version serves as a reference only. See
Figure 30.4.

-

e Team 1~ eLw e low Invite members [
User Name Q

All projects v

U Lastmodified v 8 =

Q

Teams
& Team1

@® Create new team

Files I

NEW PROJECT

'
1 Describe the Project.

Upload image

Tutorial Create

Figure 30.4. The workspace.
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5.1.1 User interfaces

1. Top positioning status bar

Summarily, the user interface is consist of four main parts. Starting from the top,
the first component is the Top Positioning Status Bar, shown in Figure 31.1. This
bar serves to indicate the specific project the designer is currently accessing and
offers a convenient means to navigate back to the tool's home page. Additionally, it

may incorporate future development related to design inspiration.

The important poiny of this status bar lies in its functionality, enabling designers to
promptly identify their current project and seamlessly switch between interfaces as
needed.

Figure 31.1. The top bar

2. Toolbar
On the left side of the second level (shown in Figure 31.2) is the Tool bar.This is
where almost all of the important functions of this interface are centralized. When

using this bar, the following can be accomplished in order from left to right :

— Mouse for Move function

— Mouse for Hand tool

— Create Scenario

— Create Message (sequence)

— Switch to Connection mode and display content related to Input/Output/Ul
elements

— Importing files

— Exporting files

— Add comments or annotations

Figure 31.2. The toolbar.
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3. Project name
In the middle of the second layer (shown in Figure 31.3) is the Project name. this
locates the scope and content of the current interface work. Designers can change

the project name and may have more features here in the future.

Project 1 - Name -+

Figure 31.3. The project name.

4. Collaborative boards
The second layer, on the right, is related to collaboration and will show the
collaborators who are working on this interface as well as buttons to share and

invite more collaborators to join the project. See Figure 31.4.

Figure 31.4. The collaborative boards.

5. Scale display

Formed on the far right of the second level is a common tool: showing the
percentage the user is zoomed in. It is not currently possible to interact with it, but
zooming the canvas via gestures is a possible future implementation. See Figure
31.5.

® 100% O

Figure 31.5. The collaborative boards.

6. Bench
This is the area that will be displayed after the Scenario and Message (sequence)
are created. This is an infinite canvas and can be freely moved or zoomed in and

out. See Figure 31.6.
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Bench

Figure 31.6. The blank bench.

7. Right function part

As shown in Figures 30.7, 30.2, and 30.3, the dark—colored function part is always
fixed to the right when there are Scenarios and Messages, and defaults to the
Roles view (Figure 30.2), which displays the existing roles. When entering the

"Interaction" version, the right function part defaults as shown in Figure 30.35.

More explanation on how this part changes would be shown in 5.1.2 General

interactions.

80



5.1.2 General interactions

The tool prioritizes user—friendly and straightforward interaction methods,
especially for users new to the system. To keep a balance, familiar and commonly

used interaction methods have been combined. These include:

— Utilizing the mouse wheel for vertical scrolling.

— Enabling drag—and—drop functionality in all directions through the "Hand tool."

— Zooming in and out using the keyboard "Shift" in conjunction with the mouse
wheel.

— Selecting content with the left mouse button, and dragging and dropping by
long—pressing the left button.

— Summoning the menu with the right mouse button, offering options such as
delete, paste, copy, etc.

— Alternatively, users can directly use the keyboard "Delete" key for deletion.

The prototype, used for the later test in this phase, only implements left and right
movement functionality, as well as functions such as a left mouse click to select
content or a long press to drag and drop content. However, there are plans to

refine the above settings in the future.
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5.2 General tools

While the previous section focused on explaining the interface and its working
areas from a holistic point of view, this section will focus on introducing the
main tools, including Scenario/Message (sequence)/Roles/Types of information/

Interaction, and so on.

5.2.1 Scenario

After creating a Scenario, here is one element shown in Figure 32.7. Scenarios serve
the purpose of distinguishing between various Human-Al Interactions created by
designers within a single project. The goal is to provide a contextual differentiation,
offering an overview of each interaction to enhance designers' understanding of the
interactions' significance. For instance, in a CV screening use case, the outcomes
of an interaction designed for an HR manager collaborating with Al models might
differ from those of an interaction designing for an applicant interacting with Al

models.

Scenario 1

Description of the scenario.

Figure 32.1. Scenario.
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5.2.2 Message

A Message (sequence) is typically created within a Scenario. Figure 32.2 illustrates
an empty Message (sequence), while Figure 32.3 showcases the Message
(sequence) after being populated. To incorporate a new blank Message, utilize the
"Add" button highlighted in the red circle in Figure 32.3.

As shown in Figure 32.2 & 32.3, there are three elements to complete in this
section. The first row is designed for providing the meaning of what the Message
is in this context, usually typied in natural language or something humans can read.
This supports designers in readily understanding the meaning of the Message they

own or others have generated.

The second row is filled with Sender/Receiver and the roles in between. The Sender
means the role initiating the entire behavior or message, which could be a model or
a human. The Receiver means the role of receiving the behavior or message, which

may be a model or a human.

The yellow button between the Sender and the Receiver is for entering the behavior

emitted by the Sender, with options for Action which contains Provide or Request.

The final row is filled with what kind of information exchanged during the

communication. There are 12 types of information.

So how should designers fill in the Message? It will be explained in Roles and Types

of information.
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Message #1 Message #2

Description

Describe what the message is

Sender Receiver Sender Receiver

Role & Action ®

What action does the roles take

during each step? @ Provide @ Request @

Switch to Request Switch to Provide

Type of information
What is the type of information
during each step?

Figure 32.2. Blank Message (sequence).

Message #1 Message #2

Description

Describe what the message is

Sender Receiver Sender Receiver

L Switch to Request WA .
HR Manager CV-Competencies HR Manager CV-Competencies

Role & Action ®
What action does the roles take

during each step? Provide

Request

Switch to Provide

Type Of Inform ation New sample Label for sample
)\ 3 i} A new sample Label for a given sample
What is the type of information ) o
Example: Capture a new face, create a new Example: Categorize a document, detect an activity,
during each Step? document, create a new feature vector classify an image, predict success

Figure 32.3. Filled Message (sequence).
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5.2.3 Roles

1. Human Roles
For Human Roles, there are two different interfaces that need to be introduced

here.

First, designers need to select or
create a role from the right side
function part of the interface, such
as the content shown in Figure
32.4, and the overall interface is
shown in Figure 32.5. Drag and
drop the desired role in Figure 32.4
to the section corresponding to

Message (sequence).

CREATE NEW ROLES

Figure 32.4. Function part for roles.
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Scenario 1

Description

Describe what the message is

CREATE NEW ROLES

Role & Action

What action does the roles take

during each step? @ Provide @ Request @

Switch to Request Switch to Provide

Type of information
What is the type of information
during each step?

Figure 32.5. Whole interface for filling roles.

The second tool related to Human roles is the creation of needed Human roles.
See Figure 32.6. In constructing the elements necessary to create a new persona,
consideration was given to the Persona tools commonly utilized by designers
during the design process, along with the Information Architecture discussed in the

previous section. Finally, it was decided to fill in four sections here:
— the persona's name
— an overview of the persona's goals

— other fundamental information.

This aids designers in visualizing the behavioral characteristics of the target user,

fostering empathy, and assisting in the determination of user needs.
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ROLE ® Human

Supporting research and documentation
« Link 1
- Link2
« Link 3

Model Cancel Save

#2 HUMAN ROLE

pe descriptive name of the role

DESCRIPTION
Describe the purpose/goal of the role for the interaction

sceiver
Type goals

EXPERTISE
Experience may lead to different interactions

Working experience

/pe working experience

Al experience

®

Figure 32.6. Creation human roles.
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2. Model Roles
For Model Roles, two different interfaces need to be introduced here. One is when
the designer needs to fill in the Role & Action in the Message (Sequence), this

interface is the same as Human Roles (Figure 32.4).

The second tool associated with Model Roles is the creation of the required
Model Roles. Consider the insights gained from tests, as well as the Information
Architecture discussed in the previous section, when building the elements needed
to create a new role. It was finally decided to fill in three aspects here: the persona
name, an overview of the persona's goals, and a selection of pre—defined functional
models. This reduces the cost of learning about the different model features for
designers, who only needs to select them according to his or her needs, as shown
in Figure 32.7.

So, how should a designer choose a preset function Al module? While filling in the
Model Roles content, the overall interface is shown in Figure 32.8. The right side
will display the different function models. Simply drag and drop the desired model
to the corresponding position through Drag & Drop interaction. A model can only

have one function module now.

® ®
ROLE Human ® Model Delete  Save ROLE Human ® Model Delete  Save
"""""""""""""" #1 MODEL ROLE gUTTT T #1 MODEL ROLE
CV-Competencies CV-Screeni ing
DESCRIPTION i i DESCRIPTION
Describe the purpose/goal of the role for the interaction Describe the purpose/goal of the role for the interaction
"""""""""""""""" MODEL T MODEL

Select the desired Al model, including types & classes. Select the desired Al model, including types & classes.

Type  Support Vector Machine (SVM)

Class Classification

Figure 32.7. Creation Model roles.
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Scenario 1

Description

Describe what the message is

Role & Action
What action does the roles take
during each step?

Type of information
What is the type of information
during each step?

Human

® Model Delete Save

#1 MODEL ROLE

CV-Competencies

DESCRIPTION
Describe the purpose/goal of the role for the interaction

Evaluate CV documents for competency levels required by the job description

MODEL

Select the desired Al model, including types & classes.

Type Decision Tree

Class Multioutput classification

Input - CV as a document

Output - Competency score for each skill
Feedback - highlight document parts

which justify the competency scores
. - show how groups of words
which affect the competency scores
- Agree or disagree with the scores for a
given document

Figure 32.8. Choose function module for Model roles.
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Actors

Model Assets

CV-Screening Edit

A supervised ML model which predicts ifa CV -
competency scores - will pass o fail the screening.
Type Support Vector Machine (SVM)
Class Classification
Input -CV as a competency
scores
Output - Fail or pass [0,
1
- Probability for the decision
Feedback
- Show how each score
affected the decision
- Show how scores
affect the model's decisions
- Agree or disagree with the
decision for a given set of scores

CV-Competencies Edit

A supervised ML model which estimates the
competency scores based on a CV document.

Type Decision Tree

Class Multioutput classification

Input -CV as a document
Output - Competency
score for each skill

Feedback

- highlight document
parts which justify the competency scores
. - show how groups of
words which affect the competency
scores
- Agree or disagree with the
scores for a given document




5.2.4 Types of information

When filling out the Type of information, the interface is shown in Figure 33.7. On
the right, an overview list of 12 types of information will be presented, along with
their names, meanings, and common examples. This may help designers quickly
search and understand the meaning of each type of information, enabling them
to select the one they need. At the same time, designers can determine what they
want by reading detailed information about each type of information. See Figure
33.2.
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Project 1

vy ® BT Y & D Project1- ~ m ® 100% ©

Scenario 1 Type of information ®

agree with a categorization of a document

Sample for label

Type answers to “Which spe:

part of Storyboard

being displayed?

1ds to the messages

Message #1 Message #2 ole for a giv
it Operation: Maj
Description p »
d : tan 2 sten o Example:  Categorize a document, detect an activity,
Describe what the message is step P classify an image, predict success
Edited sample
A sample modified
Operation: Modify
Example: Modified document, edited image,
changed feature value
Sender Receiver Sender Receiver

Role & Action ®
What action does the roles take
during each step?

Sample from list
s fr

Provide @ }% @
Switch to Request i

e il . Example:  Select a file, choose a feature vector, click
HR Manager CV-Competencies HR Manager CV-Competencies on a data point (visualization)

Edited sample from predit
Type of information New sample Label for sample Operation: Modify
y . . samy le: Modified document, edited image,
What is the type of information Exampl 2 3
3 s Example: Capture a new face, create a new Example: Categorize a document, detect an activity, changed feature value - to match the label
during each step? document, create a new feature vector classify an image, predict success

Sample and label
A sample-label pal
Operation: Map

Example: Annotated image, positive/negative
example, new data point with label

Edited label from prediction
Operation: Map

Example:  Change the prediction for a detected face,
alternate class for document

Prediction probability

robability o

Operation: Map

Example:  The probability of a spam email, the
probability of a document being accepted

Figure 33.1. Fill Type of information from the right function part.

° @ | Project1
vy ® BT v d D Project1- ~ m ® 100% ©

Scenario 1 Type of information ®

part of St New sample

Typ

corres

> A new sample

ds to the me

ssages being displc

Operation: Create

Example:  Capture a new face, create a new
document, create a new feature vector
Message #1 Message #2

Description
6 TS
L label for a given sample J
= ]
- =
2 -

Sender Receiver Sender Receiver

Role & Action ©

What action does the roles take ] 0 s o s o e S e
during each step? Provide @ @ Request @ O e
a class/category which characterizes the sample, e.g. face,
. i Switch to Request A o) e utterance, pass/fail, etc.
HR Manager CV-Competencies HR Manager CV-Competencies e Users can annotate a sample by assigning 3 label o t (human
anmotation
© siimvese r Qi thooon e e
predct funchion
H H New sample
Type of information \ P! Label for sample
s . " A new sample Labelforag ple ize a document, detect an activity, classify
What is the type of information o image redtsocees
° YP! Example: Capture a new face, create a new Example: Categorize a document, detect an activity, Sl
during each step? document, create a new feature vector classify an image, predict success N

Global explanation

Explanations r

Operation: Map

Example: Rules, graphs, ranking features based on
their importance for the model’s prediction

Local explanation

Operation: Map
Example: Validate the recognition of an object,
agree with a categorization of a document

Feedback for prediction

n fee

Operation: Map

Example: Validate the recognition of an object,
agree with a categorization of a document

Figure 33.2. Details about Type of information on the right function part.
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5.2.5 Interaction version

The Interaction interface can be accessed when a designer wants to connect non-—
adjacent information, create a flow of information outside of a linear structure, or
view the actual cases corresponding to each piece of information. This is shown in
Figure 34.1.

As you can see in Figure 34.1, there is a new Interaction Row at the bottom. This
row includes Instance level, Data level, Ul level, etc. The main purpose of this row
is to visually present the figurative content of each message, i.e., the part that is

relevant to the design case the designer is working on.

On the right, a workspace can be seen (as is shown in Figure 34.7). This will
present the Interaction-related content of each Message, including the Type
of Information, the connection routes that exist, the visualized content in the

Interaction Row (named Data flow here), and so on.

LX) o | Project1
yYO®"E BB Y ND Project1- ~

Scenario 1
Type answers to “Which specific part of Storyboard #
th jes k | i
If the manager doesn't agree
Description The manager uploads the CV #1 into the Al Model #1 The manager uploads the CV #1 into the Al Model #1 The Al Model #1 works and provides sugge}
Describe what the message is in the form of positive or negative labels fol

#1

Sender Receiver ender  Receiver

Role & Action @

What action does the roles take @ E ] .
during each step? 1 Provide ( : ) ] :
V-Competencies HR Manager

Type of information New sample
What is the type of information Example: Cap face, create a new
during each step? document, creat te anew feature vec tor

Interaction Row
What is the Input/Output/Ul

cases in each message?
cv# Button: request model prediction Label: Fail

Figure 34.1. Example of Interaction version.
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At the same time, two yellow "Add" buttons will be added to each message. This
adds a non-linear message flow structure. As the connection between Message #2
& Mesage #4 in Figure 34.2. This means that if designers want to have interaction
or data exchange between two non-neighboring messages, they can click on
the yellow "Add" buttons to structure the direction of the message flow and the

interaction.

It is important to note that the format of the Data flow can be limited or customized
by the designer, with the main choice being related to the Type of information in
the message. For example, the New sample in Figure 34.3 gives two choices of
Input/Output which are presented by the interactive element Call-out. Figure 34.4

shows more choices for selection.

If the manager doesn't agree

odel #1. The manager uploads the CV #1 into the Al Model #1. The Al Model #1 works and provides suggestions The Al Model #1 works and provides suggestions
in the form of positive or negative labels for the CV in the form of positive or negative labels for the CV
#1. #1.
Receiver Sender Receiver Sender Receiver Sender Receiver
}%{_ @ Request }%{ @ }%{ Provide & (D @ Provide % @
s’. . Switch to Provide i H Switch to Request fy o S Switch to Reguest i
ompetencies HR Manager CV-Competencies CV-Competencies HR Manager HR Manager CV-Competencies
Label for sample Label for sample Feedback for prediction
Label for a given sample Label for a given sample Validation feedback for a sample-label pair
Example: Categorize a document, detect an activity, Example: Categorize a document, detect an activity, Example: Validate the recognition of an object,
ector classify an image, predict success classify an image, predict success agree with a categorization of a document
Ul elements Output Feedback
Button: request model prediction Label: Fail Agree

Figure 34.2. Connect messages for nonlinear structures.
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[ X J @ ﬁ Project1 x
vy ® BB 4 & D Project1- ~ | vou LW m ® 100% O
Interaction row

Scenario 1

esy to the messages be sp

If the manager doesn't agree

anew sample
iy
Description The manager uploads the CV #1 into the Al Model #1 The manager uploads the CV #1 into the Al Model #1 The Al Model #1 works and provides suggq

Describe what the message is in the form of positive or negative labels fd

#1. ™) sample (input to model):
instance from data, .9 image, sound, Form, video

Users can generate new samples by uploading a new file,
capturing animage, etc

. Sender Receiver Sender Receiver Sender e
Role & Action @ &
What action does the roles take @ @ @
" 1 Provide i ® Request Provide capture a new face, create a new document,
during each step? q o B e s v A
Swit uest N h witch to Provide Sw est k y

HR Manager

HR Manager CV-Competencies CV-Competencies

Type of information ety comnls Labelfor sample Labelforsample Data fow e

during each step? document, create a new feature vector classify an image, predict success classify an image, predict success -

Interaction Row
What is the Input/Output/UI
cases in each message?

Input Ul elements Output

cv#1 Button: request model prediction Label: Fail

Figure 34.3. Example of choices for Data flow.

Select an option ~ @ Select an option ~ @ Select an option ~ @

Agree Input Ul elements

Disagree Output Feedback

Select an option ~ ® Select an option ~ ® Selectanoption  ~ Fall v (@)

Label

Input Ul elements Metric

Output Feedback

Select an option ~ Request @ Select an option ~ Request @
Button Button
Popup Popup

Figure 34.4. Choices for Data flow.
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5.3 Test goals

After determining and modeling the primary functionality and interaction styles of
the interface, the next step involves conducting functional testing of the design
outputs. This choice is driven by three key reasons rather than opting for usability

testing at this time.

Firstly, these features are structured and designed to align with the design goals
outlined in Chapter Four, specifically targeting objectives like "
"and "
" Consequently, a test is

necessary to evaluate whether the design outputs align with these expectations.

Secondly, although segments of the final design concept underwent limited
testing with various inputs during the design phase, the design product, including
interactions, has not been thoroughly tested. This raises uncertainty about whether
designers understand the concepts and components through the interaction with

the prototype.

Finally, despite having a interface based on html/css/javascript from the design
process, it cannot support the test. The interactive interface built in Figma
represents only a partial aspect of the complete interface, rendering it unsuitable

for usability testing.

For more details about the test plan and the use case, see Appendix H.
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5.3.1 Testable targets

Based on the previous section, it can be seen that there are two important goals of
this test:

@ 1). to assess whether the design outputs fulfill the mentioned design
objectives: "is easy to learn how to use the tool" and "Help designers
learn the basic concept of 'Communicative acts' of Human-Al Interaction
involved in this project."

@ 2). to assess whether designers understand the underlying concepts and

components through the interaction with the prototype.

It is important to gain insights into these two test goals by how the testable
objectives are set. Based on the functionality of the clickable prototype and the
correlation analysis with the basic concepts and other elements involved in the

project, the testable objectives for this test are as follows:

&P - Participants recognize how to create, view and/or delete a new
message/ a new role(human/model) independently.
@@ - Participants are able to create, show and/or delete the Input/Output/Ul

elements of each message.

@ — Participants identify how Human-Al Interaction is described through
messages, model-based information, and communicative acts.

@ — Participants are able to find functions they need from the interface
comfortably.

For the details of tasks set up in tests with testable targets, refer to Appendix H.

102



5.3.2 Data gathering method

The test was used in three test methods. Firstly, through interviews designed to
get participants' responses to specific questions aligning with testable objectives.
Secondly, by encouraging participants to "think aloud,"[45] the researcher noted
key observations and subsequently addressed them in a follow—up interview. Lastly,
the researcher directly observes the participant's behavior, documenting essential

notes, and posing questions during subsequent follow—up interactions.

The "think—aloud"[45] method in user testing involves participants verbalizing
their thoughts and feelings as they interact with a product or system. Participants
express their reactions, opinions, and decision—-making processes out loud in
real—time, providing researchers with insights into their cognitive processes. This
technique helps uncover user expectations, frustrations, and areas for improvement
in the user interface or overall user experience. By listening to users' spoken
thoughts, researchers gain a better understanding of how users perceive and

navigate the system, which can inform design decisions and optimizations.

Here is an overview of the methods used in the test. See Figure 35.

Specific questions for
each testable target

Taking notes of participants Observing from distance participants
thinking aloud behaviour and video analysis.

Figure 35. Test methods.

103



5.4 Test setup

This test was not only a functional test of the created interface, but also a test of
the process, tasks, and reading materials for the final test. The final design outputs

and final test content will be refined based on the results of this testing.

5.4.1 Preparation

To accomplish these goals, the test consisted of 7 steps (Figure 36.7) and 3 activity

sections (Figure 36.2).

o Make sure that everything
| is ready. Check if the ' Participants work on the ' Participants work on the '
! recording works for ! Task 1. ! Task 3. .
! tracking the test activity. : ! |
1 1 1 ]
o o o o
E 0 — 2 mins }% 0 — 2 mins }E 2 — 5 mins }% 20 — 25 mins }E 20 — 25 mins }% 20 — 25 mins }% 2— 5 mins }
0 Q Q
1 1 1
I I I
Introduce the test and ! . qud the pre-test ) ! Parficipant K on th !
ourselves. Ask user I interview to know basic | articipants work onthe i Hold the After-test
consent! \ information about \ Task 2. \ interview.
(I) participants. (I) cl)

Figure 36.1. Overview of 7 steps.

The following is a detailed description of the goals of the 3 tasks, their content,
and how they contributed to testable targets. The following is a detailed description
of the purpose and content of these 3 tasks and how they contribute to the
achievement of the testable objectives. It is important to note that this test is also
the pilot test for the final test, so the overall task flow also needs to be tested and

analyzed.

For more details about activities and materials, see Appendix H.
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Test targets:

@ - Participants recognize how to create, view and/or delete a new message/ a new

role(human/model) independently.

@- — Participants are able to create, show and/or delete the Input/Output/Ul elements of each

message.

@ - Participants identify how Human-Al Interaction is described through messages, model-

based information, and communicative acts.

— Participants are able to find functions they need from the interface comfortably.

— Assess whether the 3 tasks help find answers to the above questions, the test material
easy to understand, and the digital prototype works.

[ Task 1 ]

Assess if participants could understand concepts about
communicative acts in the digital prototype.

Questions here guided participants to explore by
clicking the digital prototype, mapping the single Message to
concepts in Communicative acts.

PPPP

T

Assess if participants could understand concepts about
communicative acts in the digital prototype.

Following questions in the task, participants got
educated on how Interaction row and communicative acts of
the Human-Al Interactions worked in the digital prototype. They
should map the use case with the Message sequence presented.

KA A

[ Task 3 ]

Assess if participants could understand concepts about
communicative acts in the digital prototype. Assess the workflow
and user experience of creating HAIl based on the current digital
prototype.

Following the task description, Participants created,
filled in and viewed a new message based on the use case. By
doing that, they could experience the whole workflow of the
digital prototyping based on knowledge got from the first 2

activities.
DHOO®
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The first task was to support participants' in—depth understanding of underlying
concepts, including "Message," "Communicative acts," and "Human-Al Interaction."
This was achieved by encouraging participants to explore the digital prototype
using familiar design tools such as storyboards and personas. Through this
exploration, participants gained valuable insights into these key concepts and
effectively understood the content shown in the digital prototypes. The task
questions provided prompts that guided participants in systematically exploring the

interface. For more details about storyboards and personas, see Appendix H.

Before starting on this task, participants were exposed to the abstract concepts
in the project. However, the examples embedded in the digital prototype, tailored
to specific use cases, offered a more tangible representation of these abstract
concepts. The participants' responses to the task questions served as crucial
indicators, enabling an assessment of their recognization of the underlying

concepts and their evaluative perspectives on the prototype.

The second task was enhancing participants' understanding of the complex project
concepts. It is strategically divided the task into two activities to handle the
complexity effectively, providing a well-balanced and supportive method to support

participants in their understanding.

While the first activity centered on concepts related to "Message," the second
activity showed the complexities of "Message" sequences, extending its scope to
covering the content and interactions across the design considerations, including
the "Message" level. Thoughtfully embedded guiding questions in the task,
with supplementary materials such as storyboards, were designed to facilitate
participants' exploration of the interface, thereby minimizing the overall learning
workload. This intentional division and supportive approach aimed to maximize

assistance for participants as they explored the complexity of the project concepts.
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The final activity was strategically designed to assess participants' understanding
of the project's concepts and evaluate the logicality of the digital prototype's
functionality. Participants were tasked with creating new Message aligned with the
given context, drawing upon their understanding of the basicl concepts and the

Interactive row embedded in the digital model.

Functioning as a synthesis of the Task 1-2, this activity covered all six design
considerations and their associated interactable features. Its successful completion
was based on participants' well-understood of the overall concept and interactions
established in the preceding tasks. To enhance the participants' experience and
reduce the task's complexity, a new storyboard (Figure 36.2) was introduced. While
maintaining consistency with the previous version, this updated storyboard included
numbering in the lower right corner, aligning with the information in the digital
prototype. This addition aimed to reduce participants' challenges in understadning
the test's content and contextual elements. This task provided participants with
a overal design experience, enabling them to bridge insights gained in the earlier

tasks and offer valuable feedback during subsequent interviews.

1. The HR manager wants to know who 2. The HR manager uploads CV #1 into the
would be a better candidate to get the Al systems to get suggestions.
job. =

. cvin = Upload Model #1

= cv#2 Model #2

This storyboard has the same content Q (
as the previous one. But each step ” ) ”
¢

corresponds to the serial number of

-

the message in the prototype, 2
hopefully helping you understand the
relationship between the message and
the storyboard.

' “ \ \“h

\ P \\ ] \ 1\ 7
1 Message #1-2

3. Models work and provide suggestions 4. The HR Manager is satisfied with the 3
in the form of positive or negative labels afterwards. = -2: The i
labels for the CV #1. F Proyjy Ode/ ¢
o © feeq

=l

Message #4

B oo Message #3

MeSsage #?

Figure 36.2. The storyboard. Visualization elements [40]: Freepik.com
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In testing, the prototype design used did not follow the ideal design above. This
is because the ideal design has a large number of design elements that are not
currently relevant to the creation of the HAI or the testing objectives, such as
features like Add comments shown in Figure 31.2. Therefore, making the digital
prototypes used for testing more intuitive and simple is necessary in order to
reduce the cognitive load on participants during testing. Therefore, in the test,
interactive content such as the toolbar, the top bar, collaborative boards, scale
display, etc. were removed and only the core functionality was retained, as shown
in Figure 36.35.

Project 1

Figure 36.3. Blank interface.
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There is one video visualizes part of the workflow of the model used in this test,
showing the tasks that can be achieved with the prototype: 1) creating messages in
the scenario; 2) filling in the blank messages; 3) creating touchpoints corresponding
to the message content; 4) creating non-linear channels for the flow of information;

and 5) creating the different personas.

The link: Video for Test 2
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5.4.2 During the Test 2

A total of 2 participants were invited to take part in the Test 2 which also worked
as the pilot test: they are both studying on Design for Interaction, from the TUD IDE
Institute. The speech transcription files from the test and the content they created

are shown in Appendix .

Overall, participants were able to quickly understand and immerse themselves in the
context of the task through posters, personas, and storyboards. The introduction
of the project and digital prototyping background in the first stage also helped
participants to understand the basic concepts involved in the project and try to

apply them in the subsequent tasks.

The "think aloud" approach to exploration also maximized the researchers' ability
to track participants' confusion or mental activity when using the digital prototypes,
and provided an important opportunity to gain insights during the subsequent

interviews.
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5.4.3 Insights

The test serves two purpose: assessing the feasibility and identifying areas for
improvement in the test plan while also collecting valuable design insights and
paving the way for future development. Consequently, this part is structured to
address insights related to the test plan's efficacy and those working for the design

content, ensuring an overal examination of the pilot phase.

The analysis method used in the analysis process and brainstorming and
summarizing the information from the transcribed text. The process is shown in

Appendix .

The first part is about some insights for the current test preparation.

1. The analysis of two pilot tests highlights the necessity for a more clear
introduction.

After analyzing the outcomes of two pilot tests, it's evident that the current test
plan lacks a sufficiently specific introduction to the prototype. This deficiency
results in participants dedicating more time at the onset to understanding the

workflow of the prototype.

The initial introduction about the digital prototype was modified to present
its purpose in straightforward language, aiming to assist designers in building
interactions for information exchange between humans and Al. However,
experimental results indicate that this revised introduction still falls short of
conveying the prototype's significance. Important questions, such as 'When do | use

this tool?" and 'What results should | expect?' remain unanswered.

To address these problems, considering the varied roles of other tools in the
design process is crucial. Therefore, enhancing participants' understanding involves
describing, in the introduction, the primary design stage where the prototype
is involved. This helped participants to develop mental expectations about the

outcome of the prototype. See Figure 3/.1.
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‘But I'm curious as to how the form of interaction I'm creating will be presented. Is there a button
that when | click on it, it will run the overall message or will he only run specific messages? How will

it render the interaction? = —Farticjpant 1

"I almost forget the definitions although you introduced in the beginning." —Farticipant 2

There are 2 types of roles: Human roles & Model
roles.

Human roles describe (a type of) human users
based on their role in the interaction and their
Al/domain expertise.

Model roles describe the model used in the
interaction, including the model type and the
model- specific types (input, output,
feedback).

Types of information

N
= £
N

Type
Type

Users and models can exchange
model-based types of information

There are 13 types of information
that can be exchanged.

Communicative acts

Think of communicative acts as
how humans and Al
communicate with each other.
It's like tagging stuff for the Al
or asking it to explain things. It's
all about talking and asking for
info in a way both humans and
Al get each other.

Digital prototype

The prototype assists designers in
creating interactive behaviors for
humans and Al models to exchange
| information in specific situations
o — tailored to user needs.
I

CRUEEE

Empathize Define Ideate Prototype Test

COW digital +ool s here!

Message

A message describes the
communication between a sender

} <%| { and a receiver in the context of a
use case (Human user and Al
model). The sender can provide a
type to the receiver or request a
type from the receiver

Digital prototype

The prototype assists designers in
creating interactive behaviors for
humans and Al models to exchange
[ | information in specific situations
o [ tailored to user needs.
|

Message

A message describes the A q
communication between a sender Introductloq mat‘emals
and areceiver in the context of a before modification
use case (Human user and Al

model). The sender can provide a

type to the receiver or request a

type from the receiver

Human-Al Interaction

Human-Al Interactions are
interactions between human users
and Al models.

A sequence of messages
describes an interaction scenario
between specific human users and
Al models.

Human-Al Interaction

Human-Al Interactions are
interactions between human users
and Al models.

A sequence of messages
describes an interaction scenario
between specific human users and
Al models.

There are 2 types of roles: Human roles & Model

les. q a
roles Introduction materials

Human roles describe (a type of) human users after modiﬁcation
based on their role in the interaction and their
Al/domain expertise.

Model roles describe the model used in the
interaction, including the model type and the
model- specific types (input, output,
feedback).

Types of information

TR

Type

Users and models can exchange
model-based types of information

There are 13 types of information

Type
e that can be exchanged.

Figure 37.1. Introduction before modification & after modification.
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2. Display all the parts that can be interacted with where they can be seen most
easily, while ensuring that interactions do not interfere with task understanding.

In both tests, participants displayed high enthusiasm to create new blank messages;
however, they tended to concentrate only on the front part of the message

sequences, overlooking the interactive buttons at the back.

In task 1, it was observed that the functionality of the Provide/Request button could
be interactive, but would change the meaning of Message. See A part in Figure
3/.2. Considering the questions posed in Task 1 & 2, a potential improvement
could be achieved by fixing this button, consequently eliminating the impact on
the information presented in this particular case. See the A part in Figure 3/.3.
However, the button controlling the Provide/Request and being fixed in Task 1 & 2

could be clickable in Task 3

Meanwhile, participants in Task 2 could create a new Message by clicking the
position of the button there, as shown in B part in Figure 3/.2. Both participants
were more preperred to click the first two buttons to see if they could add
a message, failing to realize that the later buttons could be interacted with.
Therefore, now the button to add a new blank Message is between Message #1 &
#2. See the B part in Figure 3/.5.

‘Is there any button to add a new blank message? Ok. Maybe it would be easier to notice it if you
put it in the first or second plus button.” — Participants 2

s it (Type of informations) a button? For me, it is not like a button, because there is one jcon
nearby. And it's not in a location that's easy to notice. ~ —Participant 2
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The Al Model #1 works and provides suggestions The Al Model #1 works and provides suggestions
in the form of positive or negative labels for the CV in the form of positive or negative labels for the CV
#1. #1.

The manager uploads the CV #1 into the Al Model #1

Sender Receiver

— Provide E’ Provide %%} @
:%%: : & X Suchomeuex

2 ‘Swilch to Provide e
HR Manager Cv-Competencies HR Manager HR Manager CV-Competencies

Label for sample Feedback for prediction

feedback for a sample-labe

Label for sample

h e Vaiidatior

Example:  Validate the recognition of an object,
agree with a categorization of a document

ora gi e Labe

Example: Categorize a document, detect an activity, Example: Categorize a document, detect an activity,
classify an image, predict success classify an image, predict success

L3

Figure 37.2. The interactive buttons in the prototype during the Test 2.

Project 1
oject

Scenario 1

The information exchange between humans and Al in Storyboard #2.

Description The manager uploads the CV #1 into the C 9 Th ger hopes the C g model to give The HR Manager is satisfied with the label
Describe what the message is model. positive or negative suggestions on the CV #1 based on afterwards.
scores.
Sender Receiver Sender Receiver Sender Receiver

Role & Action

What action does the roles take
o Provide Request Provide
during each step? > q @
by " Switch to Pr R
HR Manager V-Screeni HR Manager CV-Screening HR Manager CV-Screening
Type of information New sample Label for sample Feedback for prediction
What is the type of information A new sample Label fora Validation feedback for a sample-label pair
during each step? Possible examples: Possible examples: Possible examples:
Capture a new face, create a new Categorize a document, detect an activity, Validate the recognition of an object,
document, create a new feature vector classify an image, predict success agree with a categorization of a

document

Figure 37.3. The interactive buttons in the prototype for the final test.
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suggestions in the form of positive
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Sender
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Label for sample
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Possible examples:
Categorize a document, dete
classify an image, predict st



3. Reorganize the questions in each task so that they encourage participants to
interact with the prototype.

As the second participant indicated, some of the overly detailed questions would
cause her to spend too much time focusing on the details of the message at
the expense of the totality. In the first two tasks the participants were mainly
familiarized with the interaction with the prototype, so the design of the questions

needed to be reconstructed to remove the overly detailed questions.

Also the current task description only required participants to understand what
they were seeing and did not guide them to interact with the prototype. First, tasks
have changed a lot. To address this, the new task descriptions now clearly guide
participants to interact with the model. Instead of only "observing" the model,

participants are encouraged to actively interact with it.

Here are some examples on new tasks. See Figure 37.4, one subtask was seeking
details for a specific type of information hidden in another information layer. For
Figure 37.5, one subtask was correcting content in Touchpoint. For Figure 37/.6,
the main Task 3 does not change a lot but the storyboard were changed slightly to
provide participants with a more clear and easier tool to understand design task in
the "CV-screening" use case. In detail, the storyboard have been reworked to focus
more on the behavioral details of the content. At the same time, the task scenarios
that needed to be added in Task 3 were added directly to the storyboard, making it

easier for participants to understand.

For more details about the test materials for the final test, see them on Appendix J.

‘Another reason why | wasn't sure about message before was the second question. The second
question as | understand it is for me to decide by myself. | thought the task was subjective.” —
Farticipant 2
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Figure 37.5. Example of the new Task 2.

Storyboard 2

1. The HR manager wants to know who 2. The HR manager uploads CV #1 to the 3. After reviewing CV #1’s scores, the
would be a better candidate to get the CV-Competencies model for a 5-skill manager uploads them to the CV-
job. < rating. Screening model for a recommendation.
‘ﬂ/ # o CV#ls4544] v Upload Model #1
o ’; ‘ e . = CV#2(2,2,2,2,.2] ,, Model #2
& ’

il

Message #1-2

I 4

4. The CV-Screening model gives positive  5: The CV-Screening model expects the 6. The HR Manager is satisfied with the
or negative suggestions based on those HR manager to provide feedback on the label afterwards. &
points. suggestion given. F Y,

-

Popup: Feedback?

000

a Model #2

i

Message #5

Message #3 Message #4

Figure 37.6. Add the responding task into the storyboard. Visualization elemetns [40]: Freepik.com
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The second part is about some important insights for the design development. For
more details about changes, see Chapter 6.

1. Change some descriptions in the prototype.

The prototype that was tested contained a number of terminology or interaction
errors, and all interactions were used in the Pilot tests, documented found, and

corrected.

Also changed "Interaction Row" to "Touchpoint". This better summarizes the
relationship between Input/Output/Ul elements and allows different levels of
content to be presented at the same time. At the same time, Touchpoint is also a
keyword used in user journey maps [47], which is easy for designers to understand.
See Figure 38.

Ok, | get it! It is something like the Touchpoint in the user journey map, right?” —Farticipant 2

‘But if | were to do other use cases independently, | would be confused by the words Input/Outout/
Ul elements. Because they give me the impression that they don't belong to the same category.” —
Farticipant 7

117



Project 1

Message

Interaction row

Scenario 1

If the manager doesnt agree

Description The manager uploads the CV #1 into the Al Model #

Describe what the message is

‘The manager uploads the CV #1 into the Al Model #1 The Al Model #1 works and provides sug:

in the form of positive or negative labels

#
. Sender Receiver Sender Receiver Sender

Role & Action @

What action does the roles take .

e zcton e ® provice }%%{ ® & X }%E{ ® :%%{ Fo Interaction Row before

; e e modification
HR Manager HR Manager CV-Compet CV-Competencies

Type of information New sample Label 'or‘sam;‘)le Lah‘el for sample

What is the type of information Example: Capture a new face, Example: qorize 3 documen, detect a Example: Categorize a document, dete

during each step? document, create feature vector sify an in dict succe: classify an image, predict

Interaction Row Input Ul elements Output
What is the Input/Output/UI
cases in each message?

cv# Button: request model prediction Label: Fail

&

o0

Message __Interaction

Scenario 1

Project 1

The information exchange between humans and Al in Storyboard #2.

Description The manager uploads the CV #1 into the CV-Screening The manager hopes the CV-Screening model to give The CV-Screening model works and provides The HR Manager is satisfied with the I:

Describe what the message is model. positive or negative suggestions on the CV #1 based on suggestions in the form of positive or negative afterwards.
scores. label for the CV #1
o Sender Receiver Sender Receiver Sender Receiver Sender |
Role & Action ® T i
ouchpoint after
What action does the roles take @ @ @ f p
during each step? Provide Request Provide @ Provide i m Od Iﬁ Cat i on
tch o’ chioPr Switch t
HR Manager HR Manager CV-Screening HR Manager HR Manager ov
Type of information New sample Label for sample Label for sample Feedback for prediction
What is the type of information Labelfor 3 gven sompl el . Jidation feedback
during each step? Possible examples Possible examples Possible examples Possible examples:
Capture a new face, create a new Categorize a document, detect an actity, Categorize a document, detect an activty Validate the recognition of an of
document, create a new feature vector classify an image, predict success classify an image, predict success. agree with a categorization of a
document
Touchpoint

What is the Input/Output/Ul
cases in each message?

D Sample-CV #1

D Sample-cV #1

If the manager doesn't agree

Sample-CV #1

Figure 38. Example of words which should be changed.
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2. Keep interactions for the same purpose the same and logical.
It is worth noting that there are inconsistencies in the interactions in the prototype.
This means that in order to obtain the same purpose, participants may find 2

different interactions.

For example, see Figure 39.1, since the dark—colored function part was always fixed
to the right and defaults to displaying Roles. As a result, when a participant clicked
on a blank "Receiver" or "Sender", the content on the right didn't appear to change,
whereas when they clicked on a blank "Type of information", the dark—-colored
function part on the right changed content. It not only defeated participants'

expectation, but also led to a lack of uniformity and logic in the interaction.

‘If | click the blank square of Sender or Provider, there is nothing changing on the right part.
However, if | click the blank square of Type of information, the right function part would change.
There is no uniformity in these two operations.” —Farticipant 2

aaaaaaaaaaaaaaaaaaaaa

Click

Right function part-After clicking the Sender

during oach step?.

¢

0 @& & n
vy OEBBLMLD

Right function part-Without any interaction

Right function part-After clicking Type of information

Figure 39.1 Example of the uniformity in the prototype for the Test 2.
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Based on these insights, the final prototype developed. See Figure 39.2. It shows
the final prototype hides the dark—colored function part if there is no interaction
with the content in filling in the Receiver, Sender and Type of information. What's
more, the new design solution brings more other benefits, such as providing a more

immersive reading of Messages and Message sequences.

For more details about these changes, see Chapter 6.

g
8
b
s
#= il

Click

ot Right function part-After clicking the Sender
Click

Interface—Without any interaction

Right function part-After clicking Type of information

Figure 39.2 Example of the same interactions for the final prototypee.
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3. Suggestions on Ul components for the prototype.

Moving on to the Ul problem, attention is drawn to the Type of Information details
function part (the dark part fixed on the right). Some current buttons in this
interface were found to be hard to capture participants' attention and triggering
desired interactions. See Figure 40.1. Participants could click these yellow buttons
to get details and explanations on types of information, however, it was hard to
notice and click them in the current prototype. This issue may stop the seamless
flow of user engagement and block the intended interactive experience. It has been

developed in the final prototype by changing colors and icons. See Figure 40.2.

A second and equally critical Ul problem centers around certain buttons that,
according to users' feedback, fail to effectively convey information about their
interactive potential. This ambiguity leaves participants uncertain about the
actionable elements within the interface, diminishing the overall usability of the
system. See Figure 41.1. Compared with “Interaction row” which cannot be clicked
and “Data flow” which could be clicked, it was hard to distinguish. For one
participant, with the word “Data flow” and the icon, it seemed to be unclicked. And

it has been changed into something like in Figure 41.2.

In light of these Ul challenges, prioritizing a overal review and potential redesign of
button functionalities, visual cues, and overall interface clarity is needed. By refining
these elements, we aim to optimize the user experience, fostering a more intuitive
and efficient interaction with the interface. See more details about Ul components

change in Chapter 6.
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Figure 40.1. Example for buttons which were hard to be noticed.

The information exchange between humans and Al in Storyboard #2.
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Role & Action
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during each step?

Type of information
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during each step?

The manager uploads the CV #1 into the CV-Screening
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Figure 40.2. Example for buttons which are changed.
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Figure 41.1. Example of distinguishing buttons which could be clicked and unclicked.
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Figure 41.2. Example of distinguishing buttons which could be clicked and unclicked.
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6. Final design & test

The sixth session will show the evaluative phase of the final design, including both
the final design and the final test. This section also provides an in—depth look at the

research activities carried out throughout the design—testing process and presents

the conclusions drawn from the concluding analysis.

—~
Analyze from Phase 2
Plan
3
=Y

2y %

g- Final phase

3

Build

Analyze from Final phase

Figure 42.. Overview of Final phase.



6.1 Final design

The final output of the project is a digital tool designed to support the early stages
of human-Al interaction design. Based on communicative acts and human-centered
design, this tool assists designers during the ldeation stage of design thinking. It
achieves this by visualizing the roles, data, and information involved in the process
of information exchange during human-Al interactions. The aim is to enhance
efficiency and ease in designing these interactions. This tool serves as a bridge,

helping a seamless connection between design and Al exploration.

6.1.1 Overview

This design output was improved based on the design in Chapter 5 and the design

insights gained from subsequent testing, with four main improvements:

1) simplification of the functionality and the information contained;

2) name and content of Touchpoint;

3) the reading experience of the Types of information details;

4) a more immersive reading Message (sequence) experience by hiding and

interactively waking up the different functional areas on the right hand side.

Figures 42.1 & 42.2 represent the final design of the interface, which retains the
two primary functions: the creation of the Message sequence and the interaction

with the content in the Touchpoint section.

In the Insights—related content in Chapter 5, it has been discussed how to modify
some of the test content, design concepts, and digital prototypes based on the
insights obtained. More details about the design and test materials are provided

next, while the unchanged tools and interactions remain the same as in Chapter 5.
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Figure 42.1. The interface for Message.
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Message Interaction
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Figure 42.2. The interface with Touchpoint.
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6.1.2 User interfaces

1. Top positioning status bar.

In the final design, the topmost function or display had been temporarily removed,
which was the same as the prototype in the last test. This decision was made
to prevent overwhelming participants with too many icons that don't serve any
interactive purpose, potentially causing confusion. The elimination of non-
interactive content aims to help participants focus on the main functionality of the

test. See Figure 43.1.

= =

Message Interaction

Figure 43.1. Toolbar.

"Message" is the button to go to the interface for Message. It is shown in Figure
42.1. Designers could modify Messages in this interface. "Interaction" is the button

to view and modify Touchpoint and connections of Messages. See Figure 42.2.

2. Project name.
On the middle of the second level, it is shown the name of the current project. But

for the prototype, participant cannot type the name freely. See Figure 43.2.

Figure 43.2. Project name.

3. Collaborative boards & Scale display.
In the current prototype, here is no place for Collaborative boards & Scale display.

The functions might be developed in the future.
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4. Bench

This is the area that will be displayed after the Scenario and Message (sequence)
are created. This is an infinite canvas and can be freely moved or zoomed in and
out. See Figure 43.3.

Project 1

Bench

Figure 43.3. Project name.

5. Type of information

In order to reduce the cognitive load of participants in the types of information
section and to avoid misinterpretation of the content, "examples" was replaced by
"Possible examples" in the new prototype, and the Operation—related content was
deleted. Operation—related content was deleted. And because it was difficult for
participants to see the yellow button in the upper right corner, it was changed to a

darker button in this version, which is visually easier to distinguish.

As shown in the Figure 43.4.
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Type of information ©

New sample
A new sample
Operation: Create

Example: Capture a new face, create a new
document, create a new feature vector
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Operation: Map
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Sample for a given label k
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Edited sample
A sample modified to a new sample
Operation: Modify

Example: Modified document, edited image,
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Figure 43.4. Changes on Type of information.
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6.1.3 Roles

For the Roles, there is no change on the style of blank Human or Model role part.
However, the interaction on how to choose the needed role from the right function
part has changed. See Figure 44. By clicking the blank Sender or Receiver, the
dark—colored function part appears on the right. By draging & dropping the needed
role into the responsible blank, it would be fiiled.

Figure 44. How to fill in blanks for Roles.

6.1.4 Types of information

In the last section, one of the participants pointed out the possibility of needs to
see details for two types of information at the same time. Taking this feedback
into account, the explanation content for types of information has been modified in
the current version to enable the meanwhile viewing of different explanations. See
Figure 45.1.

Doscrive whattho message s

Role & Action ©

m==o et o RE® o x|

Hewsampie Labeiforsample Lo o sample

Figure 45.1. See multiple details for different Types of information at the same time..
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6.1.5 Touchpoint

In the prior design in Chapter 5, the term "Interaction Row" was what is now named
"Touchpoint." Participants argued that Input/Qutput/Ul elements were not in the
same hierarchy, making it less fitting to categorize them under a broad term like
"Interaction Row." Nevertheless, "Touchpoint," a phrase commonly used in user
journey maps, effectively summarize the essence of this section [46]. This term

helps designers in understanding the content of this row.

Furthermore, the specifics of Touchpoint have been developed to provide greater
precision compared to the earlier version. This redesign aims to offer a more

intuitive grasp of what might be present in the interface. See Figure 45.2 & 45.35.

Project 1

Scenario 1

The information exchange between humans and Al in Storyboard #2.

Description The manager uploads the CV #1 into the CV-Screening The manager hopes the CV-Screening model to give The CV-Screening model works and provides The HR Manager is satisfied with the i
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What is the Input/Output/Ul B D o tsa54 (
cases in each message? [ Unewasam me L plesasw e Sample-CV #1 ——— 100

vvvvv

If the manager doesn't agree

Figure 45.2. Touchpoint and new content.
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Message Interaction

a Touchpoint
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anew sample
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Figure 45.3. Touchpoint and new content — right function part.
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6.2 Final test

The test goals and test methods in this section align with the details provided in
Chapter 5. The prototype for testing has been enhanced in accordance with the

final design.

To improve the testing process, insights gained from Chapter 5 have led to
specific refinements. More detailed test reading materials have been added to
assist participants in better understanding the use cases applied in the test. This
enhancement aims to facilitate participants' interaction with the prototype and

successfully complete the tasks. For more details in Appendix J.

6.2.1 Preparation

The Insights part in Chapter 5 has discussed changes. For more details, see them

on Appendix J.

6.2.2 During the test

There were six participants in this phase of testing. Two of them were from the
SPD program in TUD's IDE Academy and the remaining four were from the DFl
program in TUD's IDE Academy. These participants were all new to the program
and had no prior knowledge of the terms "communicative acts" involved in the
program. Also, none of the five participants had any design experience in creating

Human-Al Interactions prior to the test. See Figure 46.
For details about the participants, see Appendix K.

For the prototype used in the user test, please click the link: Final prototype
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Figure 46. Participants are doing tests.
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6.2.3 Analysis & results

Consider the design goals, the responding testable targets and the tasks in Chapter
5.

My design goal is to design a digital tool that allows designers to prototype
human Al interaction based on communicative acts through a Human—center

design process. What’s more, this tool:

— /s easy to learn how to use the tool
— Help designers learn the basic concept “Communicative acts” of human-—

computer interaction involved in this project.

Figure 47.1 shows the fulfillment of the testable objectives set in this test. It shows
that the design concept in the current prototype, while there is still room for

improvement, generally meets the set design goals.

The evaluation of whether or not the testable objectives were met comes from the
participants' completion of the individual tasks in Figure 47.2. These situations were
determined by the participant's behavior, what participants said during the "Think

aloud" and the participant's own evaluation during the interview.

LEGEND

1-4: Testable target
1 1

2
3 3 3 1 T 2
4 4 3 2 3 Fully achieved

P1-P6: Participants

Pl P2 P3 P4 P5 P6

2 ® 0 ¢é 4
4 4 ‘ Not achieved

Figure 47.1. Testable targets results.
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Figure 47.2. Overview of how participants did.
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Overall, positive results were obtained for this round of testing; each participant
completed three tasks successfully. There are many possible explanations for why
participants thought it achieved the design goals from the visulization in Figure
47.2.

1. Familiarity helps designers more easily understand the concepts in the project.
First, the way the Message is currently used and presented is easy for participants
to associate with the user journey map. this may help them to interpret the
Message in the same way they understand the user journey map, and thus quickly
understanding the content related to the Communicative acts. See how participants
completed Task 1 & 2 in Figure 47.2. More than 4 participants said something
about it during the test.

"And | get why you asked me what kind of design tools | would use during designing. This Jooks
like a user journey map, and perhaps my familiarity with this tool will also help me subconsciously
understand quickly what it takes to make sense of this.” —Farticipant 1

“The prototype has a lot of abstract concepts. It is hard to educate designers how to use it
Frobably because | have extensive experience using the user journey map, | could quickly understand
how to use this archetype in the first two tasks.” —Farticipant 2

‘By the way, | am curious if it has connection with the user journey map. It gives me the same
sense.” —Farticipant 5

It is the same for understanding the content in Touchpoint. Touchpoint is one
important term in the user journey map and other design tools, which means the
ways the target group interact with a product, a brand or a service [45]. It reduces
overall understanding and helps participants understand more abstract concepts.
There are 4 participants contributing to the insight. See how participants completed

"Correct Touchpoint" & "Create Touchpoint" in Figure 47.2.

It is the information the humans would communicate with the Al model in the use case, right?” —
Farticipant 7

‘I think designers would be more familiar with the content in Touchpoint, and that really hejps me to
understand what happens in each message. Why do vou put it on the bottom?” —Farticipant 4.
“They are the places for human to interact and give triggers for the Al to work.” —Farticipant 5
‘Designers would get the touchpoints much easier than the Message." —Farticipant 6

“The same as the Touchpoint in the user journey map. A classic word in the user journey map. —
Farticipant 6
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2. Simplicity helps designers focus more.

The interface is simple and focused, and operates in a way that is consistent with
commonly used design tools, balancing the overall difficulty of learning the tool.
See Figure 44. As shown in the figure, participants only saw Message sequences
for the most cases, and only when they needed to make changes did the dark
function part appear. This allowed them to immerse themselves in thinking about
the relationships between Messages. There are 3 participants talking about the

topic directly.

‘For the interaction to change the order, | think it is logical. It is the same as other tools.” —
Farticipant 7

‘I have to say that content about characters, actions and types of information is very important. It
would be best to make it more prominent.” —Participant 2

"Also, | like designs that hide functional areas as much as possible. This lets me focus more on
creating relationships between Messages. This also has a greater view and space.” —Farticipant 4
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6.2.4 Insights

The test also exposed many previously unanticipated issues and provided insights
for the future development. Mostly it's about the organization of content in

Message, the structure of Message sequence and what's in Touchpoint.

1. Organization of content in Messages.

As shown in Figure 48.1, the idea among almost all participants was that the
current Message format, which combines Description, Roles & Actions, Type of
information, and Touchpoint in the same and/or parallel information hierarchy,
is not optimal. For them, Roles & Actions and Types of information are the most
important sections. While the Touchpoint helped designers in understanding
Message and brainstorming potential interactions. In general, the relationship
between Roles & Actions and Types of information needs further exploration. The
Description section, the same as "annotation," was considered less important and

could potentially be hided in the current interface as a lower—level content element.

Task 1

Participant 1 - DFI A Description anager uploads the CV 1 into the CV-S The manager hop co
Describe what the message is model. positive or negative suggestions on the CV #1 based on

Define Message

Find Types of information Role & Action @

Recc
What action does the roles take @ p— @ p— —
during each step? Provide : Request ( : ) Provide
s St to Provid SuitchtoRegues
HR Manager v Screening Cv-Soreening i

Participant 2 - SPD o —

Type of information
What is the type of information
during each step?

Find Types of information

Participant 3 - SPD

Touchpoint
What is the Input/Output/Ul

cases in each message? O o a

o
=

Find Types

Participant 4 - DFI

A The content should not be in the same information architecture.
Find Types of information

Create roles “For me, | can't get the reason why Description is on the top. Maybe the Role & Action could be the top, then it is the type
of information. The description is not the most important part. ” —Participant 3

Participant 5 - DFI “These three types of information currently seem like a hierarchy to me. Through my experience with Task 1, | think these
three types of information are completely different. The ones in the table are side-by-side information; they are parallel..” -
Find Types of information Participant 2
I

Create roles
A lot of issues Several issues Some issues

Figure 48.1. Feedback on Message’s organization.
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2. Explore diverse structures beyond the linear format.

The second part is about the Message sequence’s structure. Two participants
argued that linear structure is indeed the most efficient structure for information
transfer and the most cost—effective way to build a task, it can be challenging for

designers in the early stages of ideation. See Figure 48.2.

Task 2

Participant 2 - SPD Description g hop
RS B3 A model postiveornegative suggestions on the CV #1 based on suggestions i the form of positive of ne
labels

Define sequence

Participant 3 - SPD

Role & Action ® Seder  Recower Sender Recever | Sender

et
What action does the roles take D @ .
during each step? Provide (:) Request Provide

o soxcenng iz bsanages Cvsenning CvSoreening

Define sequence

Type of information
What is the type of information
during each step?

Touchpoint A
What is the Input/Output/Ul m B
cases in each message? [ [t D pe——— ]

A Currently the Message structure is linear by default, although it is possible
to create different loops and thus build non-linear structures. However,
linear emphasizes logic, which is more difficult for the early stage of design.

“| think it is a little hard for designers to give out some logical sequences in the early stage of Ideation. Sometimes | am
not sure what would be the design output and what the information would be exchanged in each step. ” —Participant 4

A lot of issues Several issues Some issues

Figure 48.2. Feedback on Message’s sequence structure.
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As Participant 4 says, '/ think it is a little hard for designers to give out some logical sequences

in the early stage of ldeation. am not sure what would be the design output and what the information
would be exchanged in each step."

In general, they prefer to have more control over the design materials at the early
stage of the design, so as to explore the different Human-Al Interactions that may
exist. As shown in Figure 458.3. This is an example presented by Participant 2 of
how designers brainstormed in the early stages of the Ideation phase during the
Design thinking process in an "everything is in mess" situation, in conjunction with
other design tools. They may work in groups to compare and categorize potential

design ideas, and then make choices based on actual needs.

This may seem to contradict the conclusions reached in the Pre—phase at the
beginning of the project, but this section will be explored in more detail in 6.3

Limitation.

However, these participants also recognized the benefits of a strong logical
structure. It helps them quickly get the content of Human-Al Interactions and

construct new information flows. As Participant 4 also said, "this tool helps me to sort

out how HR's needs are to be matched with Al and how his tasks are to be buried at each step.
" Participant 2 mentioned, ‘Or keep the linear part, and give them more places to change

structures, too.”

Synthesize themes and findings indo each category

Stengths Weaknasses

Move cach idea snto the matrix fo prioridize.

Opportunities Theeats

Figure 48.3. Example of one possible way to use Message during ideation.
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3. Touchpoint's content has too many details in Ul components.

Finally, a suggestion for Touchpoint. As shown in Figure 48.4, almost all
participants had a problem with the content of Touchpoint. Although they all felt
that the current Touchpoint content helps designers to understand the content of
Message faster, the current level of detail might hinder designers from generating

their own interactive Ul and/or interaction ideas later on.

Furthermore, Touchpoint currently lacks the capability to record a designer's fuzzy
ideas. Participants believed that it only allowed the selection of prepared Ul styles
or data, limiting its capacity to inspire designers. Participant 2 highlighted this
limitation, stating, "t is a little strange if | have some ideas but | cannot write or draw it down

here, at least for me.”

Of course, there are many other insights in Ul styles, interaction and stuff. See

more details in Appendix L.

Task 2

Participant 1 - DFI Description

Describe what the message is model

Correct Touchpoint

Participant 2 - SPD Role&Action® | = Recever swer e e
What action does the roles take | -
Correct Touchpoint e ® 1& — :%%: ® gg — Z%% ® :%%: e A
Participant 4 - DFI Type of information Labelorsample
What is the type of information
during each step?
Correct Touchpoint e
Partici -DFI Touchpoint A
artICIpant 5 W::::s:m'::l,')::tloutput/ul m B
cases in each message? ot —— v o
Correct Touchpoint e R D «
o= e
Participant 6 - DFI
ger doesn't ag
Task 3 A Too many details in Ul components for Touchpoints. Limited capability for
Participant 6 - DFI recording designers’ fuzzy ideas.

CEmtEe Ve T “1 think they are too specific and have too many design details, like a finished Ul interface. This may limit the designer's

ideas. " —Participant #2

“It is a little strange if | have some ideas but | cannot write or draw it down here, at least for me.” —Participant #2

Alot of issues Several issues Some issues

Figure 48.4.Participants feedback on Touchpoint.
142



6.3 Limitation

The main purpose of this test was to test whether the final design concept met
the design goals, so the overall interface was not completed to the point of
performing Usability. Therefore, it is unknown if the existing interface can fulfill the

requirements related to Usability.

Secondly, this test also uses a use case consistent with the previous test as the
context for the overall test task. For more diverse and complex task contexts in the
future, whether the current functionality matches the design concepts is also one

of the directions that can be tested in the future.

Then from the insights, the tasks setup could be developedin the future. The
content of some of the tasks that are set now do not fit well with the activities or
behaviors that designers may engage in when they are designing. This has caused
participants to become confused about the description or purpose of some tasks,
which affects the understanding and use of the prototype. For example in Task 2,
Participant 4 means "But / think it is not realistic. In most cases, the HR would not pay attention

to CV's prediction Tailed”. He or she would just delete it. "

At the same time, the description of the task needs to ensure that the possibility of
misunderstanding is reduced. For example, Participant 3 was confused about the
goals of Task 2, which led to a biased understanding of the way the prototype had

to work.

| found Task 2 to be similar to a modification task. May | ask if this is the formalized workflow in
the prototype? Is it that after | create the message sequences based on the use case, the prototype
automatically generates these Touchpoints for me and | modify them if | am not satisfied?” —
Farticipant 3
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Finally, for this type of functional test, the presence of too much information or
elements that cannot be interacted with can somewhat interrupt their train of
thought. , thus affecting the overall experience of the participants. This is because
they may be curious or skeptical about the ways in which these elements are used,

and whether the prototype is generating bugs, etc. See Figure 57.

And if in this interface we cannot use the Metric, let it be grey or disappear.” —Farticipant 5.

Similarly, due to the functional limitations of the development tool Figma, the
prototypes used for testing were set up in advance with triggers for interactions
based on the task, rather than allowing participants to freely explore all interaction
features as they saw fit. This also led to an inability to explore in depth how
prototypes can be used to create content for vague ideas when the designer is in
the ideation phase. This is why the participants' views diverged in Pre-phase and
Final phase regarding the test results of the linear structure. The task or activity
of the test was on the other hand the cause of this disagreement. In both tasks,
a "linear story" had been specified (From Participant 1 in Fre-test, Fre phase), SO it was
easy for the designers to use the linear structure to build a task flow with strong

logic. But this is not necessarily the case when they are in the real design process.

Therefore, future research can explore this through a more realistic case with a

model with a higher degree of completion.
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6.4 Conclusion

In summary, existing digital prototypes can basically achieve design goals through

familiarity and simplicity of workflow and interfaces, but the results of the test also

show the direction of future design development. The summary about insights in

this chapter is shown in Figure 49.7 below.

+ —

Good aspects of the design concept #1

Familiarity helps designers more easily understand the concepts in the project

Good aspects of the design concept #2

Simplicity helps designers focus more

Suggestions for what could be improved #1

Organization of content in Messages

Suggestions for what could be improved #2

Explore diverse structures beyond the linear format

Suggestions for what could be improved #3

Touchpoint's content has too many details in Ul components

Figure 49.1. Overview of insights for the final test.

Also, in order to more visually demonstrate how this project developed the research

through the insights gained from the different phases of testing, Figures 49.2 &
49.3 & 49.4 below summarize the insights from Chapters 3 & b.

And the Figure 15 shows the specific design considerations from the Pre-test,

which combined the literature guidance and the client's supplement.

T_
Suggestions for Design #1 Insights on structures — The linear structure is preferred
Suggestions for Design #2 Insights on Design considerations
Suggestions for Design #3 Communicative acts make sense for participants

Figure 49.2. Overview of insights for the Pre—test.
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Design Considerations for model-
informed prototyping [13]

Design Considerations for the project

Possible functions

Prototyping tools should allow designers to
invoke ML models by specifying input data
directly.

1. Designers can create, modify, delete and move
messages to form interactions.

2. They can modify the instances or data information
about inputs/outputs/instances, etc. of the Al
models according to the needs of the end-users
for evaluating the predictions.

A\

Create & modify messages & message
sequences; choose the best Al models
based on the end-users’ needs;
connect instances in the use case with
messages; visualize the input data
during the HAI...

A

Prototyping tools should allow designers to
incorporate Al outputs into interface design.

Designers shall be able to visualize in the interface the
instances of each Message that are related to the
exchange of information or the HAl-related Ul
elements.

>
Visualize the output & feedback/XAl;
connect instances in the use case with
messages; choose the best Al models
based on the end-users’ needs...

Prototyping tools should allow designers to
shape model APIs according to end-user
needs.

Designers can define the inputs/outputs/Feedback—
XAl of the Al model and the presentation of these
based on the needs of the end user in the use case.
However, they should not involve too much coding and
focus more on how the designer builds the HAI

>
Choose the best Al models based on
the end-users’ needs; help designers
understand functions of each Al model
easily...

N

Prototyping tools should allow designers to
evaluate design choices across diverse users
and contexts.

\
>

1. Designers can create personas that will perform
HAI based on use cases, whether they are humans
or Al models.

2. The design outputs should be broadly applicable to
different design challenges.

A

>
Create & modify messages & message
sequences; connect the end—-users’
needs with the Al models and
messages...

A

Prototyping tools should allow designers to
incorporate model-related data rapidly and
iteratively.

\
>

Designers should have the flexibility to adapt the
content created in the design output to the needs and
feedback of the end user.

/Create & modify messages & message
sequences; visualize the data or
instances conveying during the message
sequence...

Figure 15. The project's design considerations.

T— —+
Suggestions for Design #1 Emphasize and clearly demonstrate the connection between Instance and Terms.
Suggestions for Design #2 Fewer interfaces would be better.
Suggestions for Design #3 Be careful fo clearly distinguish and present content between different levels in the
prototype.
Suggestions for Test #1 Providing a more reasonable test context and supporting materials in the subsequent
tests.
Figure 49.3. Overview of insights for the Test 1.
+— —+

General insight in the design & test plan

The digital prototype and the test plan worked in general

Suggestions for Test #1 The analysis of two pilot tests highlights the necessity for a clearer introduction

Suggestions for Test #2 Display all the parts that can be interacted with where they can be seen most easily,
while ensuring that interactions do not interfere with task understanding

Suggestions for Test #3 Reorganize the questions in each task so that they encourage participants to interact

with the prototype

Suggestions for Design #1

Change some descriptions in the prototype

Suggestions for Design #2

Keep interactions for the same purpose the same and logical

Suggestions for Design #3

Suggestions on UI components for the prototype

Figure 49.4. Overview of insights for the Test 2 (Pilot test).
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Limitation

This section focuses on reflecting on the entire project,

including the methodology used for the project, test materials,

prototype creation, etc.

X X



With regard to limitations in this whole project, there may be several:

1. The linear storytelling approach and task setup may have limited the
exploration of more structures.

From the test results in Pre—phase as well as in Final phase, the use cases CV-
Screening used for testing were presented in a linearly descriptive way. Also the
strong purposive task setup may have been one of the reasons why participants

preferred to use a linear structure in the Pre—phase.

Participants generally acknowledged that linearity was the result of the final HAI
presentation because it was strongly logical and more efficient in transferring
information. However, in the pre-design phase, they needed more space to find
out how the human and the Al would communicate with each other, and to find the

opportunity to create the HAI out of "chaos". 2.

2. The interaction constraints of the prototype may have limited the designer's
freedom to present ideas.

Due to the limitations of the prototype creation tool Figma does not provide a tool
that can really be at the designer's disposal. This allowed participants to accomplish
tasks more through the preconceptions. This is not the way designers work in real
contexts, so how designers create and conceptualize HAIs in the Ideation phase

cannot be captured in finer detail.

3. Message-related information architecture may need to be explored more.

In the project, it is believed that the content in the communicative acts all had
equal importance, and subsequent designs were made based on this. However, in
the Final phase, it was clear that most participants believed that there was also a
hierarchical relationship between these content. If the content could be presented
as concisely as possible, it would give designers a clearer picture of how people

and Al communicate.
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Meanwhile, the "Touchpoint" content in the final design is an important piece of
information for designers to understand and utilize communicative acts. This helps
designers to transition from concrete concepts to abstract concepts, which is

information they can more easily obtain from concrete use cases.

149



IR e
e

8. fl///)
Reflection
299

*

. a



The topic of "how new technologies can bring better experiences to the lives of the
public" has been a concern of mine since | chose to major in design. | believe that
it is one of the social responsibilities of designers to deconstruct new technologies
and bring the technological breakthroughs in academia to the public to improve

their living standards.

And the development of Al over the years and the technological breakthroughs in
recent years have made me interested in it. But Al technology is very difficult to
understand the content for designers without computer-related background, in my
opinion. Meanwhile, during the master programme, although | have been exposed
to some Al-related design tools (e.g.Voiceflow, PostureNet, etc.) and use cases of

machine learning in design, | still feel that there is always something missing.

Thank you so much to my superviors for giving me the opportunity to explore
the possibilities of helping designers build Human-Al Interactions. Your detailed
guidance in design, research, and prototyping is greatly appreciated. Although it
took a long time to define and align the information for the overall project, we

succeeded finally!

And many thanks to Chatgpt, technology changes lives! It has given a lot of
suggestions on the grammar, writing structures and spelling correction for

proofreading this thesis.

Although at the beginning of the project | set an ambitious goal to program a truly
interactive website, and was initially very confident in my html/css programming
skills. Unfortunately, my understanding and use of Javascript was not deep enough,
and when it came to more complex interactions, the code always had all kinds
of unforeseen problems, and | eventually compromised by using Figma to create
interactive prototypes for functional testing. However, this project helped me to
review my knowledge of html/css again, and made me realize the gap between the
rendering of the design and the final implementation, and how to possibly solve
these problems. Maybe this experience can help me communicate more effectively
with front—end development engineers in my future job.
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Thanks also to Freepik, the final slides and the embellished patterns of this thesis

are partly from Freepik [39].

Last but not least, | would like to thank all the participants who took part in the
testing of the project, without your support it would have been an impossible
task. Also a big thank you to my family members and my cat, not only during this

graduation period.
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Do not use abbreviations. The remainder of this document allows you to define and clarify your graduation project.

start date 24 - 07 - 2023 08 - 12 - 2023 end date

INTRODUCTION **
Please describe, the context of your project, and address the main stakeholders (interests) within this context in a concise yet

complete manner. Who are involved, what do they value and how do they currently operate within the given context? What are the
main opportunities and limitations you are currently aware of (cultural- and social norms, resources (time, money,...), technology, ...).

space available for images / figures on next page

Every advancement in technology opens up possibilities for designers to innovate. Often finding the right way to use
technology requires designers to make an effort to learn and deconstruct the technology. Artificial Intelligence
technology, after close to a century of development, has enough resources and is at the stage of entering the design
market [1]. Existing research proves that Al has the potential to become a new material for user experience[2].

However, user interface or user experience designers have found great challenges in investigating how to utilize Al as
UX design material. Due to the technical complexity and uncertainty associated with Al models [3], designers face
difficulties in effectively designing and testing these interface prototypes. Specifically, these two characteristics result
in the fact that human traditional prototyping techniques may not be able to adequately capture the behavior and
capabilities of Al systems [3]. Therefore, it is beneficial to investigate how to bridge the gap between design and
engineering practices to ensure that Al products produce optimal performance.

As a result, Our main goal is to develop a prototyping tool for Al interactions using communicative behavior (Figure 1).
Communicative behavior (also known as Communicative acts) means intentional actions performed by individuals to
convey meaning, exchange information, express emotions or achieve specific goals through language or other forms
of communication. These acts would be like speaking/writing languages, gestures, facial expressions, body languages
and more. They are very important because they are the focus of understanding or transferring information between
humans and Al. As a prototyping tool, we expect to be able to efficiently receive information about the user's needs
and deliver it to the user in an appropriate way. To collect these communicative behavior from designers,
Model-Informed prototyping(MIP) would be a great way [4]. MIP is a workflow that combines model exploration

and interface design tasks. That means we could see what kind of communicative behavior happen and how
designers interact with Al and interfaces while designers are in the process of MIP.

The tool will be developed using html/css/Javascript and P5.js, allowing designers to overcome the challenges posed
by Al and create seamless and effective Al-powered user interfaces.

When developing a prototyping tool for HAl interactions, the primary goal is to maximize the ability to ensure that the
product provides correct feedback on end-user behavior. In this regard, good HAI design guidelines have been
proposed by both academia and industry [5, 6, 7. | would conclude design considerations during the design part.

Opportunities | am currently aware of:

- Artificial intelligence materials challenge traditional prototyping methods because it requires more input to create
interactive prototypes and give immediate feedback.

- There is need for methodological research on how to let UX experience designers interact with Al materials with
feedback, and we can look for possible directions by means of rapid prototyping and so on.

- Friction in prototyping Al features for designers.

- Lower the barrier for data-driven design and more support in current prototyping tools.

- Concluding our approach from the project into results or models which could support the future on a new workflow
for HAI prototyping.
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image / figure 1:  _Interactions and types of communicated information between users and Al models
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PROBLEM DEFINITION **

Limit and define the scope and solution space of your project to one that is manageable within one Master Graduation Project of 30
EC (= 20 full time weeks or 100 working days) and clearly indicate what issue(s) should be addressed in this project.

ASSIGNMENT **
State in 2 or 3 sentences what you are going to research, design, create and / or generate, that will solve (part of) the issue(s) pointed

The main goal is to develop a tool to prototype HAl interactions using a low-level type of communicative information,
communicative behavior (Fig. 1). The entire design and research process will be guided by an iterative prototyping
approach [8], where each phase consists of four steps (Fig. 2), for a total of four phases: 1) The pre-prototype phase is a
rapid prototyping phase. The main objective is to quickly gain basic insights from design students on prototyping
tools such as representing and creating HAI interactions through paper models. Participants may have experience in
the use of HAI as a UX material and may bring some unique insights to the next prototyping development. Ideally |
could have a draft design considerations or assessment after the workshop. 2) Phase 1 consists of brainstorming,
results of the pre-prototyping and idea realization of the first version of the digital prototyping software, using Figma
as the initial model building tool. The focus of this phase is on the usability of the prototype, including task flow,
interface elements, interaction styles, and so on. The test is expected to recruit 5-10 participants (design students). The
test will use Model - Informed Prototyping (MIP) to create a product using the model for the same use case. The
prototype will then be iterated based on the results. 3) Phase 2 is the same as Phase 1. However, this phase focuses on
whether the improved workflows, interactions, system feedback, etc. During this phase, we would use
html/css/javascript to build the real web interfaces. This phase of testing is expected to recruit 15-20 participants and
again have participants complete tasks using the MIP. Based on the results of the testing, | will iterate on the prototype
again. 4) Phase 3 focuses on testing the final prototype to see if it meets the requirements of different use cases. We
would also use the html/css/javascript to build the prototype. The test is tentatively set for 2 different use cases with a
total of 15-21 participants recruited.

out in “problem definition”. Then illustrate this assignment by indicating what kind of solution you expect and / or aim to deliver, for
instance: a product, a product-service combination, a strategy illustrated through product or product-service combination ideas, ... . In
case of a Specialisation and/or Annotation, make sure the assignment reflects this/these.

Lwill develop an interface for model-informed prototyping-using HAl.communicative acts. To do.it | would use Iterative
Prototyping to explore how designers interact with the interface while prototyping HAl interactions. Then | would assess

1

- 1) Make a plan for pre/1st/2nd/3rd test, including participants, use cases, assessments, questionnaires and so on.

- 2) Brainstorm for the pre/1st/2nd/3rd prototypes. The deliverable an outcomes could be paper models or clickable
digital prototypes which participants could use for MIP.

- 3) Build pre/1st prototypes by paper or Figma materials. Build the 2nd/3rd prototype by html/CSS/Javascript.

-4) Hold the prelst/2nd/3rd test. For the pre test, the goal is to get the draft workflow of interfaces fast. For the 1st &
2nd test, the goal is to assess the usability of interfaces and to explore what designers want and how they want to
interact with the platform more. For the 3rd test, the goal is to assess if the output meet the needs for general cases by
testing different use cases.

- 5) Analyze results got from tests. Then iterate prototypes based on insights from analyzing.

Goal: Develop an interface for model-informed prototyping using HAl communicative acts as design materials. The
interface will be used as a prototyping tool for Human-Al interactions. The tool will be used to collect a set of use
cases, models, users, as well as designed interactions for different scenarios. Through workshop sessions, the goal is to
develop a tool which supports designers to follow a set of guidelines while prototyping HAI interactions.
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PLANNING AND APPROACH **
Include a Gantt Chart (replace the example below - more examples can be found in Manual 2) that shows the different phases of your
project, deliverables you have in mind, meetings, and how you plan to spend your time. Please note that all activities should fit within

the given net time of 30 EC = 20 full time weeks or 100 working days, and your planning should include a kick-off meeting, mid-term
meeting, green light meeting and graduation ceremony. lllustrate your Gantt Chart by, for instance, explaining your approach, and
please indicate periods of part-time activities and/or periods of not spending time on your graduation project, if any, for instance
because of holidays or parallel activities.

startdate 24 - 7 - 2023 8 - 12 - 2023 end date

Date 240772023 31072023 O70R2023- 1A0B023-  210M2023- 28082023  0ANG/2023-  11/09/2023- 18/092023-  25/09/2023- 021072023 09/102023- 16/102023- 2102023 30102023 O8/112023-  1311/2023- 20112023 27/11/2023- 011272028 041272023 -
072020 OMDB2023 11082023 18082023 2508202 01092023  OWOO023 1502023 2200872028 20002023 081072023 13102023 201072023 27102023 01172028 10/1172023 17112023 2411172023 ow/12/2023

Project week ! 2 3 4 5 ] 7 8 9 10 11 12 13 1 16 16 17 18 19 20

Make a plan for the pre workshop
Make paper materials for the
workshop.

Recruiting participants.
Test

Analyzing ‘
Make a plan for 15t workshop

Recniiting participants.

Brainstorming for the 1st prototyping

Prototyping.

Test.

Analyzing

‘Make aplan for2nd workshop |
Recruiting participants
Brainstorming for the 2nd prototyping
Prototyping

Tost

Analyzing

Make aplanfor Srd workshop |
Recruiting participants

Brainstorming for the 3rd prototyping
Prototyping

Test.

Analyzing

Wite roport

Propare prosentation

Deverble | Report 1: Results Report 2 Resuits Report 3: Results Upload al deiverables

Event \ick off meeting VA Wi ety Green lght meeting Final defense

My project planning phase is based on an Iterative prototyping method (Figure 2). There are 3 phases in total. For each
phase, | describe the corresponding activities as follows:

Pre/Phase 1-> 1) Make a plan on what the test (workshop) is, including participants features, tasks, questionnaires and
other material we need; What's more, we also need to make one standard for assessing if the prototype meets the
design considerations above. 2) Invite participants and make appointments. 3) Using Figma and/or paper material for
the prototyping building. 4) Hold the test and analyzing insights from results; During the test, | would ask participants
Think aloud" and use the video to record the whole process while observing what they do. After that, | plan to
interview them based on results they "design" with the low-fi prototypes. 5) Evaluate the prototype into a better digital
prototype and prepare for the next test. -> After these phases, | would get insights on the workflow, the frame, the
function and most details on how designers could interact with the platform to design for the end users.

Phase 2/3 -> 1) Make a plan on what the test (workshop) is, including participants features, tasks, questionnaires and
other material we need. 2) Invite participants and make appointments. 3) Using html/CSS/Javascript as the
programming tools to create the final prototype. P5.js would be another tool to add visual elements if necessary. 4)
Hold the test and analyzing results. -> After this phase, | would output the final prototype which should be useful in
more use cases.

Delivery: UI/UX design; create, test and evaluate the final prototype, Report 1& 2 & 3 -> evaluate the final design

output.
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MOTIVATION AND PERSONAL AMBITIONS
Explain why you set up this project, what competences you want to prove and learn. For example: acquired competences from your
MSc programme, the elective semester, extra-curricular activities (etc.) and point out the competences you have yet developed.

Optionally, describe which personal learning ambitions you explicitly want to address in this project, on top of the learning objectives
of the Graduation Project, such as: in depth knowledge a on specific subject, broadening your competences or experimenting with a
specific tool and/or methodology, ... . Stick to no more than five ambitions.

Programming Skills: Learn in-depth programming knowledge about artificial intelligence to create an
interactive and explainable Al product. Programming languages such as Python are widely used in modern
society and can be used to create a wide range of digital art and interactive experiences through in-depth
knowledge of them, providing a reliable means of implementing design outcomes.

User Experience Design ability: One of the most critical aspects of designing interpretable Al products is
creating a transparent and efficient user learning experience. Learning UX design principles and best
practices can help me implement design ideas that are intuitive and easy to use for customers, which can
improve their overall satisfaction and help Al education grow.

Human-Al Interaction Design: Based on my current career plan, | expect to gain more knowledge and
practical experience about HAX through this final project, and look for design possibilities in artificial
intelligence products.

Reference:

[1] Russell, S. (2022). If We Succeed. Daedalus, 151(2), 43-57. https://doi.org/10.1162/daed_a_01899.
[2] Subramonyam, H., Seifert, C., & Adar, E. (2021, June). Towards a process model for co-creating Al
experiences. In Designing Interactive Systems Conference 2021 (pp. 1529-1543).

[3] Yang, Q., Steinfeld, A., Rosé, C., & Zimmerman, J. (2020). Re-examining whether, why, and how
human-Al interaction is uniquely difficult to design. Proceedings of the 2020 CHI Conference on Human
Factors in Computing Systems, 1-13.

[4] Subramonyam, H., Seifert, C., & Adar, E. (2021, April). Protoai: Model-informed prototyping for
ai-powered interfaces. In 26th International Conference on Intelligent User Interfaces (pp. 48-58).

[5] Google. 2019. People + Al Guidebook. https://pair.withgoogle.com/

[6] Apple Inc. 2019. Designing the Ul and User Experience of a Machine Learning App.
https://developer.apple.com/design/human-interface-guidelines/machinelearning/overview/introduction/
[7] Goldman, N., & Narayanaswamy, K. (1992, June). Software evolution through iterative prototyping. In
Proceedings of the 14th international conference on Software engineering (pp. 158-172).

FINAL COMMENTS

In case your project brief needs final comments, please add any information you think is relevant.
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anew sample

Sample (Input to mode():
aninstance from data, e.g., image, sound, form, video

capturing an image, etc.

@ et le, .9, random

e Users can generate new samples by uploading a new file,

s capture a new face, create a new document,
a create anew feature vector

SAMPLE FROM LIST

sample selected from a list of samples

G_B/ =]=]-

‘Sample (model input):
an instance from data, e

List of samples (model input):
a list of samples s a st of model inputs, e.g, lst of files,
rms, Feature vectors, etc.

image, sound, form, video

el

i the
interaction, e.g., highlight selected sample on a visualization

u (i
e interface, e.g., click

select a ile, choose a Feature vector, clickona
data point (visualization)

SAMPLE AND LABEL

a sample- label pair
N

Sample (model input):

aninstance from data, e.g., image, sound, form, video

Label (model output):

2 izes the sample, e.g, face,
utterance, pass/fail, etc.
e Users can provide an example - a labeled sample through the
B abel

@ interface, e.g., visualize a sample and its predicted/provided
label

annotated image, positive/negative example, new
data point with label

GLOBAL EXPLANATION

%)

explanations for the model Functionality

Blr

Explanation (global XAI):

@ explanations of how the model makes predictions, e.
which features are most important, which rules the
model ollows to make predictions, etc.

decisions, e.g,, rule-based explanations, ranking features based

e Users can provide high-level explanations for the model
on their importance, etc.

Models can provide explanations about their functionality by
visualizing graphs (Feature importance values, in natural
language (rule-based explanations), etc.

3 rules, graphs, ranking features based on their
Bamples § - jmportance for the model's predictions

SAMPLE FOR LABEL

sample for a given label

il n

Sample (model input):
an instance from data, e.g., image, sound, form, video

Label (model output):
a class/category which characterizes the sample, e.
utterance, pass/Fall et

i it te one, which
belongs to the given label

Models can select a sample - its prediction using this sample
should be the provided label

categorize a document, detect an activity, classify
animage, predict success

EDITED SAMPLE FROM PREDICTION

modified sample from a sample- label pair

Sample (model input):
aninstance from data, e.g., image, sound, form, video

utterance, pass/fail, etc.

Users can modify a sample through the interface of the
interaction, e.g., change features, edit file, etc. in order to
match the label

Models can modify a sample through the interface, by altering
the Features of a feature vector or editing an image, in order to
‘match the label

Label (model output):
a class/category which characterizes the sample, e.g., face,

modified document, edited image, changed feature
value - to match the label

EDITED LABEL FROM PREDICTION

edited label from a sample-label pair

_>,

Sample (model input):
an instance from data, e.

. image, sound, form, video

Label (model output):
a class/category which characterizes the sample, e.g. face,
utterance, pass/Fail etc.

dit the label of the sample through the'i 3
e, click new label

Model can modify the label by predicting a different class for
the given sample

change the prediction for a detected face,
alternate class for document

LOCAL EXPLANATION

ion For a given ple- label pair

Aol

Sample (model input):
an instance from data, e.

E

.image, sound, form, video

Label (model output):
a class/category which characterizes the sample, e.g, face,
utterance, pass/fail, etc.

Local explanation
a justification For the given sample-label pair - why this
prediction was made

Users can justify their decision through if-then rules (rule-
based explanations)

Models can provide explanations about a given prediction

through feature importance values, rule-based explanations,
etc.

validate the recognition of an object, agree with a
Examples e
categorization of a document

00000

4 EDITED SAMPLE

a sample modified to a new sample

BB

Sample (model input):
aninstance from data, e.g., image, sound, form, video

dify an existi through the i 3
e.g., change features, edit ile, etc.

Models can modify an existing sample by altering the features
of the Feature vector or the raw data

modified document, edited image, changed
feature value

LABEL FOR SAMPLE

label for a given sample

B E

Sample (model input):
aninstance from data, e.g., image, sound, form, video

Label (model output):
hich i ple, e.g, face,
utterance, pass/Fail, etc.

u tats le by assignis toit (human
annotation)

Models can predi of asampl
predict function

categorize a document, detect an activity, classify
an image, predict success

PREDICTION PROBABILITY

the probability for a sample-label pair

S
I.s EH
r 2
Sample (model input):
aninstance from data, e.g., image, sound, form, video
Label (model output):
i ple, e.g., face,
utterance, pass/fail, etc.
@ Probability (model output):
label i ;
e Users may estimate the probability of a label being true
del i the pi Ity being
classified into the specific label

the probability of a spam email, the probability of
a document being accepted

FEEDBACK FOR PREDICTION

validation feedback For a sample- label pair

—

sample (model input):
aninstance from data, e.g., image, sound, form, video

Label (model output):
a class/category which characterizes the sample, e.g, face,
utterance, pass/Fail, etc.

Validation Feedback
2"Yes" or "No signal which describes the (dis)agreement with
agiven prediction (label for sample)

e users can provide validation through clicks, buttons, gestures,
etc

for the sample

@ Model can provide a validation based on their own prediction

o validate the recognition of an object, agree with a
categorization of a document
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Model M: CV-scoring

O - O A supervised ML model which predicts if a CV will be
uU2: Appllcant U1: Manager shortlisted or not, based on applicant's skills for a
Q Q specific job application
* Model type: Support Vector Machine (SVM)
e ) . L * Model task: Classification
Description: A (prospective) applicant who uses the Description: A manager who uses the model to make
model to assess or apply with their CV decisions about the hiring process I oo |
e Use Case: CV recruitment e Use Case: CV recruitment re v 5] model output
* Role: Applicant * Role: Manager deckslon: 0(fail- 1 (pass)
» Expertise: None » Expertise: Domain (hiring) -- No Al e Quiy (05) i
management skils [05]
tachmical skils 05]
Example of interactions Examples of interaction P
 uses model to apply for a position  uses model to make decisions about applicants e :
* uses model to understand how it makes decisions * uses model to understand how it makes decisions Kool gobal
* uses model to assess and improve their CV * adjusts model based on new data or decisions
* Input: CV as a feature vector (skills)

¢ Output-Class: Shortlisted or Not (0-1)

* Output-Metric: Probability of CV being shortlisted (or not)
* Feedback/XAl:

* local explanation: explain prediction

* global explanation: explain model

* validation: validate prediction (agree or not)

Model __:
* Model type:
. * Model task:
Description:
model input
* Use Case: N model output
* Role:
* Expertise:
Example of interactions
s feedback/XAl
.
.
Input:

DR
o
=
=

T
g
D
7]
»

Feedback:
* (local) explanation:
* (global) explanation:
 validation:
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PROCEDURE
What are the main steps in the test procedure?

LOCATION & DATES

Where and when will the test take place? When
and how will the results be shared?

The test is conducted at IDE in Delft. Each test

PARTICIPANTS

How many participants will be recruited? What are
their key characteristics?

2 participants and they would be students

AFTER TEST QUESTIONS
What questions would be asked after the test?

1. Why do you write the Scenario 2 like this?

Introdice the testand will be conducted with one participant at a time. majoring in design. 2. Why do you choose this sequence for the
ourselves. Ask user One test would be held in Wednesday, the other Scenario 12
0-2Min consent! one would be held in Sunday. 3. Why do you choose this sequence for the
‘Walcome the participant INTRODUCTION Scenario 27
Make sure that everything “Hi, welcome to this e).tp.erie.n:e: 1 am Jiayi Zhou 4. Why do you add/remove this message from
is ready. Check if the EQUIPMENT and thank you for participating in the test. The the sequence?
0-2 Mi recording works for test and interview afterwards will be recorded, 5. If there is any more interesting questions
-2 Min tracking the test activity. ot eq‘,”Pme’“ Is required? How will you record the video is only used for me and the project showing in the test, take a note and ask here.
Chack tha protstype the data? team analysis and will be deleted after the
General background « Tools to help record the test include, paper & projec.t is ﬁnishe.d. Bxsigning the confent form
questions to get a better pen, camera, computer and charger. you will agree with this. The test consists of
2-5Min picture of the participant. « Paper model and explanation. three parts: First | will ask you some questions to
T + Camera for making pictures. know your basic information. Then we will
. . * Consent forms. provide you with materials and introduction on
E:-l""ﬂ t‘f:;P_?hf‘t show them « Chairs and tables. concepts used in the test and ask you to use
the context. Then S e
C o paper cards to complete activities. If possible, it
15-20 min paliCpans e T is better for you to think out loud while
Conducting tasks performing. And if there is any question, you
UEIEEE , could ask me for explanation or help. | would
Ask participants to do What are the test tasks? help you if the question doesn't affect the test. At
i Activity 2. Context: Understand concepts the end of the test | will have a short interview
1520 Min Activity 0: The activity is to test if the partici “""n?“' Yo sl dmmmesy Tescperks
UgscrisEe understands what message means and how it is ROsitivE of negal e. "are yety|mponant. Do
Interview about why made of. you have any questions?
participants choose the
15-20 Min order or sequence. Context: Apply for a job PRE-TEST QUESTIONS
Poat tast Intarview Activity 1: The activity I_s ask participants to think ROt Haslc Infarmanion the 18Sf naccis?
. about how the second times the process would be
Organize notes and come like. W hats ot e
2-5Mi un s an {Activity 2 Thie sctvty 16 aek pariicipents to order AR
-2 Min the messages into Human-Al interactions based on 3. Do you have experienced in design or get an
Testsum up

the path which makes sense for designers. experience in design education?
4. Do you have experience on Al and design

area?

applicant submits their CV to the manager

Prototyping Human-Al Interactions - Pre Prototyping Human-Al Interactions - Activity 1

manager asks the model why it classified a specific Objective: explore how participants think of the possible interactions in a new

Objective: test if participants understand what messages mean, what the
CV as unsuccessful context.

context is and what the interactions would be.

Materials Materiais

* user & model cards
* types cards

« scenario 1 card

« scenario 2 card

« user & model cards
« types cards
« message templates (to be filled-in)

manager prompts the user to provide an updated
cv

manager validates a model's decision for a provided * PR
Task Description cv « sticky notes
Below, there are some textual descriptions. Based on each description
‘you should fill the brief on behaviours and then assemble the right
message card.

Task Description

applicant wants the manager to show a successful Referring to Scenario 1, fill the blank by words or pictures in Scenario 2
to organize the story between actors (the U1, the U2, the Model).

e.g. applicant submits a CV to the manager
(— Brief on beh:

ator of bel

manager asks the model to change its decision for
a provided CV

d of behaviours

applicant asks the model to change the decision for
N their CV
\

N
—
o

model prompts the manager to provide a scored CV

manager asks the model to make decision for a
provided CV

manager informs the applicant about the decision
for their CV

Scenario 1
‘The U2 submits an CV to the U1 for the first time.

Prototyping Human-Al Interactions - Activity 2

The U2 submits their CV #1to the UT. The U1 uses the Model to get a prediction for the Objective: explore the structure of the path how messages pass on in different
CV #1. The Model gives the U1 the prediction #1, but the U1 gives a negative feedback to context.

the prediction#1 and asks the Model to give explanation on why the Model made the
specific decision and how the Model works. Based on the negative feedback, the Model
gives the U1 the prediction #2. The U1 gives a positive feedback to the prediction #2.
Then the U1 informs the U2 the prediiction #2.

Materials

« user & model cards
« types cards
« scenario 1 card
« scenario 2 card
tothe U1 * pen
« messages (fillen-in)
« message template (to be filled-in)

Scenario 2

After the U1 informs the U2 the prediction #2, the U2 edits their CV #2 and submits it to
the U1 again. The U1 uses the Model to get a prediction for the CV #2 again.

Task Description

Based on the textual descriptions of scenarios, you have to use the pre-
filled messages to formulate an interaction as a sequence of messages
in order to describe te given scenario. Make sure the sequence makes
sense for you. And you could freely add any message.

Here are some messaging structures you can refer to. You can use them
to help you construct sensible messaging paths. However, you could
use other ways to make it!

The U1 gives a positive feedback to the prediction #2. Then the U1 informs the U2 the
prediction #2.
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+ Human-Al interactions are interactions
between human users and Al models ) -
o] ]
o -
« Users and models can exchange model- = ! 2
based types of information g %ﬁ{ |

« User Cards: describe (a type

+ Model Cards: describe the model used in

Instructions - Description of Materials

of) user based on their role in
the interaction and their
Alidomain expertise

CViscoring.

the interaction, including the model type and
the model-specific types (input, output,
feedback)

back

Instructions - Description of Materials

* Types of information: There are 13 types of information that can be exchanged

between users and models

+ Amessage describes the communication between a sender and a receiver in the

context of a use case (User and Model cards). The sender can provide a type to
the receiver or request a type from the receiver

manager 35k the model forthe score of 8 V.

-) w) e A wm

Label for a sample

+ A sequence of messages can describe an interaction scenario between specific

users and models.

The manager uses the system to ask for a
‘model’s prediction for a CV.
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Label for a sample

Label for a sample




Definitions and terms

« Users and models interact with each other using messages

ur © A m

Label for a sample

« Messages are used to provide or request information
« The sender (user or model) can provide information to the receiver
(user or model)
« The sender (user or model) can request information from the receiver
(user or model)

« Messages use communicative acts to describe the type of information:
+ Communicative acts are defined based on what type of information a
model can provide based on its specifications, i.e., model
inputioutput, model metrics, explanations, and others

+ We provide a representation of such communicative acts using the
rds

List of types

new sample

a data type (given another data type)

a new sample

* new sample: anew sample

sample from list: sample sclected from a list of samples

sample for label: sample for a given label

edited sample: a sample modified to a new sample

* edited sample for prediction: modificd sample from a sample-label pair

sample and label: a labeled sample

label for sample: label for a given sample

prediction probability: the probability for a given sample-label pair

edited label for prediction: alternate label for a given sample-label pair

local i for a given sample-label pair

* global i for model

o feedback for prediction: validation feedback for a given sample-label pair

sample: model input new sample
an instance from input data, €.g.,
image, sound, form, video, etc.

the new sample is in the model input format but it is probably new to the model

models can create a new sample, e.g., random feature values

Examples:

) users generate new samples by uploading a new file, capturing an image, etc.
) capture a new face, create a new document, create a new feature vector

B

W

sample from list

sample selected from a list of samples

sample and label

edited sample from
prediction

an instance from data, e.g.,

) sample: model input
image, sound, form, video, etc.

list of samples
sample

ist of samples: model input -
) alist/collection of samples

) user can select a sample through the interface of the interaction, e.g., click

) models can select a sample based on the interface of the interaction, e.g.,
highlight selected sample on a visualization

Examples:
) select a file, choose a feature vector, click on a data point (visualization)

L) &8 L=

sample and label

change the sample from a prediction

) users can provide an example - a labeled sample through the interface; upload

sample: model input
an instance from data, e.g.,
image, sound, form, video, etc.

labgl
label: model output

a class/label which characterizes sample

the sample, e.g., face, utterance,

pass/fail, etc

or select a sample with its label

models can communicate a labeled sample through the interface, e.g., visualize
a sample and its predicted/provided label

Examples:
annotated image, positive/negative example, new data point with label

O== 9 %

) sample: model input
aninstance from data, e.g.,
image, sound, form, video, etc. label label

edited
label: model output sample, sample
a class/label which
characterizes the sample, e.g.. ¢
ple, e.g. X

face, utterance, pass/fail, etc.

users can modify a sample through the interface of the interaction, e.g., change
features, edit file, etc., in order to match the label

models can modify a sample through the interface, by altering the features of a
feature vector or editing an image, in order to match the label

Examples:
modified document, edited image, changed feature value - to match the label

e B
B - B

edited sample

prediction probability

edited label
for prediction

change sample to a new sample

the probability for a given prediction

edited label for a given prediction

an instance from data, e.

) sample: model input
9.,
image, sound, form, video, etc. sample

edited sample

X

) users can modify a sample through the interface, e.g., modify file, change feature
values

) models can select a sample based on the interface of the interaction, e.g.,
highlight selected sample on a visualization

Exa :
) modified document, edited image, changed feature value

B @ EH
B &

—

Vv V.V V Vv Vv

'sample: model input
an instance from data, e.

image, sound, form, video, etc. %
label: model output prob
a class/label which characterizes the prediction
sample, e.g., face, utterance, pass/fail, etc.
label

probability: model output
the probabilty (0-100%) that the
sample belongs to the given class.

sample /{

users may estimate the probability (level) of a prediction being true through the
interface

models can estimate the probability of a given sample being classified into the
specific class

Examples:
the probabilty of a spam email, the probability of a document being accepted

. @“
%@‘ -(@)

sample: model input label new label
) an instance from data, e.g.,
image, sound, form, video, etc.

sample sample

label: model output
a class/label which characterizes
the sample, e.g., face, utterance,
pass/fail, etc.

users can edit the label of the sample through the interface, e.g., click new label

models can modify the label by predicting a different class for the given sample

Examples:
change the prediction for a detected face, alternate class for document

KRR
KRR




(] explanation for
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o the Al model

global explanations for model functionality

=] explanation for
o the Al model

omn A
= feedback for prediction

>

>

explanation: global XAl
the graph visualizes how the features affect the  global XAI
model's decisions (S

the model can compute and visualize the feature importance values based on
which it makes predictions

users can provide an estimation of a ranking based on the importance of the
features to the model's decisions

Examples:
rules, graphs, ranking based on feature importance for the model's predictions

global explanations for model functionality

validation feedback for a given prediction

explanation: global XAl

the graph visualizes how the features affect the  global XA
model's decisions (<)

the model can compute and visualize the feature importance values based on
which it makes predictions

users can provide an estimation of a ranking based on the importance of the
features to the model's decisions

Examples:
ules, graphs, ranking based on feature importance for the model's predictions

>

>

>
>

sample: model input
an instance from data, .g., label
image, sound, form, video, etc. prediction

feedback
)

label: model output
a class/label which characterizes
the sample, e.g., face, utterance,
pass/fail, etc. sample

validation/feedback
a"Yes" or "No" signal which describes the (dis)agreement with a given prediction
(1abel for sample)

users can provide validation through clicks, buttons, gestures, etc.
models can provide a validation based on their own prediction for the sample

Examples:
validate the recognition of an object, agree with a categorization of a document

label for sample

local explanation

sample for a label

label for a given sample

sample: model input label
aninstance from data, e.g.,
image, sound, form, video, etc.
sample sample
label: model output g

a class/category which
characterizes the sample, e.g.,
face, utterance, pass/fail, etc.

users can annotate a sample by assigning a label to it - human annotation

models can predict the label of a sample through the model predict function

Examples:
categorize a document, detect an activity, classify an image, predict success

o-oi=; o-°°

explanation for a given prediction

sample for a given label

v VvV Vv

sample: model input
an instance from data, €.g., =
image, sound, form, video, etc. label

prediction, local XAT
label: model output
a class/label which characterizes —_—
the sample, e.g., face, utterance,
pass/fail, etc.
sample

local explanation
the importance of the features based on their role in the specific prediction

the model can compute and visualize the feature importance values for a prediction

users cannot estimate such importance values - users can provide justification
for a prediction, e.g., ifthen rules

Examples:
show the features that were more responsible for the prediction

(f=—=—

v

v v

sample: model input
an instance from data, e.g.,
image, sound, form, video, etc.
label
label
label: model output sample

it characterizes the sample, €.q.,
face ID, utterance, pass/fail, etc. —

users can select an existing sample or create a new one, which belongs to the
given class

models can select a sample - its prediction using this sample should be the
provided label

Examples:
categorize a document, detect an activity, classify an image, predict success
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Transcription for Participant 1

Pre-test interview

P1 7. “I think it is the same as the last one instead of the actor 1.”
Role: A student majoring in Design for Interaction(DFI) currently in 8. “What's the meaning of scored? Is it the same as the successful?
TUD

“It means the percentage of results you think this prediction is

education experience: More than 10 years fight.* "I ind it a bit strange if “scored" means the final result. For
Experienced in design & Al: ITD examle, there are 100 points in tota, and ths CV has 60 points. ¢
What's more, who gives the CV the score? The computer of the
manager? *
Activity - Pre 9. “The left are easy for me. *
m Participant 1 W Researcher

1. "I don't understand what's the meanlng ol 'V or R?" “'P' means
‘Provide, ‘R’ means "Request. " "Make
2. “It says 'WW and ‘specific CV, so it should be explanation in the

context and to the CV."

3. "So from the third sentence, it means the manager wants the
applicant would pass the model assessment, right? In that case, |
think there is a note between the computer and the manager's
permissions.” “Forget the permissions of the computer and the
manager, it is just an ideal description.”

. “This sentence emphasizes ‘validate’ and ‘decision’, so it is the
feedback.”

a

5. "Why do you think the type of information is ‘sample and label'?”
“It Is called ‘a successful, so | think it must be labeled by the
madel. * "What's the difference between the ‘Sample for label or
‘Sample and label for you?” “To be honest, for the sentence, |
think they are the same. However, if | have to see the difference, Figure 0. Participant s pre
“‘Sample for label' means we use one label to search for the
responding example while the other one means we need to find a
sample with the specific label. In other words, we don't use the
label as a cue to find the sample.” “After reading the details about
the both types of information, do you still think the sentence is
“Sample and [abel”? * Yes, | think there is no difference.”

6. "Here, the same as the 3rd one. Manager would be the one make

the final decision, right?”

Acti

-1 Figure 1. Participant 1's story

W Participant 1 M Researcher Sosnario
The U2 submits an CV to the Ut fo th st e,

1. “Firstly, | have some questions on the Scenario 1. What's the L Th i
meaning of positive or negative feedback? Are they the feedback SR tha prodihan Al
from the manager to the model or the manager to the cific 071 the negative feedback, the Model
Afler reading the scenario again, “Ok, now | understand what they gives the U1 the prediction #2. VIIIL“’vua\ sitive mmaom- prediction #2.
n." Then the U1 informs the U2 the prediction
2. 'I lhmk the story for the Scenario 2 is flexible because it could be
a long story or a very short story. ” “It depends on which is the 2
?\?:Ell?ggllfealﬁt"my for you” "So it would be a very short story like Tho Uz submite an GV to the U1 for the: i
3. “Why do you think the story makes sense? Or could you explain e edts thekc O 25 Lid

the story?” “After the manager uploads the new edited CV, for the the Ut aguin.
computer, it has one stored feedback. | don't think it would
change the feedback, also known as the label, just based on
some description changing. At the same time, | don’t think the
model would ask the manager for more feedback on the same

person’s CV again because in the first time it has a lot of data on == \Eﬂ
ﬁ feedback and it should learn how to make the right decision. ” (> %
. "l also have to say, we need to think about the rights of the
manager and the model. How much impact can a manager's
feedback have on a decision or label output by a model? 100%?
90%? Or less?”
5. "The role of machines is also very important to think about. Is the

machine a tool to assist or is it solely responsible for the CV
screening process? In general, if the manager doesn't know the
applicant at all, they may just take the model's label or
suggestion. If the manager really appreciates the applicant, but
for some other reason, the model doesn't give the applicant's CV
a feedback that satisfies the manager, then the manager may
keep asking the model to make changes.”

. “Why do you think the edited CV cannot be successful in the
second time again?  “I don’t know. It is the model's work. But | am
sure it has its own assessment. But it doesn't matter.”

Activity - 2

Figure 3. Sequence fo the Scenario 2 of Participant 1



Activity - 2

Specific needs of WParticipant 1
users
Figure 2
1. “The sequence is based on how much granularity you want. For
e— example, in the ‘model requests u1 to give feedback on the
prediction’ and ‘u1 glves the feedback to the prediction’, here
might be two choices. ” 1 the c
“It is hard to say because |t depends on the specific
Different roles requirements of the user's position. Again, for me, | could image
means different when the applicant provides the system or maybe the model with
sequence the CV and then the manager requests the model to give a
feedback on the CV. Of course, sometimes the manager needs to
input the CV into the model by hand. What’ more, again, how is
decision-making power allocated? The distribution of decision Figure 4. Set new labels for the assessment
e — making power and the way things are done affects the sequence
or order of the information. i think a more specific description is
needed to know what sequence should be taken.”
2. “For example, if | know this applicant and | already have a
Permissions subjective judgment about this person, how do my subjective
between the U1 ﬂ judgment and the model's objective judgment affect the final
and the model decision, respectively? Can | change the overall result
subjectively? It's also possible that | don't know each candidate
and Just want the machine to give me the final result.”
3. 5 T I nethi
— ffec sl's predictic ol that? £
ou choose “I think the manager would set the labels or
standards in the beginning or in the middle or somewhere else.”
See Figure 4. “| would call them new labels. And these labels are
B made by the manager instead of the model. And it might be given
WhO glves for a specific opinion or just in general. The sequence is flexible
the label? based on the specific case.”
T —
Activity -2
MParticipant 1 )
Interfaces ° I
affect the 4. “While we have to think about the sequence on the local
explanation, for me, it depends on the interface. If it is a button, |
sequence. would think the message would be like Figure 5. If it is a chat box,
the manager could input the detailed question, it would be like
Figure 5. Now the new sample means the details about the
question.”
5. 1 like this?” “Because the story
is every linear. And it is the fast way to solve problems. The
applicant provides the manager with the CV and then the
manager requests the model to give the label. However, if it is an = :‘:—
automatic process, | think it should be the model provides the "\ L
manager with the label automatically instead of one more step ul ["e® M gl
FIexibIe ‘the manager requests the model to label for sample.’ Then the b
manager would decide if the label is right. After that, the manager =
process could ask the model why it provides the result. ” [
he manag out it after the feedback fol [ global explanation
“Yes it could also be like that. But in my sequence, it is not
solid workflows which every step is fixed and we have to do the = ==
~— first one and then the next. We could change the order by Figure 5. Different interfaces on message
ourselves. If the manager says yes to the label, they won't ask any
question. However, if they say no, there might be some chances
Explanations will be they want to know the local or global explanation. And the reading T — T — e
asked for results material also leads me to do that.” 1
that do not meet 6." E o th = T |
expectations, and Figure 6. “It depends on the d
vice versa. how the manager and the model could affect the final result. |
While | am ordering the message, the model works like an 1 e ]
assistant. That means it is the manager who makes the final . _l
— et decision. Of course, maybe there would be another buddy having h_ e e Er N
more powder who can change everything and valid the manager's 1
feedback. However, if the model could work independently, it Fiaure 6. More details on the mess.
L could change the label based on the manager’s feedback.” gure 6. a age
Permissions
between the U1
and the model
—
Activity - 2
WParticipant 1 F What causes the manager think they need the help of
9. ”What does the model bring us? " “If ]
7. “If there is one pop given by the e "'Imagethewhole5|
Famieslns t d 2" “Eor the user experlence, itis the first one. Then the applicant provides the mang

_H hard to say if it would develop it or not. For me, | would be curious
between the U1 why the model asks me this question or gives me the pop-up? If

and the model the model works independently, why does it need my suggestion?
Is it to develop its machine learning result? | don’t think it is
related to the workflow. What’s more, in my story, the model is not
independent. The manager uses the model to assess the CV, now
the model asks the manager questions and it is a little strange.”
8. “I want a workflow that helps me make quick decisions. There
The goal of would be two situations on the local explanation or global
effective explanation. The first is the manager scans the CV and has one
workflow -> opinion, then uses the model to see if there is other suggestion.
quick & short Then the manager could get one more opinion from the other
side. And if the model’s opinion is the same as the manager’s one,
the manager probably won't ask for the both explanations. It
requires a quick and short workflow. However, if the model's
opinion is different, the manager might want to ask some
Roles of the questions. To be honest, this part is not connective strongly in the
actors & whole process to achieve the goal. It seems more like the
manager works for the model to help it develop instead of getting
model affect the decision for the CV. And it feels the manager is discussing
the something with the model. However, from the process, | don't
workflow think the manager is communicating with the model. It is only the

requesting-providing relationship. If the manager doesn’t have a
look at the CV, it is possible the manager has no feedback or
Motivation needs to ask for any explanation. And in this situation, the

Of aski ng ’2 applicantAcouId upload theirVCV to the moqrelrdirectly_. Thenfhe
the

explanat
ion

the manager has a look at it and then requests the

label. This label means opinion from the other side

manager to make the final decision. So the model d
the label and it won't need the manager to agree wi
The manager might want to know the both explana
also think the manager should also provide the moc
local explanation. | don’t want the model to provide
information | have known.” Figure 7.



Activity - 2
MParticipant 1 B Researcher

10. “Now use the message cards to order for the Scenario 2 which
you makes.” Figure 3. “l think it is very simple. | think there should
be no feedback on the process because the manager has done it
in the first time.”

11. “What if the manager wants the model to give the both
explanations again? ” “What do you mean? * “| mean although the
model now just shows a sample but it has learned something form
the Scenario 1. So what do you think of it?” “Well | get it. In my
case, | don’t think the manager needs the explanations again
because Scenario 1 the model has asked and the manager agrees
with the final prediction or stuff like that.” “So do you think of the
model provides the last label in this time? ” “It is hard to say.
Maybe the real users could answer. At least for me, there is no
effect if the applicant edits the CV or not. Only if | want to check if
the applicant makes a fake CV in the second time.”

12. “If the labels from the two workflows are different, do you need
the both explanation?” “| prefer to ask the applicant immediately.”

13. “Remember the first time the manager provides a lot of feedback
for the model, right? So what do you think of the future model
based on these feedback?” “Maybe. It likes the manager works for
the model. To be honest, the model seems more to work for the
manager but in the second scenario, the applicant and the model
gets a lot from the manager. ”




Transcription for Participant 2

Pre-test interview

P2
Role: A student majoring in Strategic Product Design (SPD) currently
In TUD

About 5 years
Expeﬂenced in design & Al: One project about the branding strategic
on one Al product.

Activity - Pre

W Participant 2 M Researcher

Figure 8
%1. “May I fill in multiple types of information in one card? " “Only one.”
2, “Why do you think it is the same type of information in the 3th

message and the 5th message? Can you tell the difference? ”
“Because both of these messages are asking for this model's
opinion of the given CV. One is that the manager agrees with the
view and the other is that the manager disagrees so asks for a
change. Both are feedback against the prediction given by this
model. * “What do you think of the ‘edited label for prediction’ and
‘feedback for prediction’ on the 5th message?” “ ‘edited label for
prediction’ is a final state while ‘feedback for prediction’is a

Juest middle state. On the 5th message, | think it should be firstly a
nge’ here feedback and then an edited process. But | think there is only one

2 1 could fill in, | choose the feedback one. *

. “Why do you think it is the ‘Sample for label’ in the 4th message
and the ‘Sample and label in the 7th message? Can you tell the
difference? * “Well, now | think they seem the same. Emm, the
fourth the label ', while the
"scored" expressed in the other does not necessarily mean
successful, but rather what follows.”
. “Why do you think it is the same type of information in the final 2
messages? Can you tell the difference? " “Because decision is
label, informing the same content, the object is different..”

W Participant 2 M Researcher

Figure 9

1. "Why does the manager provide the Prediction #2 again in the
second time? " “Forget it, it is a Prediction #2° " “Oh, that makes
sense.”

2. “Can you explain why the story Iuoks I|ke this? ” “When the model

has to make a second j the first j
with the feedback received to maka a second judgment. | think
this time the manager will give a positive feedback because the

model has received a lot of feedback in the first time. If the model
still makes mistakes in the second time, then | think the model
might not work well. Then this time the manager will give the
feedback directly and will not ask for explanations because the
first time the manager has already asked for explanations of the
model. And this time the feedback is positive and | don't think
there is a need to seek further explanations. Then the applicant
can be notified.”

Figure 8. Participant 2's pre

Figure 9. Participant 2's story

Scenario 1
Tha UZ subimits an CV ta the Ut for the first time,

The
oV, gt

i redico and 243 e el o uhy the Model made the.
apacific Gacsian s "G;... R oo b, he ol

173
Theer ths U1 infoems the U2 tne prodition #2.

Scanario 2
Tho Uz submits an CV 10 the U1 for the second time.

A U1 o the 43 the predicten 4, U2 s thek O 12 3 soa svomic R 10
the Uf 2gain.

/ lw:«u. rﬂ’;;

Do 5 i i ki 595 prcion 22 [Men the Ut informs the U2 tre

rea

Figure 10. Sequence for the Scenario 1 of Participant 2

Figure 11. Loop on the Scenario 1 sequence



Activity - 2
W Participant 2 B Researcher

1. “Would you please explain why the sequence makes sense? "
“There should be one loop like Figure 11, | forget that while | make
the sequence. It's like a logic diagram, with "Yes" or "No" going to
the next step or continuing the loop.”
. “The applicant provided the CV to the manager and then the
manager asked the model to give a label. Then the model
provided the first result for the manager after analyzing the data
from the CV. But since the first manager's feedback is negative,
the manager wants the model to give an explanation and this is
where local and global explanations come in. Then the manager
gives feedback to the interpreters again. Then maybe this
manager can provide a successful example to this model to make
this model better for machine learning. Then this model may
adjust its label. Then the manager gives positive feedback on the
second result and gives the label or prediction to the applicant
this time.
. “Is there any thing you want to keep for the next scenario? You
have to do the same thing for the next scenario. ” “ haven't
thought about it... Wait! Just now | am considering if it would be
better if the applicant also provides some feedback for the model.
But | am not sure... In this case the applicant must want to be

50 their might not be And the
model must work for the manager or the company, right? So in my : )
opinion, the applicant's opinion can be heard, but the percentage Figure 12. The edited message card
of this opinion may only be 20%."
. "May | edit the message card?” “Yes, go ahead.” I think it would

ient for the next to say dif between

the previous prediction and the new one.” Figure 12.

Activity - 2
M Participant 2 B Researcher

Figure 13
1. “Oh | find | miss another part. It is about how the prediction #2'

affects the edited CV. "

2. “Why do you think the sequence is like this?” “The applicant made
CV revisions as suggested and then resubmitted. And this model
predicts based on the feedback from the first time provided by
the previous manager and this new CV, and the manager asks this
model to give a new label. And based on the first time the
manager helped the model to keep optimizing itself, so this time |
expect the model not to keep needing feedback from the
manager to optimize, but to do it all at once. So the manager gave
positive feedback and notified the applicant. Finally, this applicant
is giving feedback on this result, giving a weight of 20% to the
model.”

. “If you work as a designer and has to evaluate the workflow, what
would you do?” “What is it mean?” “To improve the user
experience, the usability and so on. ” “I think it can be seen by
both the applicant and the manager when the manager asks for
an explanation of the model. The equivalent of this system is an
intermediate platform. This was my first idea, but then | felt that
the feedback from the model would be rather cold, and it would
be better if the manager could think about how to embellish the
feedback or explanation from a ‘human’ point of view, so that the
final message to the applicant would be more humanistic or
‘warm'’ It may be better. ”

. “There is another scenario that is also worth thinking about. In the
first time why this model gives negative results, it could be
because the CV is not This is that
can be fed back and modified. But if it's because this applicant's ) X .
own ability doesn't match the position, then no amount of revision Figure 13. Sequence for the Scenario 2 of Participant 2
will meet the requirements, and these two programs may seem
different to me.”

w

IS

Activity - 2

W Participant 2 B Researcher

5. “Do you think it would affect if the interface is different? ” "Who is
the user group?” “The manager or the applicant.” “In my opinion,
there are not so many chances for the applicant to communicate
with the model. They might be more likely to communicate with

ﬁ the manager directly. If they want to talk with the model, the most
possible questions are explanations. So | would prefer to give
them on FAQ document. But for the manager, the chat box would
be better. ” “Do you think the style of the interface would affect
the workflow?” “l don't think so. The logic for the whole story is
the same.”

Figure 13. Sequence for the Scenario 2 of Participant 2



Possible decision—makers

This section simply records the relevant discussions on "who would make the
final decision" during the project.

Figure 1 & 2 & 3 illustrate at least three distinct situations where decision rights
differ between humans and the models. Participants asserted that clarifying
these situations before constructing the interaction was imperative, as it could
significantly impact subsequent interaction behaviors.

As shown in Figure 1, for the final decision, the feedback from the human and
the feedback from the Al models are weighted 50% each.

As shown in Figure 2 , for the final decision, the human can use feedback to
keep the Al models working or modify the result until the human is satisfied.

As shown in Figure 3 , for the final decision, the results of the Al models will not
be influenced by human feedback and will only change due to changes in the
input data.

“It depends on the how the manager and the model could affect the final result. While | am
ordering the message, the model works like an assistant. That means it is the manager who
makes the final decision." — Participant 1

N N N N N TN N 7N TN N N N
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anew label for label for Feedback for Feedback for

sample sample sample prediction prediction Letoel ey szme

50% means the
weighting of feedback.

Figure 1. Both humans and the model have 50% of the decision—making power.
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Since this section was not one of the main purposes of this project, there was
not much more exploration about how each type could be more accurately

defined or how it could be used in a scenario.
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Time: 21 August - 25 August

PROCEDURE
What are the main steps in the test procedure?

Introduce the test and
ourselves. Ask user
0-2Min consent!
‘Walcome the participant
Make sure that the
prototpye Is ready. Check if
_ " the recording works for
0-2Min tracking the test activity.
Check the prototype
General background
questions to get a better
2-5Min picture of the participant.
Proteet Imerview
During this part, show the
participant how the
20-30 min prototype works and the
meaning of concepts.
Work for Activity 0
During this part, show them
) the context. Then
20 - 30 Min participants do Activity 1.
Work for Activity 1
Interview about what the
ant do in the 1st
10-15 Min
Intarview

Total: 52 min - 84 min

yping Human-Al i - Activity 0

f designers could understand instances of messages (1abel

Objective: A
Saipe, foodback) cisributin of Gockson. making uthorty, nd the Keraton

Materials

er & model
 digtal lown rotoyping tol
+ sconario

omputer
* pan & whia peper

LOCATION & DATES

Where and when will the test take place? When
and how will the results be shared?

The test is conducted at IDE or Library in Delft.
Each test will be conducted with one participant
atatime.

EQUIPMENT
What equipment is required? How wilf you record
the data?

« Tools to help record the test include, paper &

pen, camera, computer and charger.

» Digital prototype in Figma.

« Camera for making pictures.

« Consent forms.

+ Chairs and tables.

+ Explanation materials for the context.

TEST TASKS
What are the test tasks?

Context: Designers work for desiy

PARTICIPANTS

How many participants will be recruited? What are
their key characteristics?

5-10 participants and they would be students
majoring in design.

INTRODUCTION

“Hi, welcome to this test, | am Jiayi Zhou and thank
you for participating in the test. The test and
interview afterwards will be recorded, the video Is
only used for me and the project team analysis and
will be deleted after the project is finished. By signing
the consent form you will agree with this. The test
consists of three parts: First | will ask you some
questions to know your basic information. Then | will
show you how the prototype works and the meaning
of each concept using in the prototype. After that, you
need to complete the Activity 2.If possible, it is better
for you to think out loud while performing. And if
there is any question, you could ask me for
explanation or help. | would help you if the question
doesn't affect the test. At the end of the test | will
have a short interview with you. You could give me
any feedback, positive or negative both are very

for the CV use case.
Activity 0: The activity includes 3 steps:
1. Introduce what the use case is;

2. Introduce what message cards mean, what the
basic HAX means and what the meaning of the

Instance & Ul levels.
3. Introduce how to interact with the message

cards and how the they connect with Instance &

Ul levels.
Activity 1: The activity includes 9 steps:

1. Ask participants to add any message card into

the responding place;

2. Ask parllclpants to cnnnect each message card
toir oril inl /Ul level.

Human-Al

- Activity 1

understand instances

Objective: of
Sarple eadnacky, dstisution of decslonmaking suthont, and he taration”

Materials

« user & model cards.
+ dighallow- rototyping oo
« scenario card

« computer

p Do you have any questions?”

PRE-TEST INFORM
What basic information the test needs?

1. Explanation on limitations of the low-fi
prototype, “Message cards”, "Human-Al
interactions” and “Type of information”.

2. Explanation on the context.

3. Fill In the Consent form,

PRE-TEST QUESTIONS

What basic information the test needs?

1. What's your name?

2. Are you a design student?

3. How long is your experience in design or
getting an experience in design education?

4. Do you have experience on Al and design
area?

front

Instructions - Description of Materials

- o
| [=)

« Human-Al interactions are interactions

between human users and Al models - -

L] o)
- a

* Users and models can exchange model- - L]

based types of information L

QUESTIONS AFTER ACTIVITY 1
What questions would be asked after the test?

1. Is there any question you want to ask during
the process? e.g. Something you don't
understand?

2. Why do you think of adding this message?

3. Why do you think of adding this message
here?

4. Why do you choose this kind of item in the
Instance/Ul level for the message?

5. How do you think of the dynamic model? Why
do you want to show it in this way?

6. Is there any more suggestions?

Instructions - Description of Materials.

*+ T¥pes ofnformation: Therear 13 ypes of iomaton tht can e sxchanged
between users and models

« message cards & explanations

Task Description
Here is one Human-/
manager asks the m
prediction and ther

show you how

Context:

However, g

e anlying th 15 G the e prodct s acceped. T manager o
agrees with the prediction.

161 Who needs to bui stem,
be

R et St lrvendly rules?

teps:

'+ Choose the right message cards and order them

« Think about what instance would be shown under each message card.
ink about what

« pen & white
 Message cards & xplanatons

Task Description

Task1:
After the Activity Pre, you may understand how the prototype works and the
relationship between message, instance and U

Now the interaction is basic and you might feel it could be developed to be more.

user friendly. Go ahead! Add message you want to add and lin itn the Instance
or Ullevel,

Task2:
The Task 1 shows one case if the manager agrees with the prediction. Now Task

Context:
After analyzing the #1 CV, the model terates itself and now there is one more:
new version called the #2 model

# Although #2 K,
j00d. After analyzing the #25 CV, the manager s hesitate, o the manager
Uploads the CV ad ask the model to predict. However, the model predicts it is

adjusted but the manager disagrees with the prediction.

stem,
how do yol
buit based
choosa 1o usa the model o the #2 modal In the Task 2.

Definitions and terms

+ Users and models interact with each other using messages.

+ Messages are used to provide or request information
o sendor (usr or mods)can provideinfomaton 0 the recehver
(user or m
« The sender (use o madel can requestinformation rom th receiver
(user or model)

information:
= Communicative acts are defined based on what type of information a
‘can provid based on s specifcalions, e.,
Inputioutput, model metrics, explanations, and others.

-~

cards.

= new sample

a new sample

‘sample: model input new sample
P o dua, g
g, souc, o o, o

> —
) fle, ete.

> new sample, e.9..

Examples:
capture a new face, create a new documen, create a new feature vector

« User Cards:
of) user based on their role in

« Model Cards: describe the model used in

the iteraction and thei
Aldomain expertise

the ineraction, incuding the model type and
model-specifc types (input, output,
=)

sample from list

and a receiver in the.

the receiver or request a type from the receiver

Label for a sample

. A interaction
users and models.

The manager uss the system
moders prediction

skfora

Labelforasample Labelfor asample

sample selected from a list of samples

>

>

sample; mocdol input
age, soe form, vidos e

list of samples
sample

list of samples: model input

alisticollection of samples. —

user can select a sample through the interface of the interacton, e.g., click
models can select a sample based on the interface of the interaction, e.g.,

highiight selected sample on a visualization

Exa
Salata i, choose afoature vector,clck on a data point (isualzaion)

L] & e

sample and label

sample and label

‘sample: model input
aninstance from data, &g
image, sound, form, video, etc.

labfl
Iabet: mode autput

adasslabel hich characerizes  samiple

he sample 6. face, uerance

pass/tail olc.

) upload
or select  sample with s label

» eg. visuaize
a sample and it predictediprovided label

Exar
mermed mage,posveinegativ exampe, new dota potwih bl

O= O




edited sample from edited label

edited sample

prediction probability E

prediction for prediction
change the sample from a prediction change sample to a new sample the probability for a given prediction edited label for a given prediction
sample: modlloput ‘sample: model input odel input label
o0 ostanca from deta, label label Y onratnes o o P 2nmtance om e, . mewilabel
mage. sound. torm, viden, el label label sample: model input image sound. form. video, ec. % image, sound, form, video, etc.
dited an mtance from data . sampl dited sampl
edite image, sound,lrm.vidso, etc.  Sample edited sample Jabot: model output prob sample sample
Iabel: model output sample sample — Y 2 asstbal wich charactrzes the redicn abel: model output
3 s clsslavlwich > X sample, 0.9, face,ullerance, passial, e, Prediction Y 2cossisblwich charctrzes
characterizes the sample, e.9.. ® label the sample, e.g., face, utterance,
face, uterance, pass/ii, oc probabily: model output sample pastl, olc
) users can modify a sample through the interface, e.g., modify file, change feature the probeby (0-100%) tht e
Y serscanmasty o sampe ough e iertace o e meracton. .. hange vales semple beiongs o e gven class ) users can et the abetofthe sampie through te nterface, .. cick now abel
features, edit e, ec, I order o maich the label >
o . intrface
el can mady asamoo rough e nerace, by oerng o s of D e e e o e s > by predict
feature vectoror ediing an image, n oder to maich the labe
) il
mples: jos: Examples:
> .t cranma e vt oo D motacmen. ot image, cange ot ko 3 comir > S 2ot 0
a spam emal
B B B % v
e E e @ E @ o« % <
= - - x X
B - B — B® % X

| explanation for
the Al model

local explanation

o .
= feedback for prediction label for sample

global explanations for model functionality validation feedback for a given prediction label for a given sample & for a given pr
3 S e o
sample: model input an instance from data, 0.0 3
JT— D Qi tabel T E bt e tabel
a mage, sound,form, video.etc an nsance from coia, o icti
G raph viualizos how tho features affectine~ globial XA o prediction > fom dla 9. prediction, Jocal XAI
odels deciions 2 Iabel: model o e soms oM cample sample {abel: model output
a class/label wh\ch characterizes ) 3'5‘355‘3‘59‘ which C"E’:ﬁlems )
the samplo, e.. face, uterance isbl model ot — o el .. fcs, utaan,
»e sample s, : sample
which it makes predictions [ face, ulerance,passial tc )
) atvesrorne P locatexpanation
(label forsample) > R ho features based onther role n
) s can provide an ssimation Y users can provide vaidaton through ks, buttons, estures, elc. » - ora predicton

9 ol can e ot s n o rcsonor s

>

s, raphs, : 3 cxomes ) Eampies

b Fopicheiarhis

ampies
¥ G e et vere moresposhi for e prcton

pat g o-afF - T

sample for a label

sample for a given label

—
p Jrsirayio
o

> s Interfaces for testing dueing Test 1
» Exomeles . dassiy et suceess

—oF o0

Message kits Human-AlIneraction

Human-Al nteraction

UlEemens.
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Transcription for Participant 1

Activity 1

1.1.1 "l am curious about why the scores would be the input
instead of output? It seems the whole workflow is less effective.
For me, | think the model would assess the CV by themselves
and output these scores. The manager just inputs the
requirements. Well maybe the manager just inputs the job
description and the model assesses what the job wants. Then
the model scores the #1 CV and how much it is connected to

Basic information

Participant: #1

Role: Design student in TU Delft, majoring in Designing for
Interaction.

Design (education) experience: More than 5 years
Experience in Design & Al: ITD

B Participant M Researcher the job. If it is the manager scores the CV, that is too much work
for the manager. And there is no motivation for the manager to
I?l?dtly . use the model, right? ” “Just forget it” "OK. First, | want to add
Cth one interaction on check if the manager gives enough data. If
How to let the 1. "How can we understand the sample, the label and the not, the model should provide the manger with places to fill data

prediction? Please show me some examples instead of
academic terms." “Sample is the item the human actor
provides to the model. Label means to give it a label or an
existed label. Prediction means the result the model
provides to the human actor.” “So what's the difference
between the label and the prediction?” “They are almost the
same for humans, but for the machine, they are a little
different.”

i in. " See Figure 1.1-1.2.

explanation i need o ko o

1.1.2 “I think | need to know the motivation for the manager to

make sense a" use the model. You see, if the manager just uses the model to
assess 100 or more CVs and then get the top 5%, it needs one
interaction flow, However, if the manager wants the model to
compare #1 and #2, there are another interactions. * “You could
show me these two different workflows. *

the time?

2. "What's the meaning of edited sample for prediction? Who
could do that?” “Every human actor or the model could do all - 1.1.3 "Well, does the feedback would affect the model? You talk
things here and request or provide all things to each other.  about the dynamic characters, right?” “Maybe. If that makes
For example, the manager think the sample-label pair is sense” “It could be different from the feedback for the
incorrect, so the manager changes the sample. prediction, | think. It is a little ridiculous if the model iterates
3. "What's the difference between local explanation and the itself during the process. Of course, it would be better and
global explanation?” “Local explanation is for the specific better but how about the past results? | mean, in the beginning,
case, the global explanation is for all ke it doesn't work so well so it might lose some good CVs. That
4. "What does the feedback work for? What's the prediction might make the manager doesn't trust the model. So | would
made of?” “Prediction is the same as the label. The feedback  add one more feedback special for the model iteration. * See
is for the label " “So it doesn't include probability?” "Now it Figure 2,1-2.2.
doesn't include. But if that makes more sense for you, go
ahead."
v . Qk»@%é !79%'&
s = o
[
T |
| |
- scores ch lable, 00
Figure 1.1. Confirm 1 Figure 1.2. Confirm 1's place
(v o={u) u e {u (v ) Ton L5 u)
P® u1 {abet for sampie 1abet forsampie
B
feedback/confirmation (for w ) et w
further training) - .

s v

Figure 2.1. Feedback 1 Figure 2.2. Feedback 1's place

1.1.4 "I think in this message card, it would be better to provide

1.1.8 “Now for the Instance level. Is it data which the message

Edx like this.” See Figure 3. card includes, right?” “Ves * “Well, s it possible to change the: ‘ e &
ernanidldss the lst?~“Of course,everything you could change- “incuding | il ittty Mube (6 fnowion Pt
1.1.5"If the manager gives a positive feedback for the CV, is there any other type of files? For example, portfolio? |
prediction, then what would be affected or changed? " "It would  Because | think it is a little strange if the CV has to compare |
affect firstly the label provides for the applicant. Secondly, it with other files like portfolios, | hope there is only one type of |
would work for the model's iteration” "And | think the iteration file here” “Only CV" “In that way, | don't think we need the file |
is alittle like del i lion, right?” here. #1 means the #1 CV. " “Great” See Figure 6. "l want to | Appropriate frequency or Ability not to answer
“Why?" "It tells itself to think more like the manager. * “Ok_So do  create instance on the Message level interface. Fewer | manner of asking for reasons Questions they do not want

you think the manager should know that? * “Yes, of course.” See
Figure 4.

1.1.6 "If the manager doesn't agree with the prediction, does
the model edit the label or the manager edit that?" | think it
should be the model to edit it "So it should be the U1 request
the model.” See Figure 5.

1.1.7 "So the first time, the result shows no. Then what would
happen? | mean does the applicant have the second chance to
apply for the job again?” “For this time, we think the applicant
cannot do that. For a new job, yes. Is there any difference
between these times?” “Well, if the time period is not so long,
you know, the label shouldn't change a lot. Of course there
would be people who develop their skills in a short time, but just
forget them. To be honest, | have one more question here. If the
applicant uploads the edited sample in a short time, is the CV a
new sample or an edited sample? " “Good question. For me, |
think it is the new sample because it applies for other jobs. * “If
itis for the same job?" ‘I need to check " "Or maybe there would
be one place to store all of these cvs.”

interfaces, more effect”

1.1.9 See Figure 7. “I think it should be the model's behavior
instead of the Request because it is the model who gives the
prediction.”

1.1.10 See Figure 8. “I think firstly, the manager should input
data like scores, requirements and then they get the list. And
before that, the model may ask the manager to provide it."

1.1.11 See Figure 9. | am thinking about the way the manager
disagrees with the prediction. Does the manager have to
provide reasons why disagreement? * “Houw o you think of 117"
“It depends on the manager. If the reason is acceptable or
reasonable, for example, the applicant is the best at one skill
while others are not so good, It is reasonable and the manager
could write down, However, if the manager just thinks the
applicant is pretty. It is not reasonable and something cannot be
write down.” “How about asking the manager to give reasons all
the time?" “No, | don't think it would be a good idea, because the
reason doesn't exist for the all time. And if the manager always
has to provide the reason, it would bother them and maybe they
write nothing all the time. *

1.1.12 "After the disagreement, the model should edit the label
directly. Well, | think the decision situation is a little complex. *




Transcription for Participant 1

M G > un ut @ —=>{ M
. — B= = U e = w
label lqr sample+ feedback for prediction
pridiction probability
results
=
»
M — ®| % M
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feadbackiconfimation (or further training
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Figure 3. More information Figure 4. Training 1
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Figure 7. Instance 1
Model's Prediction
Prediction should be edited Click
by designers based on Accepted *———> Feedback: pass

context.
outcomes: ranking?
given scores/average scores? Tesdback Talle d Input data, e.g. scores

Change the model based on

the context/needs.
Figure 9. Instance 3

1.1.13 “The final steps are complex. The prediction is only two
answers, yes or no. No scores and other things. Then to be
honest, | don't see any effect the manager’s feedback has. |
mean if the prediction is yes, the manager disagrees with it.

Situations might be more Then that means it must be no. Why does the machine work? "

complex if there are multiple

labefe? 1.1.14 See Figure 9. “Maybe we could change a little to make it

—— reasonable. You see, the prediction is to give a ranking on
outcome, then the manager could choose pass or not pass. "

1.1.15 See Figure 10. “l also think maybe there would be one
One way to renew the label. way to go back. Like the doubt. Then the model needs to assess
the CV again.”

1.1.16 “For the Ul Level, I think it would be convenient to edit it
in the Instance level. It just needs one label, right? And it is a

5 Ay -
EEymeUdtTaTen web interface or an applicant?

thenstances 1.1.17 “I think now the workflow is only for human-Al

interactions. For the real case, | would start from the homepage.
And | think the manager should deal with a lot of samples at the
same time. And then why do we have to select and assess the
#12" C ) “Yes!"

Related to other design

SSmenEeasly 1.1.18 “For the reliable results, | hope it could be practice

before using. ”

Sequestration before
practising

I

Request for data

Figure 8. Instance 2

Models Prediction

! Accepted — Feedback: pass

recommended result: pass/failed
outcomes: ranking?
Feedback: failed

given scores/average scores?

Feedback: doubt

R

Figure 10. Instance 4



Transcription for Participant 2

Basic information

Participant: #2

Role: Design student in TU Delft, majoring in Integrated Product
Design.

Design (education) experience: 2 years

Experience in Design & Al: Graduation project about Chatgpt

@ Participant 0 Researcher

Test
Activity 0

1. “Who could pass these information?” “All human actors or
the model could request or provide any type of information
to others” “Is there any limitation?” “If it makes sense for
you, go ahead.”

2. "What's the difference between local explanation and global
explanation?” “Every sample has its own local explanation,
and all samples have the same global explanation. Global
explanation works like the basic rule for the model.”

3. “Is the feedback for the prediction or the probability?” “It
depends on you.”

4. "What would happen if the human user uploads one edited
sample? Does the model still give the same label? Is the
edited sample a new sample? How does the model could
know that?”

Activity 1
1.1.1 “l would pay more attention to the way the model changes
itself based on the feedback from the model.”

1.1.2 See Figure 11. “I think after the whole workflow, the model
could ask the feedback on the whole workflow.” “So do you think
the steps appear when the manager agrees with the
prediction?” “I think these steps appear when the manager
disagrees with the prediction. And | don't think there's anything
in there that accurately describes this type of information. "

1.1.3 “For the instance level, although the task says the
manager would agree with the prediction, | think we still need to
provide all options for them. " See Figure 12.

1.1.4 See Figure 13. “I think the model could ask the manager
to give explanations and suggestions on how to work better. For
example, show the 5 input aspects and scores, then ask the
manager to choose which one should be developed. | hope to
define them before message levels. ”

1.1.5 See Figure 14. “Maybe we could show them five buttons
and then they could click and write details. That is more about
the Ul elements.”

1.1.6 “Is it necessary to store what the manager’s feedback is?”
“Of course! If not, the manager has to do the same again and
again. And the model should iterate itself to meet the manager’s
needs. ”

1.1.7 “I think the list is one interface, because it is important
and there are a lot of CVs here. For the start button and the
prediction, | prefer the pop-up. For the feedback, | hope they
would be buttons. When people have to think about the exact
choice for developing. | would prefer the buttons on the
interface.” See Figure 15.

Different feedback for
different goals.

All choices should be shown
even if the manager might not
use.

Easy and fast ways for uses
o set before the model
works.

Easy and fast ways for uses
1o set before the model

'5
3

M—«}ro%m Ul — o —=>{ M

request what can be give some suggestions

feedback for prediction 5
improved

Figure 11. Model 1

N Foadback Aree

Feedback: Disagree.

Figure 12. Instance 1

‘choose the nputs they think.
eed 1o be improved

T Figure 14. Instance 3

Input s

oo -

&/

Play prétotype

ask the reasan of disagree.
‘and enquire h;

7| ow 10 improve

Figure 13. Instance 2

y

Figure 15. Ul P



Transcription for Participant 2

Chatbox is easily to input text
but sometimes it wastes
time.

Enough triggers for
information pass.

1.1.7 "When the manager has to provide the suggestions or
explanations in detail, | prefer a chat box.” See Figure 15.

1.1.8

“Of course. | think there would be one interface to
show all CVs and then there is one button for filter. Then go to
the current message flow. So | think the first is a new list. ” See
Figure 16.

1.1.9 See Figure 17.

“The first place is filter, it is a button and the
manager needs to choose the requirements. For example, how
to order the top 5? Then we need to think about how to show
the top 5. For me, the interface is only show the top 5 instead of
all CVs again.”

1.1.10 “What's more, | think it would be better if we could set
one standard to assess the scores. For example, 5 is the lowest
score. If the CV has more scores than 5, that means the CV is
successful.”

1.1.11"l think Message is too abstract. When | need to create
connection and Ul components, | feel relaxed.”

New sample fist Iabel for sample label for sample label for sample

= Ul u o0 > M

feedback for prediction

Figure 16. Message 2

Name StateFile Score

fiter

# Wait CV [5,4,3.3,3]
#2 Wait CV [0,0,51,3] :L

- u

request what can be
improved

JO

Figure 17. Instance 4

u

give some suggestions



Transcription for Participant 3

Basic information
Participant: #3

Role: Design student in TU Delft, majoring in Strategic Product

Design.
Design (education) experience: 5 years
Experience in Design & Al: None

@ Participant @ Researcher

Test
Activity 0

Abilities to edit the message
card/terms/...

[ ;
: on the prediction, or m
|

——————— tis the manager do. How

for you, go ahead. ”

1. "What's the meaning of sample? Could you show me
examples about it? And |f possible, also the meaning of
i Iabel babi i

picture, the model needs to glve leedback by itself?”

d of situation, someone needs to edited sample

ot read

4. ”Why do we edit sample’ =20

el canno
he appli w

e sotl

Make sense.

Activity 1
1.1.1 “So when the designers create the interaction way for the
system, are the labels sure? | mean, we have known what kind
of labels we need.” "\ 't kno

Edit the model's input/output

Use the same words for the
. ’ . ‘same content
1.1.2 “Why there is no message card or type of information
lalklng about the model glves predlc\lon lo the human actor?”
od qu ethe La 0 show it
Remember, th 'So why
e there are two dlfferen\ words represemlng the same meanmg"” The way to set what human
and feedbac" actors want in the model.

1.1.3 See Figure 18. “Here is the best sequence for me. May |
explain it? For the first message card, | think the start would be
the manager provides the model what kind of labels he needs.
Although there are scores for these five aspects, | don't know if
the model know them or not. We need to let the model
understand these numbers, right? Then the manager could
provide the #1's CV to the model. After that, the manager would
ask the model to label for sample. And the model provides the
label for sample. Here, there are many optional choices. For me,

| —
Abilities on human actors &
models

f you think Au

2. maybe the manager would edit the label to assess or add some
for prediction? And at the same time, when do we need new labels. If the manager edits labels, we also need the Explanations are only shown
d |ﬂbe' for prediction?” “For me, maybe scores. So where could we upload the score? Then, the if necessary
onding CV, then manager requests the model to provide the prediction again.
r Seeing the prediction, the manager may need local
and then give feedback. Of course, for me, maybe the manager
3. 'Whats the meaning of sample-label pair?” "1 h1at mear © doesn't agree with the model, and may edit the setting of the o
sample has its own labe But why do we edited them? Or  model.”
when could we do that? * “You think it is not re ble for ‘The content of the prediction
bair. " "So we could change the pair, right? e e
| —
|
| Trigger is something not in
| the instance level. iy,
| n O |+ wi@ > u wi— o> u w o >u o> v e "\
| — e, PR e R S feedback for prediction
2 O u Ul — @ = M
Easy way to get the goal More accurately to enhance — —
£t e sssassment
== ul
Figure 18. Message 1
We need to provide the
manager with places to write
reasons/explanations
T —
lick Model output
Confirm Lables s > Request [ 2 AuL) + .&
Model’s Prediction
,I, Accepted
Model
Figure 19. Instance 1
1.1.4 “Wait! | want to change a little on my explanation. For the "If the manager doesn't agree with the prediction, we have two Make the feedback clear.
third and the forth steps, maybe there are some p d labels, , One is the needs to edit the model. The What would be affected by
the manager could choose or change these Iabels based onthe otherone |s the model needs to renew. ” feedback?
Sometimes, designers need special context.”
tochangeitieliinteractions: 1.1.10 “So do you think there would be difference for the model
1.1.5 See Figure 19. “What's the meaning of the Request-Model if the manager agrees or disagrees with the model’s
— part?” “It means there is one trigger to turn on the model.” prediction?” “for me, | think we need to record why the manager
disagrees with the prediction. Then the Al engineers or .
Prepared materials could be 1.1.6" May ! change a little on the message card sequence designers need to iterate the model based on reasons. And | am (ezmmiiowiiy @ gise:
provided to make the process here? " “OF course.” not sure if the designers could see and understand local and
fast & easy. global explanations. IF yes, maybe the designers could edit | ——
1.1.7 “To be honest, | think the context is a little confusing. For  them and make it more acceptable for managers. And maybe
R ——— me, it would be more reasonable if it is the model chooses the  change the working rules for the model. ”
CV from the list. | cannot understand why it is the manager who Designers could work for the
The more reasonable the picks up the CV. " 1.1.11" For me, there would be a lot of CVs in the list. Then the local explanations/global More related to the context
context is, the better manager could input words or other things as filters for the explanations.
designers could work. 1.1.8 See Figure 21. “Here are the new message card model to find CVs writing them. Then the model gives these
sequence. For the first step, because after thinking it twice, | CVs scores and makes an order. After that, the model shows
— think if the manager knows who would be the right CV to the overview of these CVs. The manager compares two or three
assess, maybe the manager also knows what kind of skills are ~ CVs. Right for desingers to change

Ul elements are always
related to other elements in
the same interface.

Explanations are needed
moslly when the manager

suitable for the job. So the manager could edit the labels
directly. ”

1.1.9 See Figure 22. “So for these two steps, their instances are
like these. Firstly, we need one list, then the chosen CV. After
that, text what the manager needs on the screen. Then check if
these labels are what the manager wants. After the model
works, the prediction shows the prediction and the probability.
At that time, | was not sure if the local explanation in the
card should be shown with the prediction or not.

would aﬂem the user
expenence

Finally, | think maybe sometimes the manager doesn’t need it. In
a short word, the local explanation is not something we need for
all the time. If the manager needs it, request for it. And for
feedback, if everything is ok, just agree. However, "

‘something in the model.

1.1.12 “For the final result, | think it needs both of them, For onr
thing, the model shows the data. For the other thing, the
manager could write some more good words to let the results
acceptable.”

Maybe the “decision” part is something
not so complex. We could get benefit
from both the model and the manager.




Transcription for Participant 3

t
\ U — o > m
n —O > u ul @& = M n ® > M (M G > u w—0 > u wi— e >
feedback for prediction
Lahel for sample ‘Sample from list label for sample label for sample Edit the label/ add new label o) M O =
Ol [P——
o L Ul — @ = M
[orr—
Edit the assessment
) model
}

{]
Figure 20. Instance 2

nteraction

R u o =M
ul D > M B -
u & > u o > m) —— M ) Gr Lt : feedback for prediction
Sample from list (edit)label for 3) O es e -
sample ut | > M \ A
(w1 e =M
Prediction for sample
Edit the assessment
model
Figure 21. Message 2
Y i pre———"
S = . e e : el = ST, - , W e S - o = -
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Figure 22. Instance 3
W o e (A3 gt - -
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Transcription for Participant 4&5

Good way for designers to
understand what they are
doing and what would be the

it.

Basic information
Participant: #4

Role: Design student in TU Delft, majoring in Design for

Interaction.
Design (education) experience: 5 years

Experience in Design & Al: Working experience in-car Al

assistant (about 1 year)
@ Participant ) Researcher

Test

Basic information
Participant: #5

Interaction.
Design (education) experience: 3 years
Experience in Design & Al: None

@ Participant ) Researcher

Test
Activity 0

Role: Design student in TU Delft, majoring in Design for

Activity 0
1. “What's the meaning of local & global explanation? " “Every

N

w

&

specific sample has its own local explanation. All specific
samples have the same global explanation. ”

“What's the meaning of the prediction probability? Is it the
probability for the sample-label pair or for the successful
rate?” | think they are the same.” “Maybe they are a little

different for me. If the probability is for the sample-label, that

means the sample-label pair is correct. And this means that
the likelihood of this one pair appearing. However, if the
probability is for the successful rate, that means the sample-
label is not confirmed and maybe it is wrong. " “For this
context, it is the first choice.”

“Who could edit label for prediction? ” “All human actors or
the model could do that if it makes sense for you.”

“What's the feedback for? ” “The prediction is the same as
the label. So in this context, it could be the feedback to the
label. " “Also for the probability?” “If that works for you, yes.”

1. “I am curious about the edited sample and the new sample.

If the sample changes, is it a new sample or is it an edited
sample? ” “It should be the edited sample. But you could see
the explanation, in somehow it is also a new sample.” “So
how does the model work if there is one edited sample?
Does it give the same label for it or it would change? " “It
depends on you."

@ Participant 4 " Participant 5 I Researcher
Activity 1

1.1.1 “I had some thoughts before making adjustments to this
message order. | think maybe this message card doesn't
necessarily need to be in the form of a card, maybe as a tab
would be a good way to go." “HHow about physical cards?” “Tab
would be better for digital tools. Then you could have four tabs,
and in each tab, you could edit the data, information or anything
you want. Finally, you could play the whole prototype together.”

1.1.2 “Now we could see the final prototype is made of 4
message cards with ui and data. It is a little hard to understand.
If we could see different tabs, maybe it would be easy to
understand.”

1.1.3 “l image the message card could be like the tab in Figma,
then we edit everything we want in the tab freely. And we could
merge all tabs in one place.”

1.1.4"Sois it a 07" “It could be the website,
right?” “Ves, just |magme itis the website interface.”

1.1.5 “To be honest, | think what you do is more like one
function component in the design tool instead of the whole
design tool. " “Now we pay attention to this function.” “So can
we use the model like the voic stant? " “If you think it
makes sense in the context, go ahead.”

1.1.6 “ am thinking about the context. When the manager gets
the system, he has to click buttons and then there is on Iist on
the interface, right?” “It depends on you.” “So the goal ) hel
designers with tools to build system interfaces for the cor Lt\‘ 4
“Yes."

1.1.13 “So how do you input or get the output?” “For me to
input, I think it would be better to select the value from a range.
And for scores, | prefer to give the manager right to set the
standard score. Above the score, pass, below the score, fail. ”

\M CV directly
work worse thar

1.1.14 “For Al, | think most people would prefer buttons or other
interaction ways they could get feedback immediately instead
of voice assistants. That is because people have to wait longer
while using voice assistants. It is only be used when people
cannot use hands atall. " "“tion nore direct. And maybe

some numeric bars.” "Maybe for

e

1.1.15 “ For the feedback, do you have any ideas?” “Well. it
reminds me of shopping in the supermarket. For example, after
you use the system, it asks you to give a score. It may work but
it shouldn’t appear frequently. | think in most cases, people don't
care about it unless it has problems.”

1.1.16 “For local explanation, | think maybe it should also
appear in the output. So the prediction is made of a text. Then it
could also show the work rules. ”

1.1.17 “When thi ybe there is one

feedback after thi

guide the me J €
1. 8 "| find the input is from the manager and it includes
scores. That means the manager still has to assess the CV. In
that case, | don't see any needs for using the model. | think
maybe the manager could provide the job description to the
model, then it is the model to declde what skills the job needs
and find the correct CV. " ‘ the manager

be better to be ds” “But take care! The words on the CV
sometimes are confusmg Itis alittle hard for the model to see
some difference or word games.”

1.1.10 “You talk about different message card sequences in
two situations. | wonder what would be the difference?” “Well, if
there are a lot of CVs and all of them have scores, | would prefer
a list which order all CVs in special limitations. If there is one
specnal CV, itis the current order.” "/1cl il ¢
Id be better if the in

1.1.11 "And for the prediction, | think it would be better if the
prediction includes the probability of labels. If there is only one
prediction, it is too sure, which may make the manager doubt.”

1.1.12 “I think in the first interface, the list holds overviews of
CVs. After clicking, we could see the details.”

jreat but the model
“I think the manager might
better to check the

S ne: ry.

> )
miss it. So maybe for the first use,
model. * "The forevery C

1.1.19 “For special context, maybe the model could be teach by
users before using.”

1.1.20 1

now. Jus

1.1.21 “For different roles of the model, | think they are
different. And we have to take care, the steps before the model
to work shouldn’t be too many. It is still preparation, and it
makes the work pace too slow. ”

Templates may help
designers learn how to use
the interface.

Fast & easy way to finish the
task.

Limitations on what function
we want to add into the
digital tool?

Different Ul functions

Free to edit the prediction by
designers.



Basic information

Participant: #6

Role: Design student in TU Delft, majoring in Integrated Product
Design.

Design (education) experience: 2 years

Experience in Design & Al: None

@ Participant

Test

Activity 0
1. “What's the probability mean? Does it work for the right rate

or some other things?" “| think they are the same. For

example, 80%Yes, either means that there is an 80%

probability that the prediction Yes holds, or that there is an

80% probability that the prediction is correct. They all mean

the same thing. ”

“What's the local explanation or global explanation’s

meaning?” “The local explanation means the specific

reasons on why it is the prediction. Every sample has its own
explanation. The global one means basic working rules for
the model. All samples would get the same explanation.”

. “How does the human user give the feedback? By writing or
by clicking?” "It depends on you.” “What would the result be?
| mean the prediction, how does it look like?” “It also
depends on you.”

4. “What if "

[ Researcher

N

w

to be able to.

Transcription for Participant 6

Activity 1 - Task 1

1.1.1 “I am curious the stop & switch. Now they are the same
page, but | don't know why. What does stop mean? Stop the
model at all or stop the process? ”

1.1.2 The way to show how the model #2 comes.

1.1.3 Where do | could see all types of information? | think they
are one of the most important parts in the prototype but there is
nothing about them now in these interfaces. Shall | read the
paper material and then fill in the digital message?

1.1.4 To be honest, | don't have a lot of suggestions on the
current workflow. It is the direct way to solve all problems, right?
I like these kinds of direct way. If | have to say something about
it, it must be the terms about types of information. It is a little
hard to understand them and imagine what they are. You see, in
most cases, you would give me some examples to get the
definition of each term, like the CVs are samples in the system.
What's more, the whole use case is a little strange. It doesn't
make sense for me.

Activity 1 - Task 2

1.1.5 Now | have to add something about Ul or interactions. By
the way, | thought there was something strange about the whole
process. Earlier we used the abstraction you provided to design
these processes at a more generalized level. But now we are
back to the more figurative concept. This seems to imply that
earlier we spent some time doing useless work.

1.1.6 | think the design of the ui can have some comprehension
difficulties as well. | don't understand use case, which leads to
having some content that | don't know how to design. One CV
and many CVs, are different.

1.1.7 Also as you know, I'm an IPD major and I'm not very
familiar with creating this kind of interactions. ai products are
also more than just internet products, there will be some
physical interactions as well. Can | use it to create product
physical interactions in the future? | don't think so far it seems

Ul related to use case
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Test plan & Materials for Test 2

Introduction

“Welcome to the user test! The project is crafting a digital tool
for designers to create interactive behaviors between humans
and Al in specific user-tailored situations.

The primary aim of this test is to assess whether the current
prototype facilitates designers in comprehending specific terms
and enables them to easily complete straightforward design
tasks.

This tool is usually used to create conversations between
humans and Al by sparking interesting thoughts. Unlike other
tools, it doesn't make things like buttons for users to click on.

There would be 3 parts. The first part is one short interview
about your basic information. The second part has 3 tasks, you
are invited to compete them and answer some questions. The
final part is a short interview about your experience on using the
prototype.

During the process, it would be the best if you think it out. And |
would record screens and audios.

Because it is one pilot test, there might be something running
not logically. If you have any suggestion on the test or on the
prototype, be free to speak it out during the test or one
interview after the test.

Do you have any question till now?"

For Jiayi

Tasks

Imagine you're like a superhero designer, and you have a special
tool on your computer to help you create amazing things. Your
mission is to use this tool to solve a puzzle about how people
and Al communicate to each other based on a specific use case.
Can you do it? Ready, set, design! ¥

Some terms that may help you explore accomplishing this
mission: See Term cards.

Use case: See the poster & the storyboard 1

Task 1: Here are 2 examples of Message on one digital
prototype based on the use case and the storyboard 1 for the
HR manager.

Now you can spend 5 minutes trying to answer a few following
questions by exploring this interface:

« What do these two examples describe? Type your answers
on the prototype on each message.

« Tell me out loud what the respective roles of the human/Al in
the message were and what kind of information exchange
took place?

There are some explanations on some parts in the prototype,
like “Creating new roles’, “Viewing details of types of
information” and so on . If you are interested, you could have a
tn

Y.
« After you explore on this interface, what else do you want to
share with us?

There are 2 types of roles: Human roles & Model
roles.

Human roles describe (a type of) human users
based on their role in the interaction and their
Al/domain expertise.

Model roles describe the model used in the
interaction, including the model type and the
model- specific types (input, output,
feedback).

Users and models can exchange
model-based types of information

There are 13 types of information
that can be exchanged

Communicative acts

Think of communicative acts as
how humans and

communicate with each other.
It's like tagging stuff for the Al
or asking it to explain things. It's
all about talking and asking for
info in a way both humans and
Al get each other.

Pre-task-interview
1. “How long do you study for design?"
2. "What kinds of tools do you always use for the design
process, like persona, user journey map, empathy map and
on?"

3. Do you have experience in design products related to Al?"
4. “What kind of digital tools or products have you used to help
you design interaction between humans and Al>*

After-task-interview
1. Explain why you choose to add the message in that way.

2. What do you think of the experience when you create a new
blank message, fill in the message and then make
interactions? Does it work as you expect?

3. 1s there anything you think the system could develop? For
example, is there anything would be better?

4.1s there anything else you want to share?

Additional during each task

If Participants miss some important functions, guide participants
to click them,

For Jiayi

W Task 2: Here is one example of one sequence of Messages on
one digital prototype based on the use case and the storyboard
1 for the Hr manager.

Now you can spend 10-15 minutes trying to answer a few
following questions by exploring this interface:

« What does the sequence describe? Please tell me out loud
what role the human or Al plays in each message and what
information is exchanged.

« Are you able to find the corresponding story scene in
Storyboard 1 for each message?

+ What do you think of the “Interaction Row" while you are
trying to understand the specific sequence? Does it help you
understand the prototype or the message sequence?

There are some interesting functions like “Adding a new blank
message’, “Changing message orders”, “Viewing details on
Interaction Row” and so on. If you are interested, you could have
atry.

« After you explore on this interface, what else do you want to
share with us?

Digital prototype

The prototype assists designers in
creating interactive behaviors for
humans and Al models to exchange
information in specific situations
tailored to user needs.

Message

A message describes the
‘communication between a sender
and a receiver in the context of a
use case (Human user and Al
model). The sender can provide a
type to the receiver or request a
type from the receiver

Human-Al Interaction

L Human-Al Interactions are
interactions between human users.
7

and Al models.

A sequence of messages
describes an interaction scenario
S

[/
A

between specific human users and
Al models.

Test plan

A test plan is created to prepare for user testing. The test is intended to
see if the model design meets the design goals and to identify areas
where we can still make improvements. The test plan is shown in the
figure.

Procedure
There are a total of 6 planned steps for user testing. The entire test
process is expected to last 1 hour.

Participants
To get the best results, it would be ideal to test the prototype with 5-15
participants.

Equipment and setup
Record tool: The laptop for participants; QuickTime Player.
Test tool: Laptop with Figma

Responsibilities
The facilitator will make introductions and begin the interview. As the
participants begin to complete the task, the moderator will turn on the
QuickTime Player to record the participants' behavior and voice. At the
same time, the facilitator will play the role of a Figma prototype monitor
to make sure that the prototype goes well.

For Jiayi

W Task 3: Below is an example information sequence on a digital
prototype showing what is in the storyboard 2. Now, the design
team believes that adding step 3.2 will help improve the overall
user experience.

Now, create the Message that belongs i the digital prototype
according to step 3.2 in Storyboard 2.

Due to prototype development limitations, the prototype will

only display the corresponding content when you click on the
preset button.

3.2: The model expects the HR manager to
provide feedback on the labels given.

000

Message #?
Step 3.2

There are some helpful cues:
« Create a new blank message
« Fill the message based on the Step 3.2 and the Description




Materials for understanding the use case contest

Created by:
Jiayi Zhou

Who would get
the job?

c hO

1A

Gen

Edu

Age:

Job:

John Doe

"l 'am the manager who looks for the best job candidate.”

DEMOGRAPHICS

der: Male
38

cation: Human resources
HR Manager

SUBJECT

TECH

Internet:

Socials:

Al technology:

' THE
5 % I would be the user who uses the system to apply or access their CVs for a specific job
A company needs to develop an application. I might evaluate applicants or the model’s decisions.
Al tool for the HR Department to g
assist them in screening two
. GOALS FRUSTRATIONS

resumes they receive and
identifying the candidate that Y Find the best candidate for the job ® 1spend a lot of time on learning how
best matches the job description.” % to work with Al

Make the choosing process

logically and easily © | don't trust the decision from the

- model sometimes because

Kostas Tsiakas Mahan Mehrvarz Dave Murray-Rust
Graduation project IDE/HCD IDE/HCD IDE/HCD
Mentor Mentor Chair

Poster

Sara Parker

"I'm pretty sure | can do the job.”

Easily comparing two candidates’
CvVs

Decisions from the model is
accessible and trustable.

I don’t know how they work out.

| spend too much time on
preparation before working with Al

Target user

Bryan Wick

"I'm not sure I'm up to the job, but I'd like to give it a try.”

DEMOGRAPHICS TECH DEMOGRAPHICS

Gender: Female Research experience: Gender: Male

Age: 21 Communication skills: Age: 21
Education: Management Writing quality: Education: Management
Job: Researcher Management skills: Job: Researcher

Technical skills:

TECH

Research experience:
Communication skills:
Writing quality:
Management skills:

Technical skills:

THE SUBJECT THE SUBJECT
| am a user who uses the system to apply or access my CV(CV #1) for a specific job I'am a user who uses the system to apply or access my CV(CV #2) for a specific job
application. | might apply for a position or improve CV before applying. application. I might apply for a position or improve CV before applying.
GOALS FRUSTRATIONS GOALS FRUSTRATIONS
¥ Get the job @ sometimes | don't trust the w Get the job @ sometimes | don't trust the
decision/suggestions from the decision/suggestions from the
model @ . . . . model
« Easily uploading or improving my Easily uploading or improving my
. ° .
cv file @ sometimes I want to talk to the CV file Sometimes | want to talk to the
human manager directly o . o human manager directly
« Get results/suggetions in time Get results/suggetions in time
°

@ | spend too much time on
uploading/improving my files

CVi#1

| spend too much time on
uploading/improving my files

CV #2



Storyboards for Task 2 & 3

Storyboard 1

View this storyboard illustrating how an
HR Manager engages with two Als to
address a dilemma when faced with
difficulty in selecting a candidate.

3. Models work and provide suggestions
in the form of positive or negative
labels for the CV #1.

. #&

Storyboard 2

The storyboard has the same content
as the previous one. But each step
corresponds to the serial number of
the message in the prototype.
hopefully helping you understand the
relationship between the message and
the storyboard.

3. Models work and provide suggestions
in the form of positive or negative
labels for the CV #1.

&

..... Message #3

1. The HR manager wants to know who

1. The HR manager wants to know who
would be a better candidate to get the Al systems to get suggestions.

job.
L ov# B Upload
[ CV #2

o
¥ A

Model #1
Model #2

4. The HR Manager is satisfied with the
Iabelspafterwards. -

would be a better candidate to get the Al systems to get suggestions.

job.
v cV #1 - Upload
[ ] CV #2

>

e

Model #1
Model #2

==l

4. The HR Manager is satisfied with the
Iabelsi:'afterwards. -

'S 4 °

0o W—

o

k

Message #4

2. The HR manager uploads CV #1 into the

2. The HR manager uploads CV #1 into the

Message #1 & 2
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Transcription for Participant 1

Pre-task-interview
@ o ou (@ partiipants

but trust some of

e the 1D coss. interior
‘human-Al interaction through sound.

Kind o dig P nave you used to help you design Interact
betw

Fordeignof course Fgne. ButforBrotcypin, | wouk s Protope,

m @ 2R | e Y
p—
(Sl —
=== | =8 K ¢
e 12
rowe13 w14
Figure 1.5

Figure 16

Task 1
® o @ parcpans

Wnen | first saw the interface, | was struck by "Provid
(F ‘W

L oc ol el

(Sience)
u have ks like you're very hesitar |rmm.sp«.cn
ot srange. nge  and Im guessi

. See Figure 1.1

¥ “Provide* and *Request”

g oquest means the the mansger e
o el 0 give i wmmlng or wamuum ‘i provder means ot the manager ha

relationships would be completely reversed.

example, y to

he H

Manager r xchange inf n with the model QKW'm:bmnlmﬁvslsl-p?‘ s
1 faced by the HR Manager. This ste

8 Mongr and 1 A1~ OK. Based o tha nformation ve gatton 80

o, IMIM first mmw;mwm Siep2 or 4 (Figure 12, Becaine s message

says *Provide’

)
2 or 4. For the second
message, | also think it comes from either step 2 or 4, favoring 2 (Figure L

Did you notice that there is a

ntegral to what we just d Eslmymmldme]nmmIdlan'lnm\eek.lnlwmx

wer o (After mumm.-nnummysaymmwmmn:-nm.u
mumu m lmmmbn 858 whle, igntr -

5 pacetved 30 o 1 i masss04T- e ot ot U e 8

table, y
informatic fourney map. i i “Provide” and
“Requast” Inthe iine, al the
machine,
human and it So overall, my
[ 1 dont /s anything here
i But m ot sure it i
(Figure
other words, do|
don
P 1 were them, And 1
the model,
answer. See Figure 16 question. Do y
happen For example, it

ponder this question.

re woul
prodlem, I create  few model fol, I rest some modets, doss thek arderngn th fight

1 o ft s reasonabl, Bt

suits * Okly Mu har k) i v oo ko vk

cascaded, y
Task 2
@ sy @ rerticipants

there's more of this table obscured, 1 guess | can drag this panel left and right to move It
o1 o

had intuited, or expected, it would be. Because when | 100k at a watch, | 100k at it from top to
i , and

against ke f it's an
a0n? "1 o) 2471217 (e probiern more  For example, whether there are upioaded

fles or not, there will be a ist ort

afile first, and nd
I can select them. an click on the r ind there wil be

ormation here that might answet your quesion. 566 Figue 17 Make senee.

bit 0dd to me,
pr s
arlier in this quest,
See Figure 18, If iption, Id il thi step 3 yboard. But
e of nformaton begie sed ands i this SequencA: R criousy sart o s46p 2 of
nds at step 4. goes

information.

ird q irst wanted to i i 99
103 whole new world. See Figure 19.” (After Jiayl showed how to create a new blank
Butit

‘seemed very reasonable. See Figure 110.

of informat wtlImIllwofymwwhﬂmmsmcmﬁmlssmm
nm-lsquur-l.B ntent h you understand hos
170547 In doing  cloar But
I would

Figure 111,  gi

did, |
1o me. So the current content of the different
{nat it may bo related o th needs ofthe target group,posaloy at the discroton o he
designers based on the needs o the o ¢l

N weract * Soo Figure 12, aasy forme to fnd xpanaions, but |

them,

do you py y

line? Why o yt feels



ranscription for Participant 1

[ERKS ==
, _ ® , e | -
= %o R = s %o R F o H e P :—I"" o e i O o= 5 ==
[®
= = —
[

®
Figure 18 Figure 110 Figure 112
What does the yellow pus button mean? See Figure 113, ~
Oke. My suggestion would be to use another icon or presentation to differentiate between ST
ading new blank information and adding a connection.
Different icons for
different functions. & =
L —
Figure 113
fasks ) -
@ ratcpans t
(After creating a new message) What should | do to now? How can | fill in the message? (Click b 2 - =i o
Change the Ulto The same way to the sender blue square) There is nothing happening. May  cick the right function part? Ok, it #
hide the interact in the same works. Now | nead to choose actions. Soe Figure 114. Maybe request..No | think it should be
explanation goal the Provide. Honestly, | think both behaviors are fine, it's all about how the designer Interprets. = e e = i o
the behavior. Request puts more emphasis on the Al actively wanting HR to do something, but - - P e

for me, | don't think the Al is in a position to make people actively do anything. It should just
be an assistant to help HR to deal with the demand.

Now what should | do to il in the information part? (Click the blue square and view the st of
information) | think it shouid be the label for sample. Nothing happen. | don' do the right
thing. - “Maybe | need the explanation of each
¥ informtion. Where could  get that? The yellow one? Ok, yes. (After reacing details) .
Designers have 'm ttle confused on the typa of information
Themaeeoﬂy?e different ideas on step, shouid | put in the information that the model wants to get or the information that the

s

model should deliver?

of
ot dléar, g * For me, | only want the HR to agree or disagree with labels. The
Request. type of information is in more abstract levels. | pay more attention to details. Is there the
information about Agree or Disagree?

Figure 114

—— e — It a fittle abstract for me. | think it s the best if
we could have space to view Agree or Disagree. Like the version in Task 2. Yes, after clicking
the Interaction part, | see t. But | hope to visualize It more in detall. For example, | could give
HR two buttons to represent Agree or not. Or | could ask HR to report his ideas in another
interface. You could see In Figure 115, these are the same thing for me. At least they will be

P i presented in the same nterface, | am the designer | 't have any dea f thre wouid be e =
more attention something like in Figure 116.
to details
= = P o=
L —

Figure 115



ranscription for Participant 1

Figure 116

Figure 1171

Figure 1172

After-Interview

Usability @ Portcipans
Yes. In general, averything is cear for me. It quides me to create message based on
storyboards and o on. But there is one te suggestion for the usabilty. See Figure 172,11
— ciick the blank square of Sender or Provider, there is nothing changing on the right part
Howover, soe Figure 117.2, i cick the biank square of Type of information, the right function
part wouid change, There s no uniformity in these two operations.
No. I did'tnotice i, It may be better f you put the Type of nformation button under the Role?
it w peoples atention. What's more, there is one icon which says explanation. | just
Another place to think ] cick the Type of nformation on the Aght function, 1 would get one PopUp on
W liaciioe explanation
1 don't know how tha prototype would develop later, but until now It s a it abstract for mo.
L — love detail, you know. Now it is one t0ol t talk about every possible interaction in one
— abstract orfand general lavel
Different See Figure 118 & 119. There s nothing different except the description and the roles of
ool sander and the receiver. In other words, they soem 1o talk about ona thing. And the Provide
and Request. They are based on how dasigners’ own ideas.
Abstract <> workion L Request T
the prototype from
Practical other prototype And for me, the whole working process would be firtly | think about what users neod in one
oo ke Erama practical o detailed evel. After making decisions o i, | could think about what kind of
abstract information could explain.
What's moro, 1 think there would b a ot of mental work for designers. You see, | need to
distl rom the intaraction and the find abstract information to match i
No.
High needs for
abstract work:
[N

Figure 118

Figure 119



Transcription for Participant 2

Pre-task-interview Task 1
@ Pariicipents @ rarticipants :l.:d Provide/
Lot m se. The st ow is aboutDesciption, ik hat s e placefor e o type
More than 5 years. And now | am studying as one DFI student answer, The second row shows two different roles. Ok, it s the place for me to explore What |
1 messgo ,rights e o G LSt wih 1 JROBAYDAR | | conok ok the L
Switch or the Provide part to change the button. Is that correct?
s, tools, espec the user  Make sense. There [
journey map. Almost all my projects would use the both toois. are only two roles *Sender” and "Receiver” here, so s there another role? ~ 0k Lets
{akcaboue e st question, Tobe honest, | am nctsre | i remessoge. You tell me Hard to understand
there are two examples of messages
Yes, a lot. For example,the ITD class and one elective class. s he ight prt 5. 200 1 sakanors: Bosod an gt you iroSuced o e | &% e hive
think the type of information is 21). i it
dung hecommnicaionbeveen 7 ana % Model in tis stap. What does t create 3 new introduced
feature vector m |
In the past, Figma. And Voicefiow. getting the mfevmawn? See Figure 2.2. " “Itis —
Confusing fo
Lt mawre doun wnat happen. Sa Figre 2.3 Wal or e second part n P 23, since
you set the Request as a message that can't be altered, | again think that perh: Fixed Provide/
message here describes HR asking the model to classify and give results. Now! pmsf the | Request help The second question
new description. participants might be confusing.
5 understand it
- |
clear for me. aimost forget
T g e s I Vaork S st VESSAGE befrs v e
Quesion Ty secon qsestion 2 understond 1 o o 45ty mySel 1 g the
task was subjective |
saqc in the first place is the lacv that Chatgpt's interactions are now based on 1
So this model the way them far way from
people. \mlrul with Al nlylhrwgh toxt, ™ the current tools

“ It depends. For the examples, | think |
they are from humans. It is also reasonable If it is from Als, lie informing humans. ———
“Here are some explanations on types of information, if you want to know, you could have a
1y Ok, nw R mekes the example more eesonabie. o the Figue 2.4 ik the worcs
could be developed. In New example part, the two places are almost the same.

See Figure 25.1s t a button? For me tlike a button, because there is one icon nearby.
o 2 ot r 8 location hat's seny to otice. Alot of then | coukt undersiand wat they
meant by Just reading the

This yollow lcon?  fels a it nconsplcuous. Coulant these be aranged i some sotof
order? Right now they seem to have different colors, but not sure what that means.

. - ——
= e e e = &
e e = = =
= o E- Re EoMe Eo
B > [ & X
— — | = ==
. o — p— =
= =
Figure 21 Figure 23 Figure 25
I e 5 X{*}!
w0 = — = ¥ o
o R & % . ® =
Figue 22 Figure 2.4 Figure 26
- - Yes,the message now i notintroduced welland
clsprtap o cou i bt w3 i . Scony, |k hre 1o e

Some things that could |
‘example, showing the main body of fiah messag. at the beginning (Figure 2.7), et lnan he

top lne being justfor me to il i the content. | think it wouid make more sense to move the and functions
Description line to the bottom.

— T ||

Thirdly, see Figure 2.6. N
e e e e e v e
help me make a choice, which | can't do now.

Fiqure 27



Transcription for Participant 2

Task 2
] @ Focipans

After the Task 1, now everything is clear for me. | could ciick the Provid
i Figure 2.8, Why is icon? Oh,

fight? Oh, it

i Wow what is the i .1 getit
something like the Touch point n the user journey map, fight? See Figure 2.9. Al of these.

Al trigger the
exchange behavior.

No. To be honest, protatype works, so it

more concretely.

It realy like a user journey map. O at least it reminded me of this user journey map. and |
was user

journey map before.

Is there any button to
You put itn the first or second plus button.

ni see,
more detais n nteraction nterface.
Description andore more
concened abou the nformation conveyed visualy.
places ke IF in coding. Like one Mind-map! |
« i imited. Wouldrt
the ?Assorm
yp
Interaction ntrface. But | ind there i nothing.
Ater s task | It might work or
part. 12
Hpes ofinformati do

brainstorming.

Task 3
] @ Facipans
1o be honest, | be ater eacn
message. O | ned 10 folow the task quidance (o add the speciic feedback.
oue
on, tne rght part. ipton,
ik the sender s the model.
(Forget to change the Provide) * " “ I think it's Provide
i going to pr
vedback if something? See Figy .10.

~ Passive is Provide, active Is Request. For me, I've always seen people in a passive
i i Al Even f

y the beginning,
interface. Simply put,

: “Good question. See Figure
Figure 28 2711 think the start 9 And
sage #2 . After that
request others.

Designers could have different definition on provide or request.

et =
=ZTTo [ & o | =

mae— TS ==

Figure 29

After-Interview
® o @ Farticipants

it works smoothiy for me until now.

Until now, no.

No.

Figure 210

Figure 211
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Test plan & Materials for Final test

Introduction

“Welcome to the user test! The project is crafting a digital tool
for designers to create interactive behaviors between humans
and Al in specific user-tailored situations.

The primary aim of this test is to assess whether the current
prototype facilitates designers in comprehending specific terms
and enables them to easily complete straightforward design
tasks.

This tool is usually used to create conversations between
humans and Al by sparking interesting thoughts. Unlike other
tools, it doesn't make things like buttons for users to click on.

There would be 3 parts. The first part is one short interview
about your basic information. The second part has 3 tasks, you
are invited to compete them and answer some questions. The
final part is a short interview about your experience on using the
prototype.

During the process, it would be the best if you think it out. And |
would record screens and audios.

Because it is one pilot test, there might be something running
not logically. If you have any suggestion on the test or on the
prototype, be free to speak it out during the test or one
interview after the test.

Do you have any question till now?"

For Jiayi

Tasks

Imagine you're like a superhero designer, and you have a special
tool on your computer to help you create amazing things. Your
mission is to use this ool to solve a puzzle about how people
and Al communicate to each other based on a specific se case.
Can you do it? Ready, set, design! ¥

Some terms that may help you explore accomplishing this
mission: See Term cards.

Use case: See the poster & the storyboard 1

Task 1: Here are 2 examples of Message on one digital
prototype based on the use case and the storyboard 1 for the
HR manager.

To make sure that each message expresses only one kind of
content related to storyboard 1, some buttons like *Provide/
Request” have been fixed.

Now you can spend 20-25 minutes trying to answer a few
following questions by exploring this interface:

« Are you able to realize that those content of the digital model
you are looking at constitute Message #1? What are the
content of Message #2?

+ What do these two examples describe? Type your answers
on the prototype on each message and tell the researcher
the corresponding story scene in Storyboard 1 for each
message.

« What's the meaning of one type of information called
“Prediction probability”?

« If you want to change the function module of Model 1 to "CV-
Screening", how should you do it?

« After you change Model 1's function, are there any other
changes either?

Human-Al Interaction

Human-Al Interactions are
interactions between human users
and Al models.

A sequence of messages
describes an interaction scenario
between specific human users and
Al models.

There are 2 types of roles: Human roles & Model
oles.

Human roles describe (a type of human users
based on thelr role in the interaction and their
Alfdomain expertise.

Model roles describe the model used in the
Interaction, including the model type and the
model- specific types (input, utput,
feedback).

Types of information

Users and models can exchange
model-based types of information

There are 13 types of information
that can be exchanged.

Pre-task-interview
1. "How long do you study for design?”
2. "What kinds of tools do you always use for the design
process, like persona, user journey map, empathy map and
n?”

“Do you have experience in design products related to AI?"
“What kind of digital tools or products have you used to help
you design interaction between humans and Al?"

B

After-task-interview
1. How do you think of the Touchpoint?

2. What do you think of the experience when you create a new
blank message, fill in the message and then make
Touchpoint? Does it work as you expect?

3. 1s there anything you think the system could develop? For
example, is there anything would be better?

4. 1s there anything else you want to share?

For Jiayi

W Task 2: Below is an example of an information sequence for a
digital prototype that illustrates the HR Manager's use case and
a portion of Storyboard 1

Now you can spend 20-25 minutes trying to answer a few
following questions by exploring this interface:

+ Message #3 & 4 seem to be in a wrong order. Please switch
their orders.

« What does the sequence describe? Please tell me out loud
what role the human or Al plays in each message and what
information is exchanged.

« Are you able to find the corresponding story scene in
Storyboard 1 for each message?

+ Do you know how to create or delete a new blank message
between Message #1 and Message #2?

Go to the Interaction interface. You can notice that the
Touchpoint in each message doesn't seem to match the
description i the Description. Please combine the storyboard
content with the description in each Description and modify
each Touchpoint to correspond.

Digital prototype

The prototype assists designers in
creating interactive behaviors for
humans and Al models to exchange

— information in specific situations.
— tallored to user needs.
—

i ©& (el

Empathize Define  ideats  Prototype

Cou/ digifal tool s here!

Message

A message describes the
communication between a sender
and a receiver in the context of a
use case (Human user and Al
model). The sender can provide a
type to the receiver or request a
type from the receiver

Test plan

=T

— Qe

A test plan is created to prepare for user testing. The test is intended to
see if the model design meets the design goals and to identify areas
where we can still make improvements. The test plan is shown in the
figure.

Procedure
There are a total of 6 planned steps for user testing. The entire test
process is expected to last 54 - 90 minutes.

Participants
To get the best results, it would be ideal to test the prototype with 6
participants.

Equipment and setup
Record tool: The laptop for participants; QuickTime Player.
Test tool: Laptop with Figma

Responsibilities

The facilitator will make introductions and begin the interview. As the
participants begin to complete the task, the moderator will turn on the
QuickTime Player to record the participants' behavior and voice. At the
same time, the facilitator will play the role of a Figma prototype monitor
to make sure that the prototype goes well.

For Jiayi

M Task 3: Now, building on the Message sequence of Task 2, the
design team felt that adding Step 3.2 would help improve the
overall user experience. See storyboard 2

Now, create the "Message" that belongs to the digital prototype
and the "Touchpoint” that belongs to it according to step 3.2 in
"Storyboard 2".

Due to prototype development limitations, the prototype will
only display the corresponding content when you click on the
preset button.

There are some helpful cues:
« Create and fill a new message based on Step 5
« The Touchpoint in Step 5 is a Popup, and the content of the
Popup is to ask the HR Manager if he/she agrees with the
prophecy.



Materials for understanding the use case contest

Created by:
Jiayi Zhou

Who would get
the job? N

"I'am the manager who looks for the best job candidate.”

DEMOGRAPHICS TECH
Gender: Male Internet:

e , Age: 38 Socials:
Education: Human resources Al technology:
Job: HR Manager

' THE SUBJECT
. | would be the user who uses the system to apply or access their CVs for a specific job
‘A company needs to develop an
Al tool for the HR Department to —

®
assist them in screening two
GOALS FRUSTRATIONS
resumes they receive and
identifying the candidate that Y¢ Find the best candidate for the job ® 1spend a lot of time on learning how

application. I might evaluate applicants or the model’s decisions.

best matches the job description.” to work with Al
Make the choosing process

logically and easily I don’t trust the decision from the
model sometimes because
Easily comparing two candidates’ | don’t know how they work out.
Cvs
°

| spend too much time on

Kostas Tsiakas Mahan Mehrvarz Dave Murray-Rust f’ Decisions from the model is i i
Graduation project IDE/HCD IDE/HCD IDE/HCD R preparation before working with Al
Mentor Mentor Chair accessible and trustable.

Poster Target user

Sara Parker Bryan Wick
"I'm pretty sure | can do the job.” "I'm not sure I'm up to the job, but I'd like to give it a try.”
DEMOGRAPHICS TECH DEMOGRAPHICS TECH
Gender: Female Research experience: Gender: Male Research experience:
Age: 21 Communication skills: Age: 21 Communication skills:
Education: Management Writing quality: Education: Management Writing quality:
Job: Researcher Management skills: Job: Researcher Management skills:
Technical skills: Technical skills:

THE SUBJECT THE SUBJECT
| am a user who uses the system to apply or access my CV(CV #1) for a specific job 1'am a user who uses the system to apply or access my CV(CV #2) for a specific job
application. | might apply for a position or improve CV before applying. application. I might apply for a position or improve CV before applying.
GOALS FRUSTRATIONS GOALS FRUSTRATIONS
Y7 Get the job @ sometimes | don't trust the Y7 Get the job ® sometimes | don't trust the

decision/suggestions from the decision/suggestions from the

model ES o A . g model

« Easily uploading or improving my Easily uploading or improving my
h ° .
CV file @ Ssometimes | want to talk to the Ccv file Sometimes | want to talk to the
human manager directly e . o human manager directly
« Getresults/suggetions in time Get results/suggetions in time
° "
@ | spend too much time on I spend too much time on
uploading/improving my files uploading/improving my files

cvi - cvi#2



Storyboards for Task 2 & 3

Storyboard 1

View this storyboard illustrating how an
HR Manager engages with two Als to
address a dilemma when faced with
difficulty in selecting a candidate.

3. After reviewing CV #1's scores, the
manager uploads them to the CV-
Screening model for a recommendation.

CV #11[54,5,44] ¢ | Upload

" CV#202,222.2] ’,

Storyboard 2

1. The HR manager wants to know who
would be a better candidate to get the

job. Q ?

H
!

4. The CV-Screening model gives positive
or negative suggestions based on those

points.

o
:

Label: Pass!

Message #3

1. The HR manager wants to know who
would be a better candidate to get the

job. ?

4. The CV-Screening model gives positive
or negative suggestions based on those
points.

2. The HR manager uploads CV #1 to the
CV-Competencies model for a 5-skill
rating.

CV-Competencies

5: The CV-Screening model expects the
HR manager to provide feedback on the
suggestion given.

Popup: Feedback?

000

Label:Pass!

Message #4

2. The HR manager uploads CV #1 to the
CV-Competencies model for a 5-skill
rating.

Cv-Competencies

-

5. The HR Manager is satisfied with the
label afterwards. =
F

' 4 °

. W

),

>

v

3. After reviewing CV #1's scores, the
manager uploads them to the CV-
Screening model for a recommendation.

oV #1(54544] » | Upload Model #1

5 cv#222222] 5, Model #2

1

I

Message #1-2

1

6. The HR Manager is satisfied with the
label afterwards. =
1=

»

LY
2 A\

>

Message #5

v
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Transcription for Part

Pre interview

I v W Jiayi Zhou
M Participants

How long do you for design?
More than 5 years
tools do you always use for the design process,

a, user journey map, empathy map and s on?
Yes, | always use persona and the user journey map to help me
empathize and ideate during designing.
Do you have experience in design products related to Al?
No. | learned something about it on ITD, but for the final design
in that course, we didn't work a lot on Al

hat kind of digital tools or products have you used to help you
design interaction n humans and Al?

I'don't have any idea. Maybe the new version Figma? It has
something related to Chatgpt.

And for roles, see Figure 1.5, | also spend some time on understanding
what roles are. There is no cue for me to know if the role is a human or a
model.

Figure 115 Roles

More atractive animations

‘Could you share your exper

with Touchpoint?” Yes it is the
information the humans would cummumcale with the A model, right?

Does it help you understand how t the human-Al interactions?”
And there is something | want to share. You see in Figure 1.2.4, the purple
color is s0 strong that | cannot pay any attention to others. However, the
purple part is not the most important information. The most important one
s on the bottom. I think the information architecture is a little strange.

Figure 1.2.4 Touchpoint

icipant 1

age coding makes it
difficultto understand the
concept as a whole.

Task 1

(Silence for a long time...) "Could nink aloud? | see you are
struggling” Wel, | am curious about what Message is. There are a lot of
visualized elements. | think | don't get it. See Figure 1.1. Could you give me
some cues

_ = m—
i3

Figure 111 Message

I think here is the message and you see after clicking | need to type
something. And the question is what the Message is. A little confusing for
me. (After Jiayi explained what Message means in the project again) “So
now what the Message #1is?" | don't know... Maybe Message #1 means
how the HR Manager gives the Al CV #1 to read. And Message #2 shows a
process of how Al assesses CV #1. And | could find the responding steps
in the storyboard. See Figure 11.2,

Lt
=
r\
mo | =2
‘ e B

Figure 1.2 Explanation

=]

ontunderstand the content Misunderstanding on the
of message

Task 2

For the interaction to change the order, | think it is logical. It is the same as
s are now. But |

other tools.And | could understand what these mess:
am curious about these two steps. See Figure 1.2.

same descriptions. For the Message #2, | th ink the Al model
the negative or positive feedba
Would be "Yes" of “Nor However, in Messags #3, the
bout the last posit

more details 2

e or negative labels.

if there would be any in

For Figure 1.2, | don't kno eraction between the
R and.the model, | know the HR now s satisfied dels result,
but | am not sure f ¢ weHn»w back or not. “After reading
ed type * Well, after reading the
type of information, | oncarstind thara s e foedioack which 1 provided
by the H

1 have one suggestion, For the first time | saw the yallow button piaverL

Uik it 2 bulon, Eut menHchannm ook . " o

mumuzv
ly one information

Getitt

Task 2, it s fixe

o Weekd e thangect 10 e

ask 3, you ¢

Figure 1.2.1 Message meaning

‘Show the most possibe type
of information on the top

Visualize the types of
el | Too small toread.

Task 3

Itis easy to choose roles for Sender and Receiver, but it confused me
when | have to choose the type of information. See Figure 1.3.1. 1 don't
know which one | could choose. The terms are abstract. “You could find
more details about each type of information.” Oh yes, | get it.

Figure 1.3.1 Type of information

Well, where do | change the style? Oh, | see. It is too small to read and
clickl! See figure 1.3.2.

Figure 1.3.2 Touchpoint

Hard 1 find functions they
K Too manytexts o resd

Wrere s it (Prediction probabity)? | need tofind it by myself? OK, | tink
find it. Here,

Figure 1.3 Hard to find

Change Model #1's function? So it is to change its model. Oh, so many.
choices! Let me try to click it. It works! Done.

fell done! Is there anything you want
others.” Yes, | spend some time on understanding what Message is
although you told me before tasks. It is the examples listed on the Type of
information helps me. See Figure 1.1.4

stions o

Figure 11.4 Examples

The information architecture
Should be changed on the ight
part

oftexs.

And | don't see the direction between the sender and the receiver. That
means | don't get the information “Who is providing the information with
the other role?”, Maybe it would be better f there is one arrow to show the
direction.

For creating a new blank message, it is easy for me!

For the Touchpoint, let me see... First zhenl click the wsr foessage
fomattivahappajotothe interface. | se space f
nf

ma hat if | click the type of informatic ot g happens.

Well, T see. | nesd to cick the fine on the bottom

Figure 1.2.2 Touchpoint

For Figure 1.2.3, I need to change the label. Ok, | think | finish it. Wait,
there is nothing changed? Oh, I have to confirm it!

Figure 12.3 Touchpoint



Transcription for Participant 1

And the most annoying design for me is ke Figure 1.3.4. 1 spent a ot of
time on exploring if there is anything | could interact in the colorful part.

There is no cue saying it is one part related to the information instead of
the touchpoint. takes 1o make sense of th

Figure 13.4 Touchpoint
And the other part is about the “Provide/Request”. See Figure 13.4. | think
maybe it could be designed as one arrow. It is more visualized and easy to
‘understand. Now “Provide/Request" is confusing for me. | cannot get cues.
‘about who Provides the type of information with the other one. See Figure
135,

Figure 13.5 Sender/Receiver

And | get why you asked me what kind of design tools | would use during
designing. This looks like a user journey map, and perh
with this tool will also help me subconsciously understand quickly what it

aps my familarity

Transcription for Participant 2&3

Pre interview

W Jiayizhou
W Participant #2

“How long do you study for design?”
More than 5 years. (Me 00)

“What kinds of tools do you always use for the design process,
like persona, user journey map, empathy map and so on?"
Both Persona and the user journey map. | love th "

map and the storyboai

“Do you have experience n design products related to Al2*
No. | hav 2nce on working one Al branding

“What kind of digita tools or products have you used to help you
design interaction between humans and
flow. | have no idea.

12 types of information

See Figure 2.1.3. | think we should click here... The name of the row is
“Type of information” and there are 2 types of information. I think we could
find one button to see the others. No? Oh, a lte confusing. ¢
n the top of the right

So these 12 types of information are something the human and the model
would exchange, right? “Yes.” The model could also provide or request
these 12 types of information, right? “Yes."

Do You have anything to share after Task 17" | wa heck one t
1 for another u |
“How do you think of this qu-:suon7 Well, | think we can. We could create
some new roles and then fill in each message. "Yes.”

For me, see Figure 2.1.4, these three types of information currently seem
like a hierarchy to me. Through my experience with Task 1, | think these
three types of information are completely different. The ones in the table
are side-by-side information; they are parallel. So the first time | read it |
would choose to read it line by line. So the information | saw in
Role&Action was that HR first PROVIDED the Al and then Requested the
Al, but what exactly was in each action | didn't find out until | started
reading the next line.

Figure 2.1.4 Message’s architecture

Message coding makes it
difficultto understand the
concept as a whole.

Task 1

I cannot get the relationship between the Message, Human-Al Interaction
and the prototype. What does Figure 2.1.1 mean? | am still Confused

Figure 2.11 Message

“Which of what you see do you think belongs in Message #1?” | have no
idea... May | read the ma about e again? For me, Message is
one container having the information the Sender gives/asks the Receiver
to give some types of information, right? “Yes.” Now | see the Message #1
is about the HR Manager provides the Al a new sample. Do | have to
brainstorm ideas in this step? "Yes!” So what do the possible samples.
mean in each Type of information? “They are just some possible samples
to explain what the 'New sample’ might be.” | have one more question.
What is the Scenario 's meaning? Is it also one part of your product? See
Figure 2.1.2. “It shows the interaction’s context. In this task, it doesn't
matter. " So that means | would use the prototype like a designer, right?
"Yes.” Although you talk about it during the introduction, it is hard to
remember it. | naturally imagined myself as the user and then began a
series of designs. So our target group is the HR, ngm" Yes, we are.
des\gners and our target groups are the HR.

Now itis clear for me.

Pay more attention to Type of
Information

‘Show Message more and in
the cemter

on is not th

£Rat Me too. The concept of the
Message is a lttle abstract and new for deslgners The first question is to
find what the Message #1 is. | was confused by the description and the

connection between the description and the following content. And if it is

What's more, the name “Type of information” is also difficult to
understand, at least for me. | think it is more like “Type of message” or
stuff like that... | don't know how to say it correctly. | have some idea, see
Figure 2.1.5. We could pay more attention to Type of information, then it is
the actors & actions. Finally, we could type the processing.

{FETR

pecoptim

e
e

[

[GET

Figure 2.1.5 Participants’ ideas

Figure 2.1.2 Scenario
1am curious about “Provide”. It Iooks like a button, can we have a try?
“Now it is fixed. But in the later, it can be clicked.” Ok, now we have
changed the function of the Al. It is easy to do.
Now the meanings of the two messages are also clear.

To find the 12 (ypes of |niormauon Ie( me check. t
| ) “You could say that”

Figure 213 Types of information

Task 2

For changing the order,the ntoraction i logical. We shieys se the same
way in other design tools. |

Figure 2.2.1 Change orders

You are right! Maybe we could have some labels, then we could drag

these labels to order all messages. | agree. For designers, if it is in the
brainstorming stage, it is hard for them to know what the best order is.
That means they might change orders lor alot of times. Imagine itis a

| 1 yor to change the order of

1 also want to share my idea. Mybé we Could dvag iFe ninbaris change
the order. That means number all of them and then the prototype could
automatically show messages in the right order.

ol there are tw
hey could be divided into two




Transcription for Participant 2&3

Tasks need some explanations.

0 message? The touchpoint of each
message?

(After changing the CV #1) Is it successful? | am not sure... | t
L

these i | ! Y satisf No, it is
just one task. The touchpoints are content created by designers.” I think
Popup should be the Ul element, but it is Feedback.

Figure 2.2.2 Changes

What does the Loop mean? “You could click the Message #4.” Oh | see. It
is about where it would go back. Agree!

ome Ul com
“No. Its purpose is to help nwgnevs understand what data is hemg
Dassed in each Message.” | think they are too specific and have too many
design details, like a finished Ul interface. This may limit the designer's
ideas.

1 hope the explanation could be bigger to read. Now it is too small. See
Figure 2.3.3. Me too.

Figure 2.3.3 Too small to read

“Why do you choose Provide here?” See Figure 2.3.4, Oh it is Re:
forget it! And here is one Confirm button, right? It is too easy to miss it!
Maybe you could give it one attractive and different color for Provide or

Request.
Figure 2.3.4 Provide
& s
& P~
& B
0 o=d - A
Q O 0]
N 9 m
S Tl = s 2
2

Figure 2.4.2 Message

I have to say that content about characters, actions and types of
information is very important. It would be best to make it more prominent.

More draft or freedom for
designers’ ideas

Figure 2.2.3 Touchpoints

For me, designer brainstorming isn't just pie-in-the-sky rambling. We are

thinking out of the box with some basis. Often, the touchpoint in the user
journey map is a very good starting point. Il use them as a starting point
to think about more potential ideas. Simply put, Il look at the touchpoints
to find the actions that exist and design interactions that match them.

“After the Task 2, how do you think of Touchpoint? Does it help you
understand how it works or does it help you understand Message?” To be
honest, | am still confused until now. For e tuuchpclnts are the L
results after brainstorming. They should

. There seems to be some reversal ol BrE Maybe in Task B,
after doing all things by ourselves, | could understand it.

Touchpoint sources
‘The place of Touchpoint s ‘Touchpolnts would change
hard to decide. lotof times

For the touchpoint, | have no idea how to make it better. The question is
similar to "which came first, the chicken or the egg". Sometimes we decide

first, we decide on else. For
example, Upload is a touchpoint that we don't even need to brainstorm,
it's needed whenever content needs to be uploaded.

ere any ex \cluding complex 2 | think touchpoints
are something that designers need to keep revising, not something that
can be decided in one go. | am still skeptical about the part.

And I think we need to think about senior designers. They have rich
experience in designing and they could have a lot of Design Intuition. For
them, maybe they don't need the modules in Touchpoints. In one word, |
still think it is a little strange. Wha(s more, there is less connection
between Al and this part. Bu

f information. Well, maybe it could be deslgned Tike Figure 2. 35

Figure 2.3.5 Touchpoints

S 7 1 t f te

M itsi t "

hing 3 M € |

Good question.” | hope we ould pay more
attention to Human and Al, Touchpoints are too general. Or they could be
added into the Type of information part.

Task 3

| click the Receiver, but nothing happened...
a ) tin. Ok.

Figure 2.3.1 Fill in roles.

1 think all ty|

nformation could be more visualized.

Figure 2.3.2 Fill in type of information

deas immediately bt diffrent strctures

After

Does the yellow button plus the Loop? | th

0. See Figure 2.4.1.

Figure 2.4.1 Yellow plus

d of touchpoint I
on? “Yes.” But what if deslgners
want to do somemmg outof the Type ‘of nformation? See Figure 2.41.
“What do you mean?” For example, for the Feedback for prediction, | don't
want two buttons like “Yes/NO". | want to do one form o a reliability scale.
What should | do? “It s related to the Ul component in detail, and out of
the usage of the prototype:” s a it strange | have some ideas but
cannot write or draw it down here, at esst for me. Maybe he
urite or draw free \e part is tryi

Go back to the two kinds of buttons. I stil think they are confusing. One
visualized icon for one function. Secondly, it is linear. | have some more
ideas. When you just give designers one linear structure, they are hard to
think about loops. But if you tell them, they could also build loops, there
will be a lot of loops. Maybe it would be better to do a modular content.
See Figure 2.4.2. So designers could put them like one empathy map or
stuff like that. Or keep the linear part, and give them more places to
change structures, 100.




Pre interview

W Jiayi Zhou
W Participant #4

"How long do you study for design?”
More than 5 years.

“What kinds of tools do you always use for the design process,
like persona, user journey map, empathy map and so on?”
Both Persona and the user journey map.

"Do you have experience in design products related to Al?"
No.

“What kind of digital tools or products have you used to help you
design interaction between humans and Al?"
Voiceflow, Posenet, TensorFlow.

e e The ety stage s i mess 1

Itis easy to find. But | am confused about 12 types of information. Are
these types of information something recorded by the prototype? | mean,
something like a chat history. “No, they are basic concepts for all use
cases.” OK.For me, it may be hard for me to decide what kind of
information would be exchanged in this step. Because now all data are a
little too abstract.

Transcription for Participant 4

Message coding makes it Cow =
diteti ndertand e | T e

Task 1

Ok, | see the two examples. Now what should | do? Task 1...Where is the
Message #1? See Figure 3.1.1. It is one blank space.

Figure 3.1 Message

I | have to fill it in, let me see... Well | think | don't understand the basic
concepts although you introduced them. Ok... | think here is the Message
#1. See Figure 31.2.

Figure 3.1.2 Message #1

“The taskis not so realistic
S

Task 2

1 don't understand why there are repeated information in the Roles &
Actions. What function is this part? What do they want to show me? See
Figure 3.2.1

Figure 3.2.1 Role & Action

“They are different. And the whole message should include one Sender
and one Receiver, and types of information. If we only see the Roles &
Actions, we lose the information they exchanged.” Get it. And | am
confused about the Action. See Figure 3.2.1. I don't know who sends the,

Hard to find Type of
Information

One question. Who could see this interface? “Designers.” Ok... Why are the
Sender and Receiver like this here? Is the relationship between these two
mutual? "Yes. But in this message, only the HR is the sender.” Ok. Why is
there one plus button? See Figure 31.3.

Figure 3.1.3 button
“What do you think about it?" It would connect to the other message, for
me. Now I think it is to plus one blank new message. Well, now the
Message #1is to upload. The Message #2 is also in the same step.

To find the "Prediction probability”... is it in Figure 3.1.4?

Figure 3..4 Type of information

Figure 3.2.2 Missing

“Is there anything out of your expectation?” | am curious about the Loop. Is
it fixed or shown by the prototype automatically? “No, it is also designers's
work.” Ok.

I think designers would be more familiar with the content in Touchpoint,
and that really helps me to understand what happens in each message.
Why do you put it on the bottom?

information. Oh | see, there is one text called "Sender”.

But | think it is too strange on the content of Touchpoint. During the early
stage of ideation part, it is hard for designers to think about so beautiful
design components. Now it is more like to assess one current Ul
components related to the functions. It is not like the messy and crowd
things we always use for brainstorming. We have to remember in this
stage, we don't have prototypes. Maybe it would be better to look like
something in wireframes.

I think | need to change the order. Great, easy to finish!

Now | could go to the Interaction version. Easy to do it. Wow, what it is!
Ok, now | have to correct the content. Is it successful? See Figure 3.2.2. |
am not sure. It seems | did It successfully.

Now | have to change the Fail into Pass. What is t? Fail means the.
manager doesn't agree with the Al's result and hopes it to work again. So
in the final message, the manager needs to provide new information and
then the model would work.

“The fail is the label of the model. " So that means the Model works in a
wrong way and the manager has to correct it? “Oh no, it is just one way for
you to experience how the Touchpoint works. ” Get it. But | think it is not
realistic. In most cases, the HR would not pay attention to CV's prediction
“failed”. He or she would just delete it.

Reques/Provide i essy 1o
sty the same purpose miss

After

I think designers should have some background about the technology
before they know how to use the prototype.

Oh, | forget to change the Provide/Request.

Task 3

For Figure 3.3.1, | think the new step should be added here. Oh , nothing
happens. “Why do you want to do that?" Because the machine wants the
HR to provide something, then the HR does it. So in total, there would be
two steps. What's more, | think itis a little hard for designers to give out some logical
sequences in the early stage of Ideation. Sometimes | am not sure what
would be the design output and what the information would be exchanged
in each step.

And for the Touchpoint, it is now the basic and classic Ul components. You
know, there are many other options to solve the same question or meet
the same needs. If you give on example here, it might limit designers.
imagination.

Figure 3.3.3 Change buttons

But there are two benefits | love much. First, this tool helps me to sort out
how HR's needs are to be matched with Al and how his tasks are to be
buried at each step.

Also, | like designs that hide functional areas as much as possible. This
lets me focus more on creating relationships between Messages. This also
has a greater view and space.

Figure 3.3.1 Addiation

And | have some suggestions on the Ul in the prototype. First, it is hard to
see the difference between types of information. Maybe we could use
colors or some icons to make it different. And it could help designers to
spend less time reading texts.

Why is there nothing when | click the Receiver? Oh, the same function part
as the Sender, right? See Figure 3.3.2.

Secondly, itis the button for Provide/Request. It is easy to miss now.

Finally, the description could be more simple. Maybe one word to
conclude.

For touchpoint, maybe designers want to use the moodboard or test to
show what they want. It would inspire them more.

Figure 3.3.2 Receiver



Transcription for Participant5 & 6

Pre interview

P}

iy W JiayiZhou
iy W Participant #5
| ant #6

“How long do you study for design?”

More than 5 years. (0 ar)

“What kinds of tools do you always use for the design process,
like persona, user journey map, empathy map and so on?”
8oth Persona and the user jourey mep. u

‘Do you have experience in design products related to Al?"
No. eitr

“What kind of digital tools or products have you used to help you
design interaction between humans and Al?"
Posenet. | have no idea.

Need more knowledge about
technology

0: nimation, rigk at makes
Or you can take a page from Ps or
Adobe's tabbed deslgn where lhey arrange all the features together.

“It

s Mes mportant in thi oto! Yes."
shows the information exchanged between human and ai And one
message sequence is the Human-Al Interaction.”
n i
o ;

I agree. For deslgners these concepts are not 5o
difficul but they need more sensing timing. More information and
explanations for them to read about the message and types of
information.

Possibie oxamples may be
confusing.

Task 1

For the Message #1, | think it should be like Figure 4.1.1.

Figure 411 Message #1

of information, wh e some e

Se

@

e Figure 41.2.

Figure 41.2 Examples

Itis too smallto click

Task 2

We need to change the order...Yes, easy for me.
sim

For deleting one message, maybe one icon like Reducing is better. Now
Let's go to the Interaction version. Easy.

For deleting one message, maybe one icon like Reducing is better. Now
Let's go to the Interaction version. Easy.

olo explanation, | prefer to put it on the bott
put it in another informatios cture. Like one button or one icon, then
the designer could C\ICK the bunon to see the colorful card.

Figure 4.2.1 Small

Hard to find Type of
information

lead to the st
[
more attention 1012
m:m.mm Pay s e types

t ible ] No... Oh I can click it.
But it is too small to read the texts. For me, the n: of

7 Let me (ry 1 have no idea
and try to click everywnere I can to see what will happen Oh, | vma ittItis
reauy hard to find it i

Figure 413 Blue words

Is lhe conlenl on the mghl the manual for the interface? No. It |
if that is one databas
1k it should ay more attentio
1 the And s it something u reated? ‘No, itis the prototype has
by itself and users cannot change it. * OK... | think in that way, it is ok to
put in on the right. How do We could go back to the Roles? Oh! | get it.

60*WOB08: @@
Figure 4.1.4 Hard to find

Only useful information to
nteract with

1 don't get what fail means. For me, n means the CV uploads
unsuccessfuuy

i know "
. O delete the green 100%.
Maybe w could also use another word fike -Out- or “Unaualfied”, ‘Fai
has two meanings, and it would make designers confused.

“Until now, what do you think of the Touchpoint?” They are the places for
human to interact and glve mggers Vor me Al to wor k e sal
Touchpoint in the ¢ af s e user

i 1
ble. F nple, "Pas cen What does the Metric mean? It is
related to another type of information, like Prediction probability. * And if
there are two blanks for changing, we could use some animations to hide
some information in the beginning. And if in this interface we cannot use
the Metric, let it be grey or disappear. | think the amount of information is
not so much, just keep it directly.




Figure 4.2.3 Touchpoint

> human roles hoping to communicate
do? Create one more message?

bout tF ie And What if the human role wants to excnange one
more information at the same time?

By the way, | am curious if it has connection with the user journey map. It
gives me the same sense. y
reminds me of the

12 types of information ‘understand

1am curious if the Touchpoint really helps designers instead of bringing
limitations for designers. Now you show me some Ul components and
some buttons for interactions, and it would impress me when | use figma
to create Ul components later. However, if | could have choices, like
choose one from one database, that might be better to free my mind.
mw. estion on the P
. | see here is one Sender and One Receiver, see
ts

direc

Flgure saa,

Figure 4.3.4 Visualization

I have some suggestions for visual elements, 100, See Figure 4.3.4. It's ok
to keep names of roles, but Provide/Request could have some different
colors. Then designers could get all information in general even thought
they just have a second to look at it.

And | don’t know how the types of information work. Who could classify
these types? It needs more background. And some words like Feedback, it
is a little different from what | think.

So the type of information is important, right? How about combine the
second and the third lines? | mean designers could see roles in one line,
provide/request types of mformahon in the nex line. That might be more
clear. And e new - is. So that is
the Touchpoint, right? “Yes.” Well, now | get the idea better, I s better to
show touchpoint first, for me. The order to show information is important.

Transcription for Participant 5 & 6

the same purpose miss

Task 3

Weu when | click the Recewer part, nothing happens. Should we click the
t I Ok, it works. See Figure 4.31.

-
Figure 4.3 Roles

Maybe it is better to have the same interaction. | “How do you think
of Provide or Request here?” For me, | forget to switch it as the Request.
Wait...| am not sure...Because before the Al requests the HR to do
something, it should provide some ways or visualized glies Soit mugm be
better to add one more step before that. You mean it

Tformation, right? Yes.

the Touchpoint, they are too small to click. See Figure 4.3.2.

ee Figur components seem to be
clickable. slanere click them? “No.” How the HR? “No. They
are working as msp.ranons during the brainstorming, and the interface in
detail should be built in another tool like Figma.” What does the final b
2an? “Ask for more explanations.” They seem to be in different
information architecture. You could give different visual icons and layers
for these information.

Firstly, | could see Iess abstract items. Then it is the abstract type of
information. So cha he of the t

Figure 4.3.5 Visualization

Figure 4.3.2 Touchpoint 1

Figure 4.3.3 Touchpoint 2



