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“In nature everything is connected, everything is interwoven, everything changes with
everything, everything merges from one into another.”

Gotthold Ephraim Lessing
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Summary
We are witnessing a paradigm shift in machine learning (ML) and artificial intelligence
(AI) from a focus primarily on innovating ML models, the model-centric paradigm, to
prioritising high-quality, reliable data for AI/ML applications, the data-centric paradigm.
This emphasis on data has led to the development of an economy around data, creating
data marketplace platforms where data is traded as a commodity. However, trading data
involves constraints that reflect the specific needs of users, such as enriching or augment-
ing their datasets or creating datasets with particular properties. These constraints pose
challenges the data management community has already addressed independently of the
marketplace platform context. As such, in this thesis, as a first act of research, we inte-
grate approaches and practices from the data management community into the context of
an open-source data marketplace platform, following a survey of industry professionals
who produce, trade, and purchase data assets.

Aligned with the objectives of the data-centric AI paradigm to create high-quality
training datasets, our research is focused on developing automated methods to identify
relevant and related features (e.g., columns) that can be augmented to a given dataset.
This effort has led to the research and design of feature discovery, which sits at the inter-
section of dataset discovery by discovering related datasets, data integration by joining
datasets, and feature selection by selecting high-predictive features for ML models. We
have developed an automated approach for feature discovery that improves upon existing
automated data augmentation techniques, improving the effectiveness and efficiency of
finding the most relevant features.

However, with the adoption of automatic approaches, we discovered that in moving
towards data-centric AI, we risk detaching not only frommodel-centric but also from user-
centric AI. To assess the extent to which users (e.g., data scientists, data engineers, ML
engineers) rely on and trust automatic approaches and to determine their feature discovery
pipeline, we conducted 19 interviews based on a use-case study. The results revealed
that users doubt the automated methods and want to be involved in the process instead.
Consequently, we decided to incorporate the users into the feature discovery process and
to explore whether their involvement (e.g., by adding domain and business knowledge)
improves the quality of the resulting dataset and the feature discovery process. Thus,
we created a human-in-the-loop approach for feature discovery, which was evaluated by
conducting interviews with a subset of our initial candidate pool. The results confirmed
that a human-in-the-loop method is more approachable for users as it provides control
over and insights into the process, as well as the opportunity to inject their knowledge,
ensuring that the resulting dataset is relevant for their data tasks.

With this thesis, we make scientific contributions to the field of data management by
offering novel insights into users’ workflows and designing and developing resources that
enhance feature discovery. We hope our contributions will serve as a valuable resource
for future work in user-centric and data-centric feature discovery.
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Samenvatting
We zijn getuige van een paradigmaverschuiving in machine learning (ML) en kunstma-
tige intelligentie (AI) van een focus die primair ligt op het innoveren van ML-modellen,
het modelgerichte paradigma, naar het prioriteren van hoogwaardige, betrouwbare data
voor AI/ML-toepassingen, het datagerichte paradigma. Deze nadruk op data heeft geleid
tot de ontwikkeling van een economie rondom data, waarbij platforms voor datamarkt-
plaatsen zijn ontstaan waar data als handelswaar wordt verhandeld. Het verhandelen van
data gaat echter gepaardmet beperkingen die de specifieke behoeften van gebruikers weer-
spiegelen, zoals het verrijken of uitbreiden van hun datasets of het creëren van datasets
met specifieke eigenschappen. Deze beperkingen vormen uitdagingen die de databeheer-
community al heeft aangepakt, onafhankelijk van de context van platforms voor markt-
plaatsen. Daarom integreren we in deze thesis, als eerste onderzoeksactie, benaderingen
en praktijken van de databeheercommunity in de context van een open-source platform
voor datamarktplaatsen, na een enquête onder industrieprofessionals die data-assets pro-
duceren, verhandelen en kopen.

In overeenstemming met de doelstellingen van het datagerichte AI-paradigma om
hoogwaardige trainingsdatasets te creëren, richt ons onderzoek zich op het ontwikkelen
van geautomatiseerde methoden om relevante en gerelateerde kenmerken (bijv. kolom-
men) te identificeren die kunnen worden toegevoegd aan een gegeven dataset. Deze in-
spanning heeft geleid tot het onderzoek en ontwerp van kenmerkontdekking, dat zich
bevindt op het snijvlak van datasetontdekking door het ontdekken van gerelateerde da-
tasets, dataintegratie door het samenvoegen van datasets en kenmerkselectie door het
selecteren van hoog voorspellende kenmerken voor ML-modellen. We hebben een geau-
tomatiseerde benadering voor kenmerkontdekking ontwikkeld die bestaande geautomati-
seerde data-uitbreidingstechnieken verbetert, waardoor de effectiviteit en efficiëntie van
het vinden van de meest relevante kenmerken wordt verbeterd.

Echter, met de adoptie van automatische benaderingen, ontdekten we dat we bij het
bewegen naar datagerichte AI het risico lopen niet alleen los te komen van modelgerichte
maar ook van gebruikersgerichte AI. Om de mate waarin gebruikers (bijv. dataweten-
schappers, data-engineers, ML-engineers) vertrouwen op en afhankelijk zijn van automa-
tische benaderingen te beoordelen en om hun pipeline van kenmerkontdekking te bepalen,
hebben we 19 interviews afgenomen op basis van een use-case studie. De resultaten toon-
den aan dat gebruikers twijfels hebben over de geautomatiseerde methoden en in plaats
daarvan betrokken willen zijn bij het proces. Daarom besloten we de gebruikers te be-
trekken bij het proces van kenmerkontdekking en te onderzoeken of hun betrokkenheid
(bijv. door het toevoegen van domein- en bedrijfskennis) de kwaliteit van de resulterende
dataset en het proces van kenmerkontdekking verbetert. Daarom hebben we een human-
in-the-loop benadering voor kenmerkontdekking gecreëerd, die werd geëvalueerd door
interviews af te nemenmet een subset van onze oorspronkelijke kandidatenpool. De resul-
taten bevestigden dat een human-in-the-loop methode toegankelijker is voor gebruikers,
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omdat het controle en inzicht in het proces biedt, evenals de mogelijkheid om hun kennis
in te brengen, waardoor wordt gegarandeerd dat de resulterende dataset relevant is voor
hun datataken.

Met deze thesis leveren we wetenschappelijke bijdragen aan het veld van databeheer
door nieuwe inzichten te bieden in deworkflows van gebruikers enmiddelen te ontwerpen
en te ontwikkelen die kenmerkontdekking verbeteren. We hopen dat onze bijdragen een
waardevolle bron zullen zijn voor toekomstig werk in gebruikersgerichte en datagerichte
kenmerkontdekking.
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Rezumat
Asistăm la o schimbare de paradigmă în domeniul învățării automate (ML) și al inteligen-
ței artificiale (AI), de la un accent predominant pe inovarea modelelor de ML, paradigma
centrată pe modele, la prioritizarea datelor de înaltă calitate și fiabile pentru aplicațiile AI-
/ML, paradigma centrată pe date. Acest accent pe date a dus la dezvoltarea unei economii
în jurul lor, creând platforme de piață de date, unde datele sunt tranzacționate ca o marfă.
Cu toate acestea, tranzacționarea datelor implică restricții care reflectă nevoile specifice
ale utilizatorilor, cum ar fi îmbogățirea sau augmentarea seturilor lor de date sau crearea
de seturi de date cu anumite proprietăți. Aceste restricții ridică provocări pe care comuni-
tatea de gestionare a datelor le-a abordat deja independent de contextul platformelor de
piață online. Astfel, în această teză, ca prim act de cercetare, integrăm abordări și practici
din comunitatea de gestionare a datelor în contextul unei platforme online de piață de date
cu sursa deschisă, pe baza unui sondaj realizat cu profesioniști din industrie care produc,
comercializează și achiziționează date.

Aliniată cu obiectivele paradigmei AI centrate pe date pentru a crea seturi de date
de instruire (a modelelor ML) de înaltă calitate, cercetarea noastră se concentrează pe
dezvoltarea de metode automate pentru a identifica proprietățile relevante (de exemplu,
coloane din seturi de date) care pot fi adăugate la un anumit set de date. Acest efort a
condus la cercetarea și proiectarea metodei de descoperire a caracteristicilor (unor coloane
din seturile de date), care se află la intersecția descoperirii seturilor de date, efectuată prin
găsirea seturilor de date cu relevanță, integrarea datelor prin alăturarea seturilor de date și
selecția caracteristicilor prin selectarea celor cu predicție ridicată pentrumodelele ML. Am
dezvoltat o abordare automată pentru descoperirea caracteristicilor care îmbunătățește
tehnicile existente de expansiune automată a datelor, îmbunătățind eficacitatea și eficiența
găsirii celor mai relevante caracteristici.

Cu toate acestea, odată cu adoptarea abordărilor automate, am descoperit că în trece-
rea către AI centrată pe date, riscăm să ne detașăm nu numai de AI centrat pe model, ci și
de AI centrat pe utilizator. Pentru a evalua măsura în care utilizatorii (de exemplu, oameni
de știință de date, ingineri de date, ingineri ML) se bazează și au încredere în abordările
automate și pentru a determina procesul lor de descoperire a caracteristicilor, am efectuat
19 interviuri pe baza unui studiu de caz. Rezultatele au arătat că utilizatorii sunt sceptici
cu privire la metodele automate și doresc să fie implicați în proces. În consecință, am decis
să integrăm utilizatorii în procesul de descoperire a caracteristicilor și să examinăm dacă
implicarea lor (de exemplu, prin adăugarea propriilor cunoștințe asupra unui domeniu al
unui set de date) îmbunătățește calitatea setului de date rezultat și totodată procesul de
descoperire a caracteristicilor. Astfel, am creat o abordare pentru descoperirea caracteris-
ticilor care implică utilizatorul și care a fost evaluată prin realizarea de interviuri cu un
subset din grupul nostru inițial de candidați. Rezultatele au confirmat că o metodă care
implică utilizatorul este mai accesibilă, deoarece oferă control si intuiție asupra procesului,
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precum și oportunitatea de a adăuga cunoștințele proprii, asigurându-se că setul de date
rezultat este relevant pentru procesele lor de date.

Prin această teză, aducem contribuții științifice în domeniul administrării datelor, ofe-
rind perspective noi asupra procesului de lucru al utilizatorilor și prin proiectarea și dezvol-
tarea resurselor care îmbunătățesc descoperirea caracteristicilor. Sperăm că aceste contri-
buții vor servi ca o resursă valoroasă pentru lucrările viitoare în descoperirea caracteristi-
cilor centrate pe utilizator și pe date.
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1
Introduction

Machine Learning (ML) has emerged as a critical component across many domains,
including but not limited to enhancing search capabilities [47], generating images

and videos [13], as well as assisting healthcare [95, 136] and industrial professionals [197].
The widespread adoption of ML underscores the fundamental role of data, positioning it
as an essential element for the development and effectiveness of Artificial Intelligence (AI)
and ML applications [132]. This focus on data has led to a paradigm shift, from primarily
concentrating on innovations in ML models to prioritising the quality and reliability of
data [54, 198]. This transition has given rise toData-Centric AI (DCAI), a framework that
emphasises building and maintaining high-quality datasets to advance AI technologies
and applications [159, 198, 199].

Within DCAI, the primary objective is creating or improving datasets that will be used
for training ML models [159, 198, 199]. This approach stands in contrast to the traditional
model-centric AI paradigm, which prioritises the development and refinement (i.e., fine-
tuning) of models to align with a predetermined benchmark dataset [132]. Model-centric
AI often placed excessive confidence in the accuracy of the datasets, leading to the prob-
lematic scenario of “garbage in, garbage out”, a situation where poor quality input data
results in poor quality output, regardless of numerous model iterations [132, 198]. This
excessive reliance on the dataset raised critical questions about the representativeness and
reliability of models. Specifically, it brought to light concerns regarding whether a model
truly reflected the nuances of the benchmark dataset or if it was merely overfitting to that
dataset [132]. As a result, the emphasis has shifted towards recognising data as a “first-
class citizen” within the ML development process [187]. Now, data is a pivotal element in
ML pipelines, playing a crucial role in determining the overall quality and effectiveness of
the models [54]. This shift highlights a growing consensus in the field: the success of ML
applications hinges not just on the algorithmic ingenuity of the models but equally on the
quality, relevance, and reliability of the data they are trained on [54, 132].

Traditional ML models typically require tabular datasets for training. Therefore, the
quality, relevance, and reliability of tabular data are pivotal factors that have been exten-
sively studied within the data management community. A significant focus has been on
dataset integration, especially schema matching, due to its broad applicability to bring to-
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Figure 1.1: The data preparation layers within DCAI [198], Data Science Pipeline [183] and ML Engineering
Workflows [173]. All three layers describe similar steps to create high-quality training datasets.

gether disparate data sources through join or union operations [17, 23, 58, 106, 146, 191,
201]. Furthermore, data quality is a pivotal characteristic that must be consideredwhen de-
veloping ML models, a notion also supported by the DCAI paradigm [39, 94]. To maintain
high-quality data, various strategies and techniques have been developed [65, 120, 155].
These methods address common issues such as missing data [169], duplicate data [189],
and data heterogeneity [42], ensuring that the data used in ML models is of the highest
integrity and value.

The taxonomies within DCAI describe various tasks of preparing the datasets (e.g.,
training set selection, data cleaning and debugging, or data acquisition and generative
model prompting) [132] or outline specific goals for which the datasets are created or
enhanced (e.g., training data development, inference data development, and data main-
tenance) [198]. These high-level goals encapsulate numerous sub-goals, paralleling the
aforementioned tasks. For instance, under training data development, one encounters
sub-goals such as data collection, labelling, preparation, reduction, and augmentation, il-
lustrated in Figure 1.1 [198, 199]. When considering the simplified abstraction of an AI/ML
workflow, as illustrated in Figure 1.2, particularly in data science or machine learning en-
gineering, two primary layers emerge: the data and model layers¹ [54]. These layers form
the backbone of AI/ML workflows, guiding the transition from raw data to operational AI
solutions. Notably, the subtasks in the data layer, including data acquisition, wrangling,
cleaning, labelling, and engineering [15, 41, 173, 183, 207], align closely with the sub-goals
and tasks identified in DCAI taxonomies (Figure 1.1).

Consequently, we observe a convergence between the objectives of DCAI and the first
layer of data science and ML workflows. On the one hand, DCAI emphasises the devel-
opment of curated training data for ML models [199], and on the other, the data layer of
the data science workflow concentrates on processing datasets to produce quality train-
ing data for modelling [15, 41, 173, 183, 207]. Both aspects underscore the critical im-
portance of acquiring and generating datasets as a fundamental step in developing ML
models [6, 199]. This interplay between DCAI tasks and AI/ML workflow layers reflects

¹We acknowledge the model management (i.e., deployment) as one of the layers in AI/ML workflows. However,
this thesis falls outside the scope of the model management layer.
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Figure 1.2: The steps of the data science pipeline (top row) [41], and the steps of the ML engineering workflow
(bottom row) [173]. We observe similar steps in the pipeline, which describe the high-level layers: data, model,
deployment, and maintenance.

a broader trend where the emphasis on data quality has become paramount. Moreover, it
highlights the dynamic evolution of the AI/ML field, where advanced data management
practices have become integral to the development process. Incorporating methods and
approaches for data management, from initial data collection to detailed augmentation, is
pivotal for developing and refining AI and ML models. We are witnessing a shift towards
a more data-centric approach, which reflects the growing influence of DCAI within the
AI/ML field [54].

We introduce the concept of feature discovery for tabular datasets, which, for
brevity, will be referred to simply as feature discovery throughout this dissertation. Feature
discovery is an approach at the intersection between the data and model layers within the
data science pipeline. This approach is intrinsically linked with the core objective of DCAI
to generate high-quality training datasets for ML models. In the context of feature discov-
ery, we prioritise the collection of datasets by employing dataset discovery techniques to
identify valuable data sources [144]. We also explore dataset augmentation by integrating
disparate data sources, thereby enriching the informational value of the dataset [60]. To
reduce dimensionality, the process involves refining the dataset through feature selection
methods, focusing on the most impactful features for ML modelling [198].

By leveraging the strengths of dataset discovery, integration, and feature selection, we
aim to curate datasets that are optimally configured for ML model training. The synergy
between identifying relevant features and integrating diverse data sources enhances the
potential for creating high-quality datasets and more effective and efficient ML models.
This underscores the critical role thorough data preparation plays in AI/ML development,
which drives theDCAI initiative. By exploring feature discovery for tabular data, this work
contributes to the ongoing efforts to improve AI/ML practices, emphasising the significant
relationship between data quality and model performance in both DCAI and ML pipelines.

This thesis is divided into three main parts. Part I: Tabular Data Acquisition with Data
Marketplaces concentrates on identifying datasets for acquisition, such that they can be
further used to enhance a training dataset with the goal of improving the performance of
ML models. We explore acquiring these datasets within the data marketplace platforms.
In Part II: Automated Feature Discovery for Tabular Data, we use the acquired datasets and
explore the development of automated methods for feature discovery and augmentation.
Finally, in Part III: Human-in-the-Loop Feature Discovery, we begin with an examination
of the feature discovery and augmentation workflows as performed by data specialists in
real-life scenarios and conclude with the development of a human-in-the-loop approach,
which incorporates the user’s expertise and input into the feature discovery process. In
the following sections, we elaborate on prior research, describe each part in detail, define
the corresponding research question and outline our contributions.
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1.1 Tabular Data Acquisition with Data Marketplaces
The dataset collection process entails gathering information from multiple sources [198].
It also involves a series of steps such as acquisition, labelling, and improving existing
datasets [166, 187]. Some sources treat dataset collection and dataset acquisition inter-
changeably when referring to the process of searching and discovering (new) datasets
[198] or even generating data through crowdsourcing or synthetic methods [166].

In data-centric AI, the term dataset collection refers to data acquisition and labelling
processes, which are essential for creating high-quality training datasets for ML models.
These models require substantial data volume (i.e., numerous rows) or detailed descrip-
tive features (i.e., various columns) to effectively capture and describe specific problems.
This requirement becomes even more critical in the context of deep learning, where the
data demands exceed those of traditional MLmodels, requiring extensive training datasets
[166, 187]. Thus, there is a significant need for relevant training datasets. When we take
into account that the quality of data collected fundamentally influences the overall data
quality [187, 198], searching for and discovering related datasets from various sources
become even more critical [166]. This thesis focuses explicitly on dataset acquisition
within the broader dataset collection process. The literature presents a variety of dataset
collection strategies, each tailored to different or specific search repositories and platforms,
highlighting the diverse approaches to gathering appropriate and high-quality data for ML
applications.

The proliferation of dataset search and acquisition platforms or repositories has led to
diversifying sources and methods for obtaining datasets. Notably, open data portals offer
easy access to data acquisition. Prominent examples include the open government data
portals of the UK and the USA², which facilitate dataset search using keywords over the
metadata or the dataset content itself [76, 101]. Furthermore, these open data repositories,
alongside numerous other web-based datasets, are accessible through the Google dataset
search platform [21], underscoring the platform’s utility in data discovery. Additionally,
domain-specific data portals such as DataMed³ emerge as invaluable resources, providing
targeted datasets that align with distinct research objectives and use cases [30].

Data lakes are another effective solution for storing and managing large volumes of
unprocessed datasets. However, dataset search and collection within data lakes present
significant challenges. The sheer volume of data often makes it difficult for users to com-
prehend and navigate the information effectively, hindering their ability to explore the
data and achieve their specific goals [68, 151, 206]. This complexity highlights the need for
advanced tools and methods to simplify dataset discovery and acquisition in such expan-
sive data environments. These solutions and systems include dataset integration, dataset
discovery, metadata management, and data versioning, designed to maintain the data lake
and facilitate dataset acquisition [70, 146].

Given that open data platforms and data lakes have been extensively studied, with
numerous methods proposed to enhance dataset acquisition within these environments,
our focus shifts towards data marketplace platforms. The emergence of data market-
place platforms has opened new avenues for monetising data. Platforms such as Dawex,

²https://www.data.gov.uk, https://data.gov
³https://datamed.org/

https://www.data.gov.uk
https://data.gov
https://datamed.org/
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Worldquant, and Snowflake Marketplace⁴ have been established for the exchange of data-
sets, thereby creating a marketplace [59]. These platforms adhere to specific rules and
guidelines for the transaction of datasets. However, the integration of data management
practices such as dataset discovery and integration can significantly enhance the benefits
for both data consumers and producers within these marketplace platforms [59]. As such,
in this thesis, we explore the integration of dataset discovery approaches within data
marketplace platforms, providing a new dimension to data acquisition in DCAI.

Often formulated as a search problem, dataset discovery is the process of finding rele-
vant data sources among a vast collection of datasets [17, 58, 106, 144, 203, 206]. Similar
to conventional information retrieval techniques, dataset discovery leverages keywords
as queries to find datasets [21, 30]. Additionally, it employs tables as queries, explicitly
aiming to identify tables that can be joined or unioned, enhancing the process’s utility
and relevance [17, 24, 146, 206]. Furthermore, some approaches are specifically tailored to
meet diverse user needs, acknowledging both the variety of user queries and the hetero-
geneous nature of the data involved [58].

The variety of approaches proposed for dataset discovery, their effectiveness in identi-
fying related and relevant datasets, and the noticeable gap in data marketplace platforms
concerning data management lead to our first research question:

RQ1: How can dataset discovery approaches enable and facilitate data acquisition in
data marketplace platforms?

Findings & Contributions. To answer our first research question RQ1, we start by
conducting a survey with 122 participants to identify and understand the needs and re-
quirements of data providers and consumers for efficient and effective dataset acquisition
within data marketplace platforms, as well as evaluate the qualities and features of a web-
based platform. Based on this information, we adapt our approaches to align with the
user’s perspective. Thus, we aim to enhance the effectiveness of the data acquisition pro-
cess, ensuring that users can efficiently identify and access the relevant data they need.
As such, in Chapter 3, we introduce Topio, an instance of an open-source data market-
place platform. With Topio, we research diverse strategies to aid users in the search and
acquisition process within a marketplace setting and develop a suite of scalable, low-cost,
value-added services that facilitate dataset exploration and discovery.

1.2 Automated Feature Discovery
The data augmentation process involves developing methods and techniques to increase
the amount and quality of training data, particularly in ML/AI. For tabular textual data,
data augmentation is more challenging due to the intricate syntactic and semantic struc-
tures of text [32]. Here, augmentation represents a variety of strategies to modify or
generate new textual content while preserving the original semantic context. This could
include techniques such as synonym replacement, sentence shuffling, or employing ad-
vanced methods such as leveraging language models for text generation or transformation
[111, 186, 190].
⁴https://www.dawex.com/en/, https://www.worldquant.com/data-exchange/, https://www.snowflake.com/
en/data-cloud/marketplace/

https://www.dawex.com/en/
https://www.worldquant.com/data-exchange/
https://www.snowflake.com/en/data-cloud/marketplace/
https://www.snowflake.com/en/data-cloud/marketplace/
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The concept expanded to data management, where “data augmentation” takes on a
broader interpretation, referring to the enrichment of a dataset through the integration of
additional information sourced from related datasets within vast repositories [134]. This
approach not only augments the quantity but significantly enhances the quality and rele-
vance of the dataset. Tabular dataset augmentation in data management specifically tar-
gets identifying and integrating relevant features (e.g., columns) from related tables to
increase the performance of ML models [36]. By integrating relevant external features,
the models gain access to a broader context, which can significantly increase their accu-
racy and efficacy.

Tabular dataset augmentation is an important initiative to advance the field of auto-
mated machine learning (AutoML) [36, 93]. By automating the dataset discovery process
and the feature selection phase, we move a step closer to completing the AutoML cycle,
aiming for a fully automated ML pipeline. This advancement not only simplifies the model
development process but also amplifies the potential to develop more sophisticated and
nuanced ML models, thus pushing the boundaries of AI research and applications. This
approach emphasises a data-centric perspective in AI, where the focus is on the quality
and contextual richness of the data. Refining the datasets through augmentation increases
the potential of ML models to deliver more accurate and reliable outcomes substantially.

Current tabular dataset augmentation techniques integrate the ML model into the pro-
cess [36, 129]. These methods are often paired with existing feature selection techniques,
relying on the ML model to identify the most relevant features [129] or devising their
feature selection mechanisms specifically for data augmentation [36]. From the data man-
agement perspective, advanced techniques for fast indexing have been developed, thereby
accelerating the computation of correlation coefficients, an essential step for feature selec-
tion [53]. Additionally, methods for developing embeddings that effectively capture the
semantic context of tables have been introduced [205]. These methods enhance the effec-
tiveness of data augmentation by ensuring that the most semantically relevant and statis-
tically significant features are identified and integrated into ML datasets. Tabular dataset
augmentation approaches gain advantages from previous data integration efforts. For ex-
ample, identifying related datasets, specifically those that are joinable or unionable, is a
foundational step in any tabular dataset augmentation strategy within data management.
Considerable research is dedicated to finding unionable tables [146], as well as joinable
tables [26, 50, 58, 206], with some studies addressing both types of relatedness [17, 202].

Following the initial phase of dataset acquisition, our subsequent task for creating high-
quality datasets for MLmodels involves integrating and augmenting the collected datasets.
With dataset integration, we begin a selection process to distinguish between datasets that,
by joining, are directly relevant to our research objectives (i.e., related datasets) and those
that add unnecessary noise (i.e., irrelevant or noisy datasets). This phase is followed by
dataset augmentation and feature selection, both aimed at enhancing a table with addi-
tional relevant features (i.e., columns) that increase the information value of a dataset,
thereby increasing its utility for ML model training. This workflow describes feature dis-
covery, a novel method to augment a dataset with more features. Feature discovery is a
more nuanced and targeted form of dataset discovery, as we focus on identifying datasets
that contain features suitable for augmenting a table with more relevant information. The
complexity of this workflow guides us towards our second research question:
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RQ2: How can we enhance the automation of the feature discovery process to create
high-quality datasets for machine learning applications?

Findings & Contribution. To answer our second research question RQ2, in Chapter 4,
we develop a novel automated feature discovery method, which reduces the need for man-
ual data engineering efforts and improves the performance (i.e., accuracy) of subsequent
ML models. We contribute with AutoFeat, the library for automated feature discovery
over tabular datasets. AutoFeat retrieves relevant features for augmentation effectively,
exploring beyond directly connected tables and efficiently, based on relevance and redun-
dancy metrics, reducing the need to train the ML model in the process.

1.3 Human-in-the-Loop Feature Discovery
Within the automated and complex feature discovery pipeline, we often overlook the users
and their influence on the process. User-centric research in data management has increas-
ingly expanded its scope, exploring the complexities of interactive user interfaces [140]
and leveraging data obtained through crowdsourcing methods [116, 117, 175]. These ef-
forts indicate the critical role of the user as an integral component within the data man-
agement process. Traditionally, the emphasis has been on technological advancements,
with user engagement often playing a secondary supportive role in the development and
refinement of these technologies [130]. However, recent trends in the field are shifting
towards placing greater importance on the users, recognising them as vital drivers of re-
search progress.

For example, to effectively collect datasets, a deep understanding of the business do-
main and the specific application is indispensable. Such domain-specific knowledge, es-
sential for tailoring the data collection process to meet the precise needs of the applica-
tion, can predominantly be sourced by involving the user in the data collection process
[198]. Furthermore, user-generated information plays a pivotal role in enriching data
lakes, contributing significantly to the overall data quality and utility. By providing tags,
linking information, and creating structured vocabularies or ontologies, users add invalu-
able context and metadata that enhance data discoverability and usability [70]. Moreover,
data integration studies have been increasingly including user studies in their evaluation
frameworks to ensure that the tools and methods developed are technologically advanced,
user-centric, and responsive to user needs [58, 112].

The user’s role is paramount in data science and ML pipelines. The significant impact
of the user on these pipelines is exemplified by the adoption of user-centric applications,
such as the collaborative environments Jupyter Notebook, JupyterLab⁵, Google Colab⁶,
and tools designed to assist users in the data layer, such as Data Wrangler [96], Voyager
[18], and Data Civilizer [46]. These tools and environments have been developed with
a strong focus on enhancing user interaction and productivity, underscoring the critical
role of the user in the successful implementation and optimisation of data science and
ML workflows. By providing intuitive interfaces, comprehensive functionalities, and col-
laborative features, these applications empower users to effectively manage, explore, and
derive insights from their data, showcasing the user’s central role in DCAI.
⁵https://jupyter.org
⁶https://colab.research.google.com/

https://jupyter.org
https://colab.research.google.com/
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Figure 1.3: The figure summarises the process of enhancing a table with additional features, detailing the journey
from the initial acquisition of datasets – which constitutes the first part of this thesis – to the final augmented
table, which can be accomplished through two distinct methods for feature discovery: an automated approach –
which is described in part two of this thesis – or a human-in-the-loop approach – which constitutes part three
of this thesis.

The pivotal role of the user in creating and enhancing data, particularly as the domain
expert, raises questions about the efficacy of fully automated approaches in ensuring high-
quality data in DCAI. Thus, the following research question arises:

RQ3: Can human expertise and domain knowledge enhance the automatic feature
discovery process?

Findings & Contributions. To answer our third research question RQ3, in Chapter 5,
we research the user’s role within the feature discovery pipeline. Thus, we conduct a user
study structured as a think-aloud use-case scenariowith 19 participants to understand how
data practitioners perform feature discovery in a real-life scenario. It is imperative first
to understand how users interact with the feature discovery process, evaluating whether
their involvement enhances the effectiveness of this process so that we can effectively
adapt the automated process to meet the user’s needs. Furthermore, by closely examining
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the dynamics of user interaction within the feature discovery process, we aim to under-
stand the advantages a human-in-the-loop approach could offer. In Chapter 6, we refine
our automatic method, designing and developing a human-in-the-loop approach to feature
discovery in DCAI. Tailoring the automated process to accommodate user requirements
involves simplifying and ensuring that the system becomes flexible and intuitive for users,
thereby facilitating them to produce high-quality training datasets for ML applications.
We contribute with HILAutoFeat, a library for human-in-the-loop feature discovery over
tabular datasets. We conclude the chapter by evaluating our approach with a subset of the
participants from our first study. This evaluation helps us determine the balance between
automation and human expertise, aiming to optimise the feature discovery process further.

By addressing these three research questions, we advance the objectives of data-centric
AI to produce high-quality datasets. The process we envision, illustrated in Figure 1.3,
starts with an initial dataset, subsequently referred to as the base table. Next, we offer an
approach for the acquisition of related datasets that can be further augmented to improve
the base table. Additionally, we introduce an automated method for tabular dataset aug-
mentation, the feature discovery process which aids in selecting the most suitable features
for the subsequent ML modelling efforts. Furthermore, our research explores the poten-
tial benefits of incorporating a human-in-the-loop strategy within feature discovery. By
doing so, we aim to integrate the users’ expertise and insights into the data-centric AI
framework, paving the way for user-centric AI/ML workflows.

1.4 Thesis Origins
In this section, we enumerate the publications that form the research basis for each chapter
and guide our analysis and discussions throughout the thesis.

Part I: Tabular Data Acquisition with Data Marketplaces

Chapter 2 is based on the following research paper:
 Andra Ionescu, Kostas Patroumpas, Kyriakos Psarakis, Georgios Chatzige-

orgakidis, Diego Collarana, Kai Barenscher, Dimitrios Skoutas, Asterios
Katsifodimos, and Spiros Athanasiou. 2023. Topio: An Open-Source Web
Platform for Trading Geospatial Data. In: Lecture Notes in Computer Sci-
ence vol. 13893 - 23rd International Conference on Web Engineering (ICWE),
(pp. 336-351).

Chapter 3 is based on the following research paper and demonstration paper:
 Andra Ionescu, Kostas Patroumpas, Kyriakos Psarakis, Georgios Chatzige-
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2
Introducing Data Market Platforms

In this chapter, we explore the evolving landscape of data marketplace platforms in data-
centric AI, emphasising their role in facilitating the acquisition of high-quality datasets for
ML applications. We begin by introducing data marketplace platforms and their increasing
popularity as a source of valuable data. Subsequently, we present findings from our survey
involving 122 data asset providers and consumers. This survey provides detailed insights into
their needs and requirements, underscoring the importance of aligning platform function-
alities with user expectations. Such alignment enhances usability and boosts participation,
which is essential for the sustained growth and effectiveness of these platforms.

This chapter is based on the following research paper:

 Andra Ionescu, Kostas Patroumpas, Kyriakos Psarakis, Georgios Chatzigeorgakidis, Diego Collarana, Kai
Barenscher, Dimitrios Skoutas, Asterios Katsifodimos, and Spiros Athanasiou. “Topio: An Open-Source Web
Platform for Trading Geospatial Data”. ICWE 2023 [92].
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2.1 Introduction
In data-centric AI, the emphasis shifts towards creating high-quality training datasets
rather than excessively engineering the ML model to overfit a given dataset [198]. As
vast amounts of data continue to be produced, data is increasingly treated as a commod-
ity, leading to the emergence of various businesses that derive value from trading data as
an asset. This includes the development of data marketplaces and platforms, which are
essential in the data economy but differ significantly in structure.

It is necessary to understand the distinction between a marketplace and a platform.
Economically, a marketplace involves a first-party vendor relationship, where the pro-
ducer sells the product to a retailer, who then owns the product. In contrast, a marketplace
platform operates on a model where the producer sells directly to the consumer via the
platform, establishing a third-party relationship [193]. In the data management commu-
nity, data marketplace platforms are called shortly data marketplaces [2]. These platforms
enhance the availability of quality datasets through value-added services, thereby support-
ing the development of more effective and efficient ML models and AI systems.

Despite the growing popularity of data marketplace platforms, consumers continue to
face numerous challenges related to the purchasing process, such as contract negotiations
and the legal complexities involved. Additionally, technical challenges, such as data for-
mat compatibility, transformations, and cleaning, further complicate the effective use of
purchased data [33].

To address these challenges and foster a thriving environment for acquiring high-
quality data through data marketplace platforms, the research community has established
benchmarks and specific challenges. Notably, as part of the MLCommons DataPerf ini-
tiative [132], the Data Acquisition for ML (DAM) challenge has been developed to tackle
key issues. These include ensuring transparent pricing, establishing unified data formats,
and devising better acquisition strategies, particularly focusing on ML tasks [33]. This
initiative aims to streamline the process and enhance the efficiency and efficacy of data
transactions in market platforms. Moreover, it seeks to alleviate the consumer’s burden
by automating and optimising data acquisition strategies.

To better match supply and demand and encourage participation in data market plat-
forms, several new designs for these platforms have been proposed [72, 75]. These pro-
posals share a common focus on enhancing the efficiency of data marketplace platforms
by facilitating the discovery of relevant assets and ensuring their acquisition at fair prices.
This focus is critical in addressing the needs of both data providers and consumers, aiming
to create a more transparent and equitable marketplace. By improving the mechanisms
for asset discovery, these designs help users more easily find data that meets their specific
requirements, which is vital for tasks such as training ML models or conducting advanced
analytics. At the same time, the emphasis on fair pricing strategies aims to establish a
balanced economic environment that encourages more entities to participate in the data
marketplace, fostering a robust and dynamic ecosystem [33].

In this chapter, we first lay the foundational knowledge needed to understand the land-
scape of data marketplace platforms such that we can answer our first research question:

RQ1: How can dataset discovery approaches enable and facilitate data acquisition in
data marketplace platforms?
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Moreover, to understand the key factors driving user engagement and satisfaction
within these platforms, we conducted 122 surveys involving data asset providers and con-
sumers, gathering insights into their needs and requirements. This analysis offers a deeper
understanding of the marketplace dynamics and the challenges the participants face.

2.2 Data Marketplace Platforms
Data marketplace platforms have emerged in response to the need for effective data trad-
ing mechanisms, driven by the exponential growth of data and the widespread adoption
of big data and cloud computing. These developments have contributed to the rise of the
data-driven economy, where data is a critical asset for decision-making and innovation
[45, 126]. The primary function of a marketplace platform is to facilitate the matching of
providers (i.e., sellers) and consumers (i.e., buyers) [2]. Within the context of a data mar-
ketplace platform model, data itself becomes the asset being bought and sold, while the
platform serves as the medium for these exchanges [122]. Formally, the data marketplace
is defined as follows:
A data marketplace is a platform where users can upload and maintain datasets while var-
ious licensing models regulate access and usage [170].

Despite the proliferation of open data marketplace platforms, which offer open access
to data, such as governmental data (e.g., U.S. Government’s Open Data¹, EU Open Data
Portal²), data marketplace platforms emerged as a business opportunity, allowing enter-
prises and individuals to monetise their assets [160]. Currently, the most prominent data
marketplaces include Dawex³, a global platform where companies can securely exchange
data, Snowflake Data Marketplace⁴, which allows users to share and access live, governed
data and data services, AWS Data Exchange⁵, which enables customers to find, subscribe
to, and use third-party data in the cloud, Data Marketplace by Oracle⁶, which offers a plat-
form for accessing and sharing data across various industries, and Knoema⁷, a platform
where individuals and organizations discover, visualise, model, and present their data.

From an economic perspective, data marketplace platforms face significant challenges
in achieving widespread adoption. The novelty of trading data introduces numerous chal-
lenges, particularly regarding pricing [45]. Consequently, data pricing has become one of
the most extensively researched topics within the domain of data marketplace platforms
across multiple research communities [1, 2, 9, 10, 121, 126, 157]. Besides pricing, data
marketplace platforms also face technical challenges, such as developing trading market
platforms [59], as well as ethical and economic challenges, such as arbitrage (i.e., protect-
ing the data from being resold) [126]. The complexities in determining the value of data
and concerns over data privacy and security present substantial obstacles that need to be
addressed to foster broader acceptance and usage of data marketplaces [45, 126].

¹https://data.gov/
²https://data.europa.eu
³https://www.dawex.com/en/
⁴https://other-docs.snowflake.com/en/collaboration/collaboration-marketplace-about
⁵https://aws.amazon.com/data-exchange/
⁶https://www.oracle.com/cloud/marketplace/
⁷https://knoema.com

https://data.gov/
https://data.europa.eu
https://www.dawex.com/en/
https://other-docs.snowflake.com/en/collaboration/collaboration-marketplace-about
https://aws.amazon.com/data-exchange/
https://www.oracle.com/cloud/marketplace/
https://knoema.com
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Despite these challenges, specialised datamarketplaces tailored to specific sectors have
emerged and are subjects of ongoing research. Notably, platforms dedicated to facilitat-
ing data sharing for smart cities have gained attention [153, 160]. These marketplaces aim
to enhance urban management and efficiency by leveraging the collective data generated
within city environments. Data marketplaces designed for the Internet of Things (IoT)
have also been developed [137]. These platforms focus on harnessing the vast amounts
of data produced by interconnected devices to enable new forms of data commerce and
insights. Moreover, there has been significant interest in data market platforms based
on blockchain technology [108, 128, 152]. Blockchain-based data marketplaces offer en-
hanced security and transparency by using decentralised ledgers to facilitate data trans-
actions. This technology ensures the integrity of data exchanges and builds trust among
participants by providing a tamper-proof record of all transactions.

When data is traded between companies, the data exchange process becomes increas-
ingly intricate due to the precise management required, such as schema definitions, data
alignment, data standardisation and integration from disparate sources [55]. These com-
plex processes ensure usability and value to the recipient [49]. Moreover, thorough data
management approaches are required to support the variations in data structure and for-
mat and to ensure that the exchanged data retains its accuracy, relevance, and value.

2.2.1 Data Acquisition with Data Market Platforms
Using data platforms to acquire data for various tasks, such as training ML models or de-
riving statistics through data analysis, has become widely adopted [24, 28, 142]. However,
the usability challenges associated with open data platforms have highlighted their limi-
tations in acquiring valuable datasets [149]. As a result, data marketplace platforms have
emerged as a preferable alternative for sourcing reliable data. In particular, collecting data
to enhance (i.e., augment) a dataset with better predictive features or more data points to
improve the performance of ML models has gained increasing attention [123, 125, 184].
To ensure the quality and relevance of data for such analytical tasks, extensive research
has been devoted to addressing the challenges associated with data marketplace plat-
forms. Key focus areas include identifying relevant assets [7] and fairly pricing these
assets [10, 59].

The predominant strategy for addressing the challenges associated with data market-
place platforms is inspired by the multi-armed bandit model. This model provides a frame-
work for balancing exploration and exploitation. Suppose the consumer has a predefined
budget for acquiring data according to the pricing strategy determined by the platform.
One approach within the multi-armed bandit framework starts by focusing on exploration.
During this phase, data records are requested within the allocated budget to gain insights
into the distribution of the provider’s data. This knowledge allows for the design of more
effective predicates for subsequent queries. Following the exploration phase, the con-
sumer enters the exploitation phase, where the remaining budget is allocated based on
the estimated utility of the data records [123].

The same research proposes a second, more integrated solution that continuously bal-
ances exploration and exploitation. This method involves iteratively posing queries that
request a small number of records. The balance is achieved by simultaneously aiming to
obtain more records with high expected utility and monitoring the diminishing returns of
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each predicate as additional records are acquired [123]. This research indicates that these
strategies are effective in acquiring records with higher relevance for ML models, which
in turn is more likely to enhance accuracy. By adopting these strategies, consumers can
optimise their data acquisition processes and ensure they derive maximum value from
their investments in data marketplace platforms.

Another algorithm, known as the incremental estimation of adaptive score, effectively
balances the trade-off between exploration and exploitation and is applicable across var-
ious data pools, including open data portals, data lakes, and data marketplace platforms
[184]. The issue can be addressed statistically by simplifying the challenge of optimis-
ing the worst-case variance into finding an equilibrium in a zero-sum game between the
provider and consumer [35]. To address the limitations concerning availability and effi-
ciency, a different approach proposes using a learned model to estimate the potential for
confidence improvement in samples. This facilitates efficient data acquisition without re-
quiring full access to the data pool. The model owner trains a predictive model based on
available data, which the data provider then uses to identify and provide the most valuable
samples within a budget [125].

While data acquisition in data marketplaces presents significant challenges, the re-
search and development of sophisticated algorithms and models have shown promising
results in overcoming these obstacles. However, more efforts are needed to create an open
data marketplace platform. Such a platform would aggregate these efforts, allowing for
empirical evaluation with real users and real datasets to facilitate effortless data trading.

2.3 User Surveys
Many data marketplaces or data sharing platforms have been oriented towards the needs
of data providers, developing and supporting features that cater primarily to their require-
ments [75]. Recognising the distinct perspectives and needs of providers and consumers,
match-making platforms have begun to surface to bridge this gap [8, 75]. Thus, there is
a need to develop a platform that addresses and harmonises the requirements and pref-
erences of both data consumers and providers. Towards this goal, we conducted user
surveys to identify and evaluate the desired qualities and features of a web-based data
marketplace platform from the viewpoints of both providers (27 responses) and consumers
(95 responses). This approach ensures a balanced consideration of the needs of both sides,
aiming to foster a more inclusive and efficient data trading ecosystem.

2.3.1 Providers
The survey aims to understand the needs and preferences of data providers in the context
of data marketplaces. The survey targeted stakeholders from various backgrounds (e.g.,
geography, information technologies, marketing), roles (e.g., legal experts, analysts, man-
agers, developers), and business sectors (e.g., asset production, digitisation, geo-marketing).
It consists of 44 questions and is designed to last approximately 15minutes, beginningwith
a short introduction explaining the survey’s primary goals and target audience. The ques-
tions are then divided into five categories: market activity, data assets, contractual life
cycle, digital single market, and value-added services, ensuring a comprehensive under-
standing of user expectations and requirements from a web-based data market platform.
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Figure 2.1: The figure illustrates the range of issues providers have identified as common complaints from con-
sumers, according to survey responses.

Market activity. The majority of data providers in the geospatial domain currently list
fewer than ten data assets for sale, with a common practice being to sell two to ten geospa-
tial data assets to the same customer. Additionally, a significant portion of these providers
have not yet embraced the concept of selling their assets through a digital marketplace.
Furthermore, nearly half of the data providers do not offer their assets as a service. This
observation suggests an opportunity for growth and innovation in the marketing and de-
livery of geospatial data assets to consumers.
Data assets. The landscape of geospatial data provision reveals that most providers, who
are also the producers of their assets, do not distribute their offerings through a cata-
logue or utilise an asset management system. Additionally, a significant portion of these
providers does not facilitate access to their assets via web services. Among those that do
provide web service access, there is a preference for services based on standards by the
Open Geospatial Consortium (OGC), such as Web Map Service (WMS) and Web Feature
Service (WFS), or those using RESTful APIs. The predominant format for these assets
is shapefiles (SHP), followed by CSV (Comma Separated Values) as the second most pre-
ferred format. Finally, the providers reported that most consumers raised concerns pri-
marily about the completeness of the data. There are also notable complaints regarding
the quality, accuracy, and geometry of the assets, as depicted in Figure 2.1. This feedback
highlights critical areas for improvement in the provision of geospatial data, suggesting
that providers need to enhance the accuracy, quality, and management of their geospatial
assets to better meet consumer expectations and requirements.
Contractual life cycle. Over 60% of the survey respondents indicate that they include
their terms and restrictions directly within a contract via license embedding, whereas the
necessity for a contract to be signed is reported by only 57% of the participating data own-
ers and producers. Notably, a significant proportion of these agreements accept a digital
signature, underscoring the growing acceptance of digital methods in formal transactions.
Interestingly, many providers report that a signed contract is not required for the trans-
action to proceed. Regarding the delivery of purchased geospatial data assets, the most



2.3 User Surveys

2

19

60%

13%

62%

45%
41%

8%

0%

10%

20%

30%

40%

50%

60%

70%

Quality Schema Completness Timeliness Errors Other

Pe
rc

en
ta

ge
 o

f c
on

su
m

er
s

Challenges

Figure 2.2: The figure summarises the key challenges consumers encounter when purchasing data assets, as
identified in the survey.

common method reported by data owners and producers is through their websites, with
email and physical media distribution following behind.
Digital single market. An overwhelming majority of the surveyed data owners and pro-
ducers, exceeding 95%, expressed interest in participating in a digital marketplace. Yet,
the primary obstacles identified for joining such a platform include the standardisation of
pricing and contracts, along with the payment process. When considering the financial as-
pects of joining a digital market platform, providers preferred a model that involves a fixed
commission on the sale price of each asset without a participation fee, with 42% favouring
this approach. The second most preferred option, favoured by 23% of the respondents,
involves a zero-fee structure.
Value-added services. Lastly, when asked about their readiness to adopt and use the
services offered by a digital marketplace, over 85% of data owners believed that such a
marketplace would augment their sales and revenue.

2.3.2 Consumers
To understand the dynamics involved in geospatial asset searching and purchasing, we
conducted surveys with consumers to collect detailed insights into market activity, data
assets, and the digital single market. The survey comprises 25 questions organised into
three categories, facilitating a structured exploration of these areas.
Market activity. Similar to the data providers, most consumer respondents are from the
Information and Communications Technology (ICT) sector, followed by notable represen-
tation from the environmental and software development sectors. Geospatial data con-
sumers typically acquire geospatial data assets infrequently, with most making purchases
only once or annually. Additionally, a significant portion of geospatial data consumers
predominantly utilise open geospatial data assets, highlighting a preference for openly
available resources within this community.
Data assets. Consumers typically engage with diverse georeferenced data types, promi-
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nently including census information, place names, and socio-demographic data. Regard-
ing vector data assets, administrative boundaries, Points of Interest (PoI), and road net-
works stand out as the top three choices for usage. When it comes to raster data assets,
thematic maps, along with aerial and satellite imagery, are the preferred options.

Interestingly, most geospatial data consumers do not produce their own data assets, be
it through direct generation or indirect contributions. Regarding the preferred format for
receiving purchased geospatial data, shapefiles emerge as the clear favourite. Addition-
ally, services that offer functionalities similar to those of Google Maps are widely used
among consumers, with services based on OGC standards, RESTful APIs, and Geospatial
Analytics also enjoying substantial popularity.

The challenges consumers face in the geospatial data market are notably concentrated
around several key issues. Firstly, data availability poses a significant hurdle for 77% of
consumers, indicating a pressing need for broader access to geospatial datasets. This is
closely followed by concerns over the lack of transparent information regarding data qual-
ity, which is mentioned by 62% of consumers, underscoring the importance of clear and
accessible quality metrics. Moreover, the licenses and contract terms remain a significant
area of uncertainty for 52% of respondents, pointing to a demand for more straightforward
and user-friendly licensing agreements.

The purchasing process further reveals critical areas for improvement, with the com-
pleteness of data assets, quality, and timeliness being the foremost concerns, highlighted
by 61%, 60%, and 44% of consumers, respectively. Additionally, general errors within the
datasets were noted as a concern by 41% of respondents. These insights, as illustrated in
Figure 2.2, underscore the need for enhanced measures to ensure data integrity, timeliness,
and transparency to address consumer challenges in the geospatial data market.
Digital single market. An overwhelming majority of data consumers surveyed, exceed-
ing 95%, expressed keen interest in joining the marketplace. This solid positive response
highlights the perceived benefits of the platform. Through their participation in the mar-
ketplace, consumers have clear expectations critical for the platform’s success and rele-
vance.

Primarily, 85% of consumers anticipate the ability to discover and acquire assets ef-
fortlessly, underlining the importance of a user-friendly and efficient search and purchase
process. Additionally, 74% of respondents stress the need for transparent terms and re-
strictions available before the acquisition of assets, pointing towards a demand for clarity
and predictability in transactions. Providing high-quality data is a priority for 65% of the
consumers, highlighting the value placed on the reliability and accuracy of the data assets
available through the platform. Cost transparency is another critical expectation for 63%
of consumers, indicating a desire for clear, upfront pricing structures. Lastly, uniform for-
mats are sought after by 50% of the respondents, underscoring the need for standardisation
to facilitate ease of use and integration of data assets.

2.3.3 Summary
Surveying both data providers and consumers has revealed significant market interest
and demand for a comprehensive portfolio of services. This insight underscores a vibrant
potential for a marketplace platform to revolutionise how geospatial data assets are ex-
changed. A notable observation from the survey is that most data owners have not yet
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embraced digital marketplaces for offering their assets, signalling an opportunity to fill a
crucial gap in the geospatial data asset market.

The survey further reveals a convergence between consumers and producers regarding
the preferred format for assets, with both groups favouring SHP and services such as OGC
and REST APIs. This variety in delivery methods and services mirrors the broad spectrum
of needs and preferences across the geospatial data marketplace.

Moreover, the challenges highlighted by consumers encapsulate the core issues, such
as simplifying the process of publishing and discovering assets and providing industry-
focused, relevant metadata. A critical insight from the responses is the prevailing uncer-
tainty surrounding the quality and suitability of a geospatial asset before purchase, which
hinders both initial usage and repeat transactions.

2.4 Conclusion
In this chapter, we report on the significant progress made in the data acquisition pro-
cesses within data marketplace platforms. Advances in this area have led to developing
sophisticated pricing strategies and creating price-aware algorithms. These innovations
enable more precise and efficient financial constraint management, securing valuable data
and enhancing the overall effectiveness and accessibility of data marketplace platforms.
Moreover, our surveys reveal that aligning with the preferences and expectations of data
providers and consumers significantly enhances the usability and appeal of these plat-
forms, which can contribute to a more dynamic and trusted ecosystem for exchanging
data assets, fostering a more robust marketplace. We introduced the foundational knowl-
edge which paves the way towards answering our first research question:

RQ1: How can dataset discovery approaches enable and facilitate data acquisition in
data marketplace platforms?

In the next chapter, we will focus on the technical challenges involved in developing
an open data marketplace platform specifically for data acquisition. We will advance past
pricing mechanisms and concentrate solely on asset discovery and relevance, exploring
how these factors influence the effectiveness of data marketplace platforms in meeting
the users’ needs and answering RQ1.
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3
Facilitating Dataset Acquisition

with Topio Market Platform
In this chapter, we report on the effort to design and develop an open-source modular data
marketplace platform designed to empower entrepreneurs and researchers to establish and
experiment with data marketplaces. We have researched and developed methods for data
profiling, dataset search and discovery, and data recommendation, providing access to them
as open-source libraries. We discuss the integration of these libraries to create Topio, a real-
world web platform dedicated to trading geospatial data, showcasing the practical application
and impact of our work in facilitating data acquisition. The libraries presented in this chapter
are openly available at https://github.com/opertusmundi/

This chapter is based on the following research paper, demonstration paper, and open-source resources:

 Andra Ionescu, Kostas Patroumpas, Kyriakos Psarakis, Georgios Chatzigeorgakidis, Diego Collarana, Kai
Barenscher, Dimitrios Skoutas, Asterios Katsifodimos, and Spiros Athanasiou. “Topio: An Open-Source Web
Platform for Trading Geospatial Data”. ICWE 2023 [92]

 Andra Ionescu, Alexandra Alexandridou, Leonidas Ikonomou, Kyriakos Psarakis, Kostas Patroumpas, Geor-
gios Chatzigeorgakidis, Dimitrios Skoutas, Spiros Athanasiou, Rihan Hai, and Asterios Katsifodimos. “Topio
Marketplace: Search and Discovery of Geospatial Data”. EDBT 2023 [86]

 Source-code [82], data [85], and the data marketplace platform Topio: https://topio.market/

https://github.com/opertusmundi/
https://topio.market/
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3.1 Introduction
The growing interest in exchanging datasets and creating value from them has led to the
development of data marketplaces (DMs). As such, DMs treat data as a commodity and
aim to facilitate and streamline data trading between data providers and consumers. Data
may be exchanged directly by offering a dataset itself or indirectly by providing services
on top of it [8].

Many DMs have been developed over the last years with highly diverse characteristics.
As a result, the landscape is quite fragmented, lacking any interoperability standards [8].
DMs can be used to find and acquire specialised and high-quality data that are needed
to train ML models, which are, in turn, crucial for many industrial or societal applica-
tions [124]. They can be general-purpose, such as AWS Data Exchange¹ or Datarade,² or
focused on a specific industry or type of data. For instance, big geospatial data providers
(e.g., Carto³, Here⁴) have recently integrated private marketplaces into their platforms. A
DM is typically expected to deal with commercial data assets; nevertheless, as pointed out
in [8], there also exist some DMs that generate revenue by monetising the effort to collect
and link open data, making them more easily and readily exploitable.

Moreover, research of DMsmainly focuses on investigating pricing policies andmodels
for data [59, 157]. However, DMs struggle with many traditional data management chal-
lenges, such as data profiling and integration, metadata curation and enrichment, dataset
search and recommendation. Such problems have been studied in the context of data cat-
alogues and data lakes [29, 135, 145, 150]. Data lakes, however, typically deal with open
datasets or data exchanged among users of the same organisation, whereas data in a mar-
ketplace is an asset to be traded. This underscores the urgent need for mechanisms that
enable buyers to quickly and effortlessly discover relevant datasets and assess their suit-
ability for a specific task before committing to a purchase. Developing a data marketplace
is challenging, as companies ranging from large multinationals to young start-ups prefer
products that bundle data with services in technically and business-streamlined offerings.
Furthermore, the inherent flexibility, scalability, simplicity, and low-cost nature of such
services overcome the comparative higher data quality offered.

In this chapter, we answer our first research question:

RQ1: How can dataset discovery approaches enable and facilitate data acquisition in
data marketplace platforms?

To answer this question, we present Topiomarketplace, an instance of our open-source
marketplace platform for geospatial data, which facilitates data exploration, discovery,
and augmentation. We introduce the main design decisions and the challenges we had to
overcome when developing the platform. Topio is designed with openness and reusabil-
ity in mind: all of the components are packaged as reusable libraries (e.g., for data discov-
ery, data pipelines, data profiling, etc.). We believe these reusable libraries can provide
value to researchers and practitioners alike. We also offer descriptions of the different li-

¹https://aws.amazon.com/data-exchange/
²https://datarade.ai/
³https://carto.com/spatial-data-catalog/
⁴https://www.here.com/platform/marketplace

https://aws.amazon.com/data-exchange/
https://datarade.ai/
https://carto.com/spatial-data-catalog/
https://www.here.com/platform/marketplace
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braries we have developed alongside links to their respective repositories. These libraries
can be used together to form a platform on which various data marketplaces can be built.

The goal of Topio is to develop a digital single market for proprietary geospatial data,
addressing the heterogeneity, disparity, and fragmentation of geospatial data products
in a cross-border and inclusive manner. Our goal is inspired by and grounded on the
real-world landscape and industry-led challenges of the fragmented geospatial data value
chain. Topio marketplace is a central hub and a one-stop shop for the streamlined and
trusted discovery, sharing, trading, and use of proprietary and commercial geospatial as-
sets. It offers high-quality value-added services and addresses geospatial data product
heterogeneity, disparity, and fragmentation. The platform is simple, fast, cost-effective
and safe for data providers and consumers. Topio facilitates the decision-making process
by offering a descriptive suite of metadata and mechanisms to discover related assets and
to augment one or more assets from the purchased asset collection. In this chapter, we
make the following contributions:

• We present the underpinnings of Topio, the first open-source marketplace platform
for geospatial data developed for publishing and purchasing assets (Section 3.3).

• We illustrate the asset lifecycle process throughout the platform and provide a prag-
matic approach towards pricing (Section 3.4).

• We outline a suite of scalable, low-cost value-added services that we built on top of
industrial geospatial assets published in the platform (Section 3.5).

3.2 Related Work
In this section, we explore existing research on data marketplace platforms and open data
platforms. This overview provides a foundation for our study, highlighting significant
contributions and challenges in developing and operating these platforms. We aim to
position our work within this context, showcasing how it addresses gaps and builds upon
the current understanding of data platform ecosystems.

3.2.1 Data Marketplace Platforms
Although many DMs have emerged over the last few years, they are highly diverse with
respect to their characteristics, and the landscape is quite fragmented, lacking any in-
teroperability standards [8]. Moreover, DMs have recently become an active area of re-
search, with many works focusing on investigating pricing policies and models for data
[2, 31, 34, 59, 127]. Still, DMs face many traditional data management challenges, such as
data profiling and integration, metadata curation and enrichment, and dataset search and
recommendation. Such problems have also been studied in the context of data catalogues
and data lakes [29, 135, 145]. These, however, typically deal with open datasets or data ex-
changed among users of the same organization, whereas data in a marketplace is an asset
to be traded. This makes even more imperative the need for mechanisms to facilitate buy-
ers to quickly and easily discover relevant datasets and to be able to assess the suitability
of a candidate dataset for a given task before proceeding to its purchase. Our assessment
identified the lack of comprehensive and precise metadata as a significant deficiency of
the current market landscape.
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Ingestion
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Schema matching | Graph traversal

Purchase
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Delivery
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Figure 3.1: The figure shows an overview of Topio highlighting the search and discovery components and data
asset lifecycle.

3.2.2 Open Data Platforms
Despite the extensive efforts of the research community towards data platforms openness
and their added benefits (e.g. developing data-driven insights and analytics modules) [43,
141, 148], to the best of our knowledge, there is no existing open-source platform that
facilitates building and running data marketplaces. Topio is the first open-source set of
tools that can be used to build a data marketplace. Currently, Topio focuses on spatial data
assets and can be easily extended to other data models and types.

3.3 Platform Overview
The design of Topio marketplace is inspired by the insights gathered through our surveys
with data market users, the data providers, and data consumers, which we present in
Section 2.3. Therefore, we focus on the following three objectives: (𝑖) providing as much
information about the assets as possible before the acquisition; (𝑖𝑖) supporting multiple
asset formats and delivering them via web services; and (𝑖𝑖𝑖) providing means to discover
and integrate various assets to improve the completeness, and quality. Through Topio
design, we offer the absolute control of owners over their assets and our flexible support
for real-world value chain instances along the entire lifecycle of geospatial data.

Figure 3.1 provides an overview of the components of the Topiomarketplace platform.
First, the geospatial assets are ingested and stored in Topio Drive. The data asset lifecycle
includes publishing, purchasing, delivery, and pricing based on the selected asset deliv-
ery option (Section 3.4). We developed value-added services (VAS) to increase consumer
benefits, including dataset discovery, a recommender system, and a profiler. These bene-
fits are twofold: (𝑖) better understanding of the value of the assets based on the metadata
computed by the profiling service, and (𝑖𝑖) easier search and discovery and personalised
recommendations of related or complementary data assets (Section 3.5).
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3.4 Data Asset Trading
In this section, we describe the lifecycle of a data asset, tracing its progression from pro-
vision to the various delivery options available (Section 3.4.1). Following this, we review
existing research on data pricing, discussing which concepts have been integrated into the
Topio platform and how they influence our approach to asset valuation (Section 3.4.2).

3.4.1 Data Asset Lifecycle
This section presents the path a data asset takes from its initial provision to its final deliv-
ery. This journey consists of several key steps: the provision of the asset, its ingestion into
a system, acquisition by consumers, and, ultimately, its delivery. This sequence ensures
that data assets are prepared, managed, and distributed effectively, serving the needs of
both providers and consumers in the data ecosystem.
Asset Provision. The provider of an asset has complete and highly granular control over
the asset and can define if, when, and how an asset will be available at any point in the
asset’s lifecycle. An asset (e.g., file, database, service) is provided in a stand-alone manner,
as a file with small or ad-hoc transformations, or derived/integrated with other assets. An
asset is published in the platform along with its license, price policy, and contract terms.
Publishing can be limited to metadata publishing alone or the metadata and the data asset
itself.
Asset Ingestion. The entry point of data assets is the storage or TopioDrive. A data asset
is uploaded, versioned, curated, and stored in the underlying storage. From there, it is
delivered to consumers by transforming it into their preferred format. The data suppliers
can provide descriptive metadata about an uploaded asset (e.g., format, price, coverage,
topic, etc.). The ingestion service⁵ encapsulates three main features: (𝑖) reading, parsing,
and extracting data types, (𝑖𝑖) storing the asset into a PostgreSQL⁶/PostGIS⁷ database, and(𝑖𝑖𝑖) registering the asset as a service (e.g. publishing a layer associated with a PostGIS
datastore to GeoServer). After publication, the asset can be available as a Web Map or
Feature Service (WMS/WFS) from a GeoServer instance.
Asset Acquisition. Once an asset is uploaded in Topio Drive, the asset is immediately
available throughout the application and all the services. The consumers can browse the as-
set catalogue and discover the desired assets based on the availablemetadata (Section 3.5.3).
The consumer retains the right to access and use the assets within the Topio platform
through notebooks or maps.
Asset Delivery. Topio delivers the assets and services in three main ways: (𝑖) via Jupyter
Notebooks after establishing an appropriate contractual agreement with the interested
party (e.g., the platform or another asset owner) governing how joint value is created
and shared, (𝑖𝑖) a service in one of the available APIs, and frameworks or (𝑖𝑖𝑖) integrat-
ed/derived and provided as a file. Following, we outline the asset delivery approaches.

TopioNotebooks – Topio enables the consumers to directly use all geospatial assets
purchased and uploaded and perform operations such as data cleaning and enrich-

⁵https://github.com/OpertusMundi/ingest
⁶https://www.postgresql.org/
⁷https://postgis.net/

https://github.com/OpertusMundi/ingest
https://www.postgresql.org/
https://postgis.net/
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Figure 3.2: View of the discovery service in the notebook environment. On the right-hand side, we show how
the user can inspect the list of related assets.

ment, geocoding and trend detection, and analysing satellite imagery in an online
notebook. The notebook is backed by resources provided by Topio marketplace,
which are charged to the data consumer in a separate agreement. This way, data
analysis and transformation can be done without downloading the assets, enabling
the use of high-value/size and complex assets withminimal effort. While working in
the notebooks environment, Topio can automatically recommend new data sources
for enrichment and integration based on the currently used data, as illustrated in
Figure 3.2.
Moreover, with Topio Notebooks, the users can assess the quality and fitness of
an asset before purchasing. Inside this environment, the users benefit from the
discovery service (Section 3.5.2) and can directly inspect the list of related assets.
This functionality helps them discover more assets without actually checking the
asset page in the marketplace. Therefore, the users can only focus on processing,
analysing, and understanding an asset’s usefulness without interruptions.

Topio Maps – Topio Maps is a comprehensive framework for creating, using, shar-
ing, and integrating interactive maps in web and mobile applications. The consumer
can create custom maps using not only the data and services provided by the plat-
form but also proprietary data. Some metadata extracted from spatial attributes is
represented using maps. We represent the spatial extent using the Minimum Bound-
ing Rectangle (MBR), the convex hull of the geometries, and the spatial data distri-
bution using heatmaps.

Physical Delivery – Finally, the purchase and delivery of the asset are performed
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within or outside the platform, according to owner preferences and asset type. When
the files are very large or other constraints become an issue (e.g., company policies),
data assets can be physically shipped to consumers.

3.4.2 Pricing Models
Much research has been done concerning pricing models for data [31, 59, 107, 127]. Early
works primarily focus on pricing views of data assets such that they are arbitrage- and
discount-free [107]. These pricing schemes help ensure that: (𝑖) a buyer will not buy
“cheaper” views of a dataset whose union costs less than the original dataset, and (𝑖𝑖) the
use of these concepts in practice requires both training of the data providers but also a
complete pricing market architecture to support such pricing schemes.
Topio’s Pragmatic Approach to Pricing. During our research for pricing schemes,
we investigated the possibility of deriving the prices from selling either a subset of the
datasets or views of those datasets, but this was a very challenging task. When talking
to data providers during our surveys (Section 2.3), the most common request was that the
providers set a price for their dataset and a separate price for each of their derivatives (e.g.,
a subset of the businesses in France) set by the suppliers.

At this stage, Topio prices datasets in two main ways: (𝑖) pay per dataset and (𝑖𝑖)
pay per API call on a value-added service. The former is the simplest form of pricing:
a provider offers a dataset to consumers for a fixed price and can provide discounts on
bundles of datasets. For the latter, when consumers read data from value-added service
APIs, as described in Section 3.5, providers can set a price per API call. API calls are logged,
and the consumers are charged per call. We also offer consumers the possibility of buying
API-call credits, e.g., buying 1M calls for a fixed price.

3.5 Value-Added Services
In Section 2.3, the surveys indicate that both providers and consumers face challenges com-
ing from the assets themselves, such as quality, geometry, schema and, most importantly,
completeness and accuracy. The value-added services provide a step forward towards fa-
cilitating asset completeness and accuracy, as they help discover new assets suitable for
integration. Moreover, VAS helps us circumvent the deadlock where consumers are un-
sure about the data quality while providers are reluctant to disclose detailed information
before securing the payment.

Figure 3.3 visually presents the functionality of the following open-source value-added
services that we have developed and integrated into Topio: (𝑖) data asset search which of-
fers metadata-, faceted-, keyword-based search functionalities throughout Topio’s catalog
(Section 3.5.1), (𝑖𝑖) data asset discovery and augmentation, which helps the user find re-
lated assets and provides multiple ways of augmenting them (Section 3.5.2), and (𝑖𝑖𝑖) data
asset profiling to automatically extract various kinds of information from the content of a
given asset and enrich its description (Section 3.5.3).

3.5.1 Data Asset Search
Topio offers rich search capabilities with a wide range of optional filtering criteria so
prospective data consumers can quickly identify assets of their interest. All search opera-
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Figure 3.3: View of an asset page showcasing detailed metadata, in-depth profiling information, and related
assets to the one being viewed.
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Figure 3.4: The figure illustrates the four types of input queries available for searching data assets on the plat-
form: (1) keyword search, allowing users to input specific terms directly; (2) exploration of recent searches,
offering insights into the user’s past queries; (3) browsing through popular searches, highlighting trending or
frequently sought-after data; and (4) utilising advanced search functionality, which enables more refined and
targeted queries based on multiple criteria.

tions are powered by indexing all assets and their metadata (provided by the supplier), thus
supporting various search conditions (e.g., textual, numerical, spatial, temporal). Some fil-
tering conditions may come from pre-defined choices (e.g., asset types and file formats).
In contrast, others can be user-specified (e.g., price range), enabling potential consumers
to narrow their selection to assets that mostly match their preferences based on multiple
filtering criteria. The search options are illustrated in Figure 3.4. The platform uses tools,
such as PostgreSQL full-text indexing and Elasticsearch⁸.
Catalogue. The catalogue assumes the role of geospatial-aware catalogue software, re-
sponsible formanaging andmaintainingmetadata integrity and providing consistent, well-
defined geospatial information to users and components. The catalogue services support
publishing and searching collections of descriptive information (e.g., metadata) for data,
services, and related information objects. The catalogue is based on a two-tier architec-
ture. The first component is the Metadata Store, which comprises the Relational Database
Management System (RDBMS) that stores and manages asset metadata. The metadata
store is developed on top of the PostgreSQL with PostGIS (spatial) extension. The second
component is the Geospatial Catalogue API, which publishes geospatial asset metadata to
the other sub-systems of Topio architecture. The API is based on the OpenAPI 3.0 specifi-
cation and is implemented in Python⁹.

⁸https://www.elastic.co/
⁹https://github.com/OpertusMundi/catalogue-service

https://www.elastic.co/
https://github.com/OpertusMundi/catalogue-service
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3.5.2 Data Asset Discovery & Augmentation
Dataset discovery is the process of navigating numerous datasets to find relevant ones
and the relationships between them [106]. Its output represents the initial step in a data
management pipeline and the input for schema matching, mapping and the subsequent
processes [17]. The data asset discovery process is primarily used with tabular data, such
as CSV, web tables, and spreadsheets [106].
Schema Matching. Dataset discovery is a difficult task as it relies on schema-matching
techniques, which capture the semantic or syntactic relationships between datasets. These
techniques are not entirely precise, as the datasets might share similar information but in a
different context, which is difficult to capture by the schemamatchingmethods alone [106].
The process tries to find a subset of relevant datasets that are similar or complementary
in a certain way, e.g., with similar attribute names or overlapping instance values [17].

Our discovery process for geospatial data assets adopts methods from the Semantic
Web, primarily using RDF and ontologies [11, 113]. Data mining and knowledge discovery
approaches for geospatial data assets emphasise searching for co-location patterns given
location points [79]. Dataset discovery is integral to Topio’s asset discovery, enabling the
platform to proactively or reactively recommend assets suited to their workflow context.
The discovery service¹⁰ allows end users to explore the collection of datasets by examining
and understanding the relations between them and how they interconnect. During the dis-
covery process, the users get more knowledgeable and understand the different layers of
relatedness between the datasets, enabling them to make informed purchasing decisions.
Filtering. In the context of data marketplace platforms, where different types of datasets
can be published and transformed for purchase, we employ the methodologies of struc-
tured tabular data for geospatial data. As such, we reduce system complexity by utilising
the metadata extracted using the profiler component of the platform, which we will de-
scribe in the next section (Section 3.5.3). Such metadata is used as a filtering step to reduce
the number of datasets to process for discovery.
Transformation. We use open-source software to transform geodata into CSV, such as
mapshaper¹¹ [74]. The tool addresses the challenges posed by geodata formats, such as
Shapefiles and GeoJSON, which are non-topological data formats. These formats do not
store topological relationships between adjacent polygons. Instead, the shapefile repre-
sents polygons by rings, which are closed loops. With the transformed files, we then
apply the discovery service based on [87]. This service relies on tools such as Metanome
[154] for capturing dependencies between datasets, and also Valentine [106] for applying
schema matching algorithms and capturing semantic or syntactic relationships between
datasets.
Augmentation. The core of our discovery service is the Dataset Relations Graph (DRG)
[87, 88]. The role of DRG is to encode information from different sources in a simplified and
principled manner. We define a DRG as a directed graph with nodes representing columns
with properties derived fromdata profiles and other automatically extractedmetadata. The
edges portray diverse relationships, such as syntactic similarity, as well as subsumption
relations and joinability conditions. The discovery service leverages Valentine [106], our

¹⁰https://github.com/OpertusMundi/discovery-service
¹¹https://mapshaper.org/

https://github.com/OpertusMundi/discovery-service
https://mapshaper.org/
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Figure 3.5: Depiction of the asset discovery and augmentation process, highlighting the current asset on the left
side and displaying all potential assets for augmentation on the right side.

open-source schema matching tool providing various methods for computing similarities.
We store the DRG in Neo4J and leverage graph traversal algorithms to create paths be-
tween the assets. The discovery service uses transitive relations and presents the user
with multiple alternatives to link two assets.

The goal of augmentation is to recommend top-ranked assets which can be augmented
to a given asset, named base asset. The approach consists of two steps. The first step is
the enumeration of all the possible join paths to discover the assets that are not directly
joinable with the base asset and could connect to the base via a series of transitive joins.
The second step is ranking join paths using a ranking function integrated with feature
importance measures to reduce the set of joined tables returned to the user. We use this
feature to augment the user’s purchased assets. Figure 3.5 shows an example of the data
asset discovery process used for augmentation.
Recommendation. Topio provides contextualised asset recommendations to market-
place users, allowing them to discover a wide range of related geospatial assets. Topio’s
recommender service¹² combines several data sources from the marketplace into a con-
solidated knowledge graph following the DCAT¹³ ontology. This knowledge graph is an
expressive and powerful data structure that naturally models the user-item marketplace

¹²https://github.com/OpertusMundi/recommender-system
¹³https://www.w3.org/TR/vocab-dcat-2/

https://github.com/OpertusMundi/recommender-system
https://www.w3.org/TR/vocab-dcat-2/
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Figure 3.6: Detailed view of asset specifics, including version, format, and metadata obtained through the profil-
ing service, featuring information on columns (i.e., features) and visual representation of the asset on maps.

interactions. Then, the recommender service applies knowledge graph embedding (KGE)
models [37] to embed assets from the graph into a vector representation. Finally, the
cosine function calculates the similarity among data assets in the graph.

The recommender service provides an REST API for integration into the marketplace.
The core service operates by taking an asset identifier as input to generate recommenda-
tions. It uses an embedding model for this purpose, with current support extending to
TransH [185], RotatE [177], and ComplExLiteral [110]. Additionally, the service is com-
patible with numerous other models found within the PyKEEN framework [4]. Users can
specify the desired number of recommendations, with the default setting providing three.
Based on these inputs, the recommender system initiates its processes and returns a JSON
response containing the identifiers of the suggested assets.

As Topio accumulates more user feedback within the marketplace, including search
history, views, and purchases, the recommender service will integrate this information
into the knowledge graph. Including additional metadata will result inmore robust embed-
dings of user interactions, leading to improved recommendation quality. Consequently,
we aim to transition to a collaborative filtering algorithm, leveraging the enriched dataset
to enhance the accuracy and relevance of the recommendations provided to users.
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Table 3.1: Overview of the metadata computed by the data profiling value-added service, based on the asset type
and application level (i.e., the asset as a whole, or specific features).

Type Level Metadata

Vector &
Tabular

Dataset Feature count
Thematic at-
tributes

Names, data types, cardinality, distribution, N-
tiles, unique values, frequency, value pattern
type, special data types, keywords per column nu-
merical value patterns, numerical statistics, cor-
relation among numerical attributes, equi-width
histogram, date/time value distribution, geome-
try type distribution, attribute uniqueness, com-
pliance to well-known schema

Geometry Native CRS, Spatial extent, convex/concave hull,
heatmap, clusters, thumbnail generation

Raster
Dataset Native CRS; Spatial extent
Raster spe-
cific

Resolution; Width, height; COG

Band related Number of bands; Band statistics; Value distribu-
tion; Pixel (bit) depth; NoData Value(s)

Multi-
dimensional

Dataset Native CRS; Dimension count/info; Variable
count/info

Variable
related

Spatial extent; Temporal range; Value distribu-
tion; NoData Value(s)

3.5.3 Data Asset Profiling
Providing comprehensive and precise metadata to prospective buyers for a given asset
before a purchase has been one of the original aspirations to increase transparency and
trust for Topio. The more actionable information prospective users have for a given asset,
the more informed their decision can be and the more satisfied they will be with their
purchase. Our assessment of the market landscape and competitors identified the lack of
such automated metadata as a significant deficiency, validated by prospective users of our
marketplace, as established from the user requirements elicitation (Section 2.3). These ob-
servations led us towards prioritising and strengthening automated metadata generation
as a differentiator and unique selling point for the Topio marketplace platform.

Data profiling¹⁴ comprises a collection of operations and processes for extracting meta-
data from a given dataset [147]. Suchmetadata may involve schema information, statistics,
samples, or other informative data summaries, thus offering extensive and objective indi-
cators for assessing datasets. This component can be internally invoked as part of the
data publishing workflow or on demand when searching and browsing for datasets, as
illustrated in Figure 3.6.

Geospatial datasets can be organised into various types, most commonly vector and
tabular, raster, andmultidimensional. Although some of the profilingmetadata is common

¹⁴https://github.com/OpertusMundi/profile

https://github.com/OpertusMundi/profile
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among various data types (e.g., native CRS and spatial extent for spatial data), a different
set of metadata is used in principle for each data type. Some metadata characterises the
dataset as a whole (e.g., feature count for vector and tabular assets), while other metadata
applies only to a specific data type feature. A summary of the metadata computed based
on the asset type is listed in Table 3.1.
Metadata. To compute the data profiles and metadata, we created BigDataVoyant [138],
which repurposes and extends various existing open-source software bundled together in
a streamlined and scalable manner. Data profiling for each type of supported data type (i.e.,
vector, tabular, raster, multidimensional) is handled by a separate software component in
the profiler, and precisely: (𝑖) GeoVaex¹⁵ (an extension of Vaex [20]) developed for out-of-
memory processing of vector assets, (𝑖𝑖)GDAL/OGR for raster assets, and (𝑖𝑖𝑖) the netCDF
Python module for multi-dimensional assets.
Sampling. In Topio, the profiling information describes a dataset by adding informa-
tion that helps the users understand an asset better. Together with the profiling informa-
tion, we show different data samples. For tabular data, we use various techniques such as
random, stratified and cluster sampling. For geospatial data, we created a sampling algo-
rithm that selects random samples within a given bounded box, functionality implemented
within BigDataVoyant.

3.6 Preliminary Usability Evaluation
Topio Marketplace¹⁶ is currently in beta version. Topio provides open access for unregis-
tered users and offers a wide range of search possibilities to explore the asset catalogue.
Unregistered users can search for assets using keywords, access themost popular searches,
and reuse them. The platform supports functionalities such as creating an account, logging
in, visualising the dashboard, etc.

Furthermore, we used the beta version to assess the data lifecycle in the platform,
measure time spent on the publishing and purchasing processes, and evaluate our design
decisions. At the moment, we are assessing the performance of each component (e.g.,
discovery service, recommender, profiler, etc.) using data gathered from the interactions
of suppliers and consumers on our platform. However, this evaluation requires more users
and specific experiments to be conducted. Until those experiments are completed, we have
preliminarily investigated how much time is needed for publishing and purchasing assets.
More specifically:

Data Asset Publishing – Publishing an asset by a novice supplier (i.e., supplier
with less than two assets published) takes, on average, three minutes from process
start to submission for review. We do not account for the time to upload an asset,
which depends on the asset size. Publishing an asset by an experienced supplier
(i.e., a supplier with more than five assets published) takes an average of 25 seconds.
Most suppliers opted to add optional metadata in the publishing wizard, which is a
positive outcome as suppliers understand that the more metadata is available, the
easier it is for users to discover and purchase their assets.

¹⁵https://github.com/OpertusMundi/geovaex
¹⁶https://beta.topio.market/

https://github.com/OpertusMundi/geovaex
https://beta.topio.market/
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Service Publishing – A supplier with an existing published asset spends, on aver-
age, five minutes to create an OGC service operationalised by Topio. Most of this
time is allocated to deciding the pricing of the created asset rather than completing
the wizard. This is a surprising insight as we did not observe it for data publishing;
suppliers generally know the price they want to set well in advance. However, op-
erationalising their data represents a new market activity, and more consideration
is needed to allocate the price point.

Data Asset Purchasing – The average time required for a prospective client to
complete an asset purchase from visiting the cart until asset delivery is 12 seconds.
This is an expected duration based on the assumption that purchasing data assets
does not differ from a standard e-shop.

We have successfully showcased the platform across three distinct scenarios to a di-
verse audience, demonstrating its versatility and applicability: (𝑖) how to use Topio mar-
ketplace platform to search for a wide variety of geospatial assets and discover related and
unexplored assets, (𝑖𝑖) how to link and augment an asset to the purchased asset collection,
and (𝑖𝑖𝑖) how to inspect an asset, understand its fit and purpose, and discover more related
assets while working in Topio Notebook.

Scenario #1: Asset search and discovery – Suppose that we want to explore the
assets currently available in Topio Marketplace. As users, we can explore all the
assets from the catalogue and perform an advanced search based on the metadata
provided during ingestion. With the advanced search, the users can filter the assets
based on the type (e.g. vector, raster, tabular), coverage, which allows the user to
draw an area of interest on a map, price range, topic (e.g. farming, health, oceans),
last update date, format (e.g. CSV, KML, WMS), scale and more. Once the users
find an asset during the search and exploration phase, they can inspect its page
as illustrated in Figure 3.3. Here, Topio helps the users discover even more assets
related to the current one. The discovery service finds connections for every asset
from the marketplace to find other connected and related assets. This process helps
the user expand the search towards unknown areas.

Scenario #2: Augmenting purchased assets – Suppose that the user found an
adequate asset, purchased it and then explored the asset catalogue again. Topio
supports the users in the new exploratory journey by showing how an asset from
the catalogue can be connected to the purchased assets. Moreover, two presumably
disjoint assets can be joined together through transitive joins. The users can visu-
alise the join paths and how the disjoint assets can be connected and augmented, as
illustrated in Figure 3.5.

Scenario #3: Analyse and discover assets with Topio Notebooks – Suppose
that the users found an attractive asset but are still uncertain about its value. Once
the users log in, Topio enables more advanced metadata computed by the profiling
component (Section 3.5.3). This information helps the users inspect statistics about
the assets, look at different samples of the data, and ultimately make an informed
decision towards purchasing. To support the users even further towards assessing
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an asset value, Topio provides a notebook environment for analytics and discovery
(Figure 3.2). With Topio Notebooks, the users can assess the quality and fitness of
an asset before purchasing. Inside this environment, the users benefit from the dis-
covery service (Section 3.5.2) and can directly inspect the list of related assets. This
functionality helps them discover more assets without checking the marketplace’s
asset page. Therefore, the users can only focus on processing, analysing and under-
standing an asset’s usefulness without interruptions.

3.7 Conclusion
With Topio, our goal is to establish a solid groundwork for future open data marketplaces.
The various components of the platform are freely accessible, marking a significant step
towards open web engineering and development. We have crafted flexible and automated
systems for managing the entire lifecycle of geospatial asset trading. However, it is worth
noting that these components have the potential to be adapted for use beyond merely
spatial data, offering a versatile foundation for the expansion of data trading capabilities.

In this chapter, we have presented Topio, an open-source data market platform in-
stance, and we answer our first research question:

RQ1: How can dataset discovery approaches enable and facilitate data acquisition in data
marketplace platforms?

Our research has revealed the multifaceted role that dataset discovery plays in enhanc-
ing the dataset acquisition experience in a data marketplace such as Topio. Dataset discov-
ery methods are a cornerstone for enabling users to navigate vast amounts of data. They
offer a systematic approach to uncovering relevant datasets that meet specific require-
ments. This process simplifies the search for suitable data and fosters a deeper engage-
ment with the data available on the platform. The implementation of dataset discovery
in Topio has shown significant benefits for data acquisition, providing users with several
pathways to interact with and assess the potential utility of datasets. We accomplished
this in two ways: (𝑖) by discovering related assets on the asset view page and (𝑖𝑖) by fa-
cilitating an active exploration of data in an interactive setting, such as Topio Notebooks.
Within these notebooks, users can experiment with datasets directly, applying them to
real-world scenarios to understand their relevance and quality.

By incorporating dataset discovery across both passive user experiences (i.e., where
users receive suggestions without active querying) and interactive user experiences (i.e.,
allowing users to engage directly with data through analysis and visualization in Topio
Notebooks), Topio significantly improves data accessibility. This approach ensures that
the users can effortlessly discover relevant datasets, whether casually browsing or deeply
analysing data, therefore enabling data acquisition. Moreover, introducing dataset dis-
covery in Topio not only aids users in finding the data they need more efficiently but also
encourages the exploration of new datasets that might not have been initially considered,
thus facilitating the data acquisition process.

In the next chapter, we extend the discovery and augmentation service to automatically
discover relevant features (i.e., columns) for a base table, increasing the accuracy of an
ML model. We place our approach in a data lake scenario, where various datasets have
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been previously acquired via multiple sources, including but not limited to data market
platforms.

3.7.1 Future work
Future work for the market platform includes and is not limited to (𝑖) exploring diverse
pricing algorithms to assist suppliers who are uncertain about pricing their assets, (𝑖𝑖)
improving the user interface within Topio Notebooks by facilitating seamless access to
data samples from the platform, and (𝑖𝑖𝑖) enabling consumers to uncover related assets
and opportunities for augmenting existing marketplace assets with their proprietary data,
which can be uploaded as needed.

Furthermore, engagements with data providers have led to the understanding that
commercial geodata products are regularly updated and offered at set intervals, enabling
new avenues for research and development, such as metadata versioning and provenance
tracking. Additionally, providers have expressed the utility of using Topio for automating
the offering and sale of small regional data segments (e.g., socio-demographic data for a
selection of municipalities in Germany). Traditionally, managing small regional datasets
involves a considerable manual effort in preparation, delivery, and billing, yielding mini-
mal returns for suppliers. Hence, Topio stands out as particularly advantageous for ven-
dors in these scenarios, simultaneously offering cost benefits to consumers due to reduced
expenses associated with data extracts.
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4
AutoFeat: Transitive Feature

Discovery over Join Paths
Increasing the accuracy of ML models by automatically discovering relevant features within
a vast data lake poses a significant challenge. This chapter introduces a novel feature dis-
covery approach, AutoFeat, designed to address this challenge. AutoFeat meticulously nav-
igates through multi-hop, transitive join paths to discover relevant features, which are then
augmented to the training dataset, amplifying the accuracy of the ML model. This novel
method streamlines the feature discovery process and significantly advances the potential
for superior model performance. The code to reproduce this chapter is available at https:

//github.com/delftdata/autofeat

This chapter is based on the following workshop paper, research paper, and open-source resources:

 Andra Ionescu, Rihan Hai, Marios Fragkoulis, and Asterios Katsifodimos. “Join Path-Based Data Augmen-
tation for Decision Trees”. ICDEW 2022 [87]

 Andra Ionescu, Kiril Vasilev, Florena Buse, Rihan Hai, and Asterios Katsifodimos. “AutoFeat: Transitive
Feature Discovery over Join Paths”. ICDE 2024 [93]

 Source-code [83] and data [84]

https://github.com/delftdata/autofeat
https://github.com/delftdata/autofeat
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Figure 4.1: AutoFeat outperforms the state-of-the-art data augmentation frameworks regarding feature discov-
ery/augmentation time, as it is faster than any approach, and the resulting augmented table shows an increase
in accuracy when used for ML tasks.

4.1 Introduction
Machine learning is widely used in various domains, such as retail, medical diagnosis,
and transportation. An ML model’s performance (e.g., accuracy) heavily depends on its
training data [56]. Although it is a common assumption that the input data of a model is a
single table, in practice, the situation can be more complex. Features with high predictive
power may reside in different database tables or multiple files in an open data repository,
data lake, or even separate files acquired from a data market platform.

Recent works [36, 129] focus on augmenting a base table with features, using join paths
to drive their search. However, they first search for data, then join, and then apply feature
selection to prune out noisy or irrelevant features based onMLmodel performance. Given
data lakes where primary-key/foreign-key (PK-FK) constraints are missing, it is necessary
to use dataset discovery algorithms as a first step of data augmentation to find relation-
ships between tables. However, this process is known to output spurious connections,
where what might be considered a join produces an irrelevant table with unrelated data.
This becomes an even bigger problem when two datasets can be joined via multiple join
columns. In this context, state-of-the-art augmentation processes fail. This leads us to our
second research question:

RQ2: How can we enhance the automation of the feature discovery process to create
high-quality datasets for machine learning applications?

To answer our research question, in this chapter, we introduce transitive feature discov-
ery, which aims to discover and augment relevant features over join paths without using
ML models in the process. The main idea behind our approach is to explore the space
of joinable tables and to prune out the low-quality join paths based on data quality mea-
sures, as well as relevance and redundancy metrics. As shown in Figure 4.1, our approach
(AutoFeat) outperforms the competition both in effectiveness and efficiency. AutoFeat’s
effectiveness benefits come from its ability to explore join paths beyond the star schemata
supported by [36], managing to find join paths that contain features of high predictive
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power. In addition, by simply ranking join paths using relevance and redundancy metrics,
instead of training expensive MLmodels during search [36, 129], AutoFeat is not only able
to explore a larger space of transitive joins paths, but also be 5x-44x more efficient than
the competition.

Goal. The goal of feature discovery is to enrich an original base table with new features
with high predictive power for a target ML model on a classification task. AutoFeat au-
tomates the process of identifying and joining relevant tables from a dataset collection to
a base table, thus creating an augmented table. AutoFeat applies heuristic-based feature
selection techniques on the augmented table to prune out any noisy or irrelevant features.
It performs these tasks effectively and efficiently, reducing the need for manual data en-
gineering efforts and improving the performance (i.e., accuracy) of the subsequent ML
models. In this chapter, we contribute a novel feature discovery method which has the
following properties:

Versatility: AutoFeat can explore join paths beyond star schemata to augment a
given base table. In addition, AutoFeat’s join path ranking mechanism does not
depend on training the target ML model.

Efficiency: instead of repeatedly training the underlying model to assess the ac-
curacy benefits of a given join path, AutoFeat: 𝑖) prunes out non-promising join
paths using data quality metrics, and 𝑖𝑖) proposes a ranking function that chooses
the top-k most promising join paths according to information theoretical metrics
that encode feature relevance and redundancy. The result is 5x-44x faster feature
augmentation.

Effectiveness: while being faster, AutoFeat’s feature augmentation strategy achieves
on average 16% higher accuracy compared to the state-of-the-art methods on real-
world, open data repositories.

4.2 Related Work
In this section, we examine the existing approaches spanning key domains intersecting
feature discovery, including dataset discovery, dataset augmentation, transitive joins, and
feature selection and underline the unique features of our approach.
Dataset Discovery. Dataset discovery helps users explore a vast collection of hetero-
geneous datasets and find related tables to perform a data-driven task [56, 70]. A large
corpus of dataset discovery works focus on finding unionable tables [146], joinable tables
[26, 50, 58, 206], while some tackle both relatedness scenarios [17, 202]. We consider fea-
ture discovery a more tailored and specific dataset discovery process, focusing exclusively
on identifying tables containing features suitable for augmenting a base table with more
relevant information.
Dataset Augmentation. Dataset augmentation has been studied from two angles: when
KFK constraints are known and when these are discovered using dataset discovery ap-
proaches [24, 69, 112, 129, 191]. Dataset discovery approaches use joinability graphs to
model the datasets and the relations between them, limiting the length of the join paths
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Table 4.1: Comparative analysis of AutoFeat against state-of-the-art approaches across three key dimensions:
join path length, path/feature selection, and joinability graph.

Join path
Length

Path / Feature
Selection

Joinability
Graph

ARDA Single-hop Model-execution based Simple Graph
MAB Multi-hop Model-execution based Simple Graph

AutoFeat Multi-hop Ranking-based Multigraph

[36, 58]. These works mainly focus on augmenting directly joinable tables and rely on ma-
chine learning models for feature selection [36, 62]. In short, as seen in Table 4.1, ARDA
supports single-hop paths (star schemata), while MAB and AutoFeat support multi-hop
join paths. Both ARDA and MAB require an expensive model execution step to evaluate
the quality of a join path, while AutoFeat ranks paths according to cheaper metrics (Sec-
tion 4.5). Finally, for each pair of tables, instead of supporting a single join possibility,
AutoFeat supports multiple ones (joinability multigraph).
Transitive Joins. Transitive joins have been proven to be effective for augmentation in
the context of notebooks [202, 203], or as an augmentation strategy for tuples or miss-
ing values [191]. AutoFeat uses transitive joins to navigate the join space and explore
candidates for feature augmentation using multi-hop join paths.
Feature Selection. Feature selection methods are categorised based on selection strate-
gies into filter, wrapper, and embedded types [78, 119]. Filter methods are independent
of the ML model, wrappers assess feature quality based on learner performance, and em-
bedded methods integrate feature selection into the training process. While traditional
feature selection assumes training data is stored in a single table, our feature discovery
approach addresses challenges from data spread across multiple tables.

4.3 Transitive feature discovery
In this section, we provide an overview of the foundational concepts that underpin this pa-
per, such as relevance and redundancy in the context of machine learning; then, we define
the problem of transitive feature discovery and provide an overview of our approach.

4.3.1 Preliminaries
With transitive feature discovery, we aim to discriminate between relevant and redun-
dant features and reduce useless information [139]. Given a dataset 𝑇𝑖 which comprises
a collection of features 𝑋1,𝑋2, ...,𝑋𝑛 , and a feature containing the labels 𝑌 , and given𝑆𝑖 = {𝑋1, ...,𝑋𝑖−𝑖 ,𝑋𝑖+1, ...,𝑋𝑚} a collection of features without 𝑋𝑖 , we define the concepts
of relevance and redundancy as follows.
Relevance. The relevance of a feature has multiple definitions based on the objective,
and it has been shown that a general definition of relevance is not universally applicable
[105]. Therefore, in feature selection, we must distinguish between strong relevance and
weak relevance [78, 105, 196].

Strong relevance of a feature 𝑋𝑖 means that removing the feature results in the degra-
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dation of the optimal feature subset. Contrary to strong relevance, weak relevance of
a feature 𝑋𝑖 implies that the feature is not always necessary (i.e., not relevant), but the
performance of a learner on a subset of features 𝑆𝑖 is worse than on a subset of features𝑆𝑖 ∪ {𝑋𝑖}. Finally, the relevant features influence the output, and their role is unique (e.g.,
no redundancy), while irrelevant features do not affect the output [139, 196].
Redundancy. Feature redundancy is tightly coupled to feature dependency or feature cor-
relation, meaning that perfectly correlated features are redundant to each other because
they do not introduce any new information [78]. The redundant features are those which
can take the role of another feature [139]. The most straightforward intuition is that a
redundant feature is a duplicate of a relevant feature. It is worth mentioning that feature
redundancy is not absolute, as it is conditioned on a feature subset. Changing the feature
subset leads to changing the decision of whether a feature is redundant or not. Finally,
feature redundancy aims to identify the redundant features and remove them [78].
Summary & Goal. The goal of this work is to maximise relevance and minimise redun-
dancy to find the features which are highly correlated with the label (i.e., relevant) and
are not yet represented by any other feature from the selected features subset (i.e., non-
redundant).

4.3.2 Problem Definition
We introduce transitive feature discovery, a process at the intersection of dataset discov-
ery, dataset augmentation and feature selection. We leverage the exploration step and
joinability scores from dataset discovery to augment a given table. The (partially) aug-
mented result undergoes a feature selection step, where we select only the features that
increase the information value (i.e., relevant and non-redundant). Formally, we define
transitive feature discovery as follows:

Definition 4.3.1 (Transitive feature discovery) Given a base table 𝑇𝑖 with a label col-
umn 𝑌 and a collection of datasets 𝐷 with or without Key-Foreign Key (KFK) relations, tran-
sitive feature discovery extends the base table with more relevant features 𝑋𝑖 with the aim of
solving a task 𝑀 .

Input. We take as an input (𝑖) a table 𝑇0 comprising of 𝑛 features {𝑋1,𝑋2, ...,𝑋𝑛}, and a
feature 𝑌 with the labels, which we further name the base table, and (𝑖𝑖) a collection of
datasets T = ⟨𝑇1,…,𝑇𝑛⟩.
Setting. The base table is located in a data lake, surrounded by a collection of datasets,
where we distinguish two scenarios: (𝑖) the relationships between the base table and the
other datasets are undiscovered and unknown, or (𝑖𝑖) the base table has known KFK rela-
tionships with other datasets.
Output. Our approach outputs a ranked list of top-k join paths. Each join path contains
the datasets for augmentation with their respective join keys and a list of selected fea-
tures, representing the optimal subset of features in the join path, leading to increased
performance of an ML classification task.
Example. Take as an example the collection of datasets from Figure 4.2. Transitive
feature discovery aims to enrich the base table Applicants with new features that have
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Output:
Augmented 
Base Table

Join Tree

Input: Data Repository

Base Table

Personal_information

Social_security_number

Nationality

Date of birth

Place of birth

Zipcode

Property value

Property_ID

Zipcode

Street_name

Neighbourhood

Housing_value

Credit_profile

Credit_ID

SSN

Income

Credit_score

Loan history

Loan_ID

Credit_ID

Loan_type

Loan_value

Applicants

Applicant_ID

Name

Social_security_number

Age

Loan approval (yes/no)

T0
X1
X2
X3
X4
Y

T1
X5
X6
X7
X8

T2
X9
X10
X11
X12
X13

T4
X18
X19
X20
X21
X22

T3
X14
X15
X16
X17

T0

T1

T3

T5

T2

T4

X3
X6

X5
X15

X14
X24

X3
X9

X13
X19

Applicants_augmented

Applicant_ID

Name

Social_security_number

Age

Income

Credit_score

Loan_type

Loan_value

Neighbourhood

Housing_value

Loan approval (yes/no)

Figure 4.2: Running example highlighting the input and output of AutoFeat. The input consists of (1) the base
tableApplicants, which contains the label Loan approval, and (2) the data repository. The green-coloured features
have high predictive power, while the yellow-coloured feature is the join column used to reach the transitive
table Property value. The green arrows represent the paths which contain the relevant features. The output is
abstracted on the bottom side of the figure and consists of the join tree and the augmented table.

high predictive power for the target task of predicting bank loan eligibility (Loan ap-
proval). The candidates for augmentation are the following datasets: Personal_information,
Credit_profile, Property value, and Loan history. This example contains relationships dis-
covered by dataset discovery algorithms, which can be spurious, such as the relation𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑛𝑡𝑠.𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑛𝑡𝑠_𝐼𝐷 → 𝐶𝑟𝑒𝑑𝑖𝑡_𝑝𝑟𝑜𝑓 𝑖𝑙𝑒.𝐶𝑟𝑒𝑑𝑖𝑡_𝑠𝑐𝑜𝑟𝑒. The output shows the re-
sult of the best join path, which is depicted as a join tree with its corresponding join keys.
It also shows the selected subset of features and the final augmented table.

4.3.3 Approach Overview
Our approach consists of an offline component: the joinability graph construction. This
phase transforms the base table and the dataset collection into a graph structure, a process
we detail in Section 4.4.
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The online component is the entire augmentation pipeline: we traverse the graph,
begin the discovery process, and the feature selection phase. During graph traversal, out-
lined in Section 4.4.1, we execute the following processes: (𝑖) the identification of joinable
tables, (𝑖𝑖) and pruning paths, (𝑖𝑖𝑖) the identification of relevant features within a join path,
and finally (𝑖𝑣) the decision on which features should be pruned based on redundancy. We
further elaborate on our design choices concerning the join type in Section 4.4.2, and the
strategies for table pruning in Section 4.4.3. Our decision-making process for feature se-
lection follows an empirical approach, presented in detail in Section 4.5.

AutoFeat traverses the joinability graph in search of relevant features, then ranks the
join paths and produces a list of the top-k paths along with their corresponding features.
The mechanisms and design decisions integral to the ranking process are provided in Sec-
tion 4.6. Finally, the top-𝑘 join paths are used to train 𝑘 ML models, and the best join path
(i.e., which produces the most accurate result) is returned.

4.4 Dataset relation graph
This section delves into the core concepts and techniques behind the offline component.
We make the general assumption that we have a collection of various input datasets
coming from relational databases or data lakes. In a relational database, the metadata,
such as the schemata and PK-FK constraints, are often defined. In data lakes, we as-
sume the relationships between the datasets can be detected using dataset discovery tools
[14, 17, 24, 26, 50, 58, 106, 202, 206].

We create the joinability graphDataset Relation Graph (DRG). DRG is a weighted graph
where the nodes represent the datasets, while the edges represent the relations between
these datasets. We use DRG (𝑖) to capture the relationships between datasets, (𝑖𝑖) to tra-
verse the graph following transitive joins, and (𝑖𝑖𝑖) to be able to enumerate multi-hop join
paths, which we assume they contain valuable and relevant information for the base table.
Before we explain how the DRG is constructed, we introduce a few concepts which will
be used throughout the rest of the paper.

Definition 4.4.1 (Joinability and join column) Given two datasets 𝑇𝑖 and 𝑇𝑗 , and their
attributes 𝑋𝑖𝑖 and 𝑋𝑖𝑗 , where the superscript denotes the attribute 𝑖, while the subscript de-
notes the originating dataset, 𝑇𝑖 is joinable with 𝑇𝑗 if (1) there is a primary-key/foreign-key
relationship between 𝑇𝑖 and 𝑇𝑗 , i.e., 𝑇𝑖.𝑋 𝑖𝑖 → 𝑇𝑗.𝑋 𝑖𝑗 where 𝑋𝑖𝑖 is the foreign key and 𝑋𝑖𝑗 is the
corresponding primary key, or (2) 𝑋 𝑖𝑖 and 𝑋𝑖𝑗 are related attributes (i.e., their intersection is
non-empty). We refer to 𝑋𝑖𝑖 and 𝑋𝑖𝑗 as join columns.

Definition 4.4.2 (Join graph and path) Consider a set of datasetsT = ⟨𝑇1,…,𝑇𝑛⟩. Its join
graph 𝐺T = (𝑉 ,𝐸) is an undirected graph with nodes 𝑉 and edges 𝐸. Each dataset 𝑇𝑖 ∈ T is
represented as a node 𝑣𝑖 ∈ 𝑉 . If two datasets 𝑇𝑖 and 𝑇𝑗 are joinable, there is an edge 𝑒𝑖𝑗 ∈ 𝐸
between the nodes 𝑣𝑖 and 𝑣𝑗 . In a join graph, a join path is a finite sequence of edges that
connects a sequence of distinct nodes.

Definition 4.4.3 (Dataset Relation Graph) Consider a set of datasets T = ⟨𝑇1,…,𝑇𝑛⟩. Its
dataset relation graph is an undirected multi-graph 𝐺T = (𝑉 ,𝐸), where each node 𝑣𝑖 ∈ 𝑉
represents a dataset 𝑇𝑖 ∈ T, and the set of edges between two nodes 𝑣𝑖 and 𝑣𝑗 is a multiset
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𝐸𝑖𝑗 . The multiset 𝐸𝑖𝑗 contains all the edges between 𝑣𝑖 and 𝑣𝑗 , representing multiple join
opportunities given different join columns.

The DRG construction follows the next steps. First, we iterate through all the datasets
and create the respective nodes in the graph. Second, if the datasets contain information
about the integrity constraints, we ingest these constraints as edges with 𝑤𝑒𝑖𝑔ℎ𝑡 = 1. Fi-
nally, when the relations between tables are unknown, we employ a dataset discovery
method: our current prototype uses COMA [48] for schema matching, according to Valen-
tine [106]. The new relationships are modelled as edges with 𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦_𝑠𝑐𝑜𝑟𝑒,
where the 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦_𝑠𝑐𝑜𝑟𝑒 is the score returned by COMA. DRG construction is inde-
pendent of the dataset discovery algorithm; thus, any algorithm that outputs a similarity
score can be used to model the relationships across datasets.
Join Path Enumeration. We model the DRG as a multi-graph to capture the set of pos-
sible join columns between two tables. Given the dataset relation graph 𝐺T and the base
table 𝑇0, it is straightforward to enumerate all possible paths starting from the node rep-
resenting 𝑇0. A path in DRG is a directed join path of minimum 𝑙𝑒𝑛𝑔𝑡ℎ = 1.
Definition 4.4.4 (Join path search space) The join path search space 𝐽𝑖 is all the acyclic
paths in 𝐺T that start from 𝑇𝑖 and have 𝑙𝑒𝑛𝑔𝑡ℎ ≥ 1.

In our approach, we navigate the join path space following transitive joins, thus creat-
ing longer join paths. We consider a different join path for every edge in the multi-graph
and every 𝑛−ℎ𝑜𝑝 traversal, which is a concatenation of paths. In Figure 4.2, the following
is a join path with 𝑙𝑒𝑛𝑔𝑡ℎ = 1:𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑛𝑡𝑠.𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑛𝑡_𝐼𝐷 → 𝐶𝑟𝑒𝑑𝑖𝑡_𝑝𝑟𝑜𝑓 𝑖𝑙𝑒.𝐶𝑟𝑒𝑑𝑖𝑡_𝑠𝑐𝑜𝑟𝑒,
while the following is a different join path of 𝑙𝑒𝑛𝑔𝑡ℎ = 2:𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑛𝑡𝑠.𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑛𝑡_𝐼𝐷→𝐶𝑟𝑒𝑑𝑖𝑡_𝑝𝑟𝑜𝑓 𝑖𝑙𝑒.𝐶𝑟𝑒𝑑𝑖𝑡_𝑠𝑐𝑜𝑟𝑒→𝐿𝑜𝑎𝑛_ℎ𝑖𝑠𝑡𝑜𝑟𝑦.𝐶𝑟𝑒𝑑𝑖𝑡_𝐼𝐷

The DRG plays a crucial role in our methodology, serving as the backbone for all sub-
sequent steps, including graph traversal, join operations, and path pruning, which we will
elaborate on next.

4.4.1 Graph Traversal
Given a base table 𝑇0, and its corresponding node 𝑣0 in DRG, we set the stage for graph
traversal. Among various graph traversal techniques, Depth First Search (DFS) and Breadth
First Search (BFS) become particularly pertinent to our context [22, 178]. These methods
require only the source node to traverse the graph, an approach that aligns with our set-
ting: the feature discovery process starts with the base table. Exploring a join graph using
either BFS or DFS can lead to a greedy approach, as both algorithms aim to find all join
paths. However, AutoFeat uses BFS to traverse the join graph for feature augmentation
for the following reasons.

BFS explores the join graph one level at a time, allowing us to evaluate the data qual-
ity after each level of join operations. This early determination of data quality enables us
to optimise the data augmentation process and potentially avoid wasting computational
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resources on irrelevant join paths. While DFS might find a feasible join path quickly, it
may not necessarily consider the most relevant datasets early in the process. This can
lead to a decrease in data quality as it explores longer, less relevant paths before discov-
ering the more informative ones. Moreover, errors from one join can propagate deeper
into the join path, affecting the quality of the results even more. BFS makes errors more
straightforward to manage and contain, as the exploration is performed level by level.

4.4.2 Join
Continuing this process, AutoFeat only considers left joins: we perform a left join between
the base table 𝑇0 and any other tables 𝑇𝑗 under the assumption that ∀𝑇𝑗 ∈ T,𝑌 ∉ 𝑇𝑗 , i.e.,
any other table from the dataset does not contain a feature column with the class labels.
For transitive joins, we treat the intermediate join result as a base table and perform a left
join with the following table along the path, etc.

The left join is chosen primarily to maintain the number of tuples and, more criti-
cally, the number and distribution of classes in the label 𝑌 , which aligns with prior data
augmentation approaches [36]. Using a different type of join could either remove or du-
plicate rows, both of which skew the class distribution and introduce class imbalance [71].
If not handled properly, such imbalance could alter the ML task or degrade performance
[39, 65, 120].
Join Cardinality. To ensure the base table size remains constant (i.e., neither shrinks
due to row removal nor expands due to row duplication) even when a left join is used,
we transform one-to-many and many-to-many joins, thereby preventing data duplication
and inconsistencies in labels. We group by the join column and randomly select a row
[36]. Given that the DRG is a multi-graph, we apply this strategy for every possible join
column due to its direct impact on the subsequent joins.

4.4.3 Pruning Paths
To further refine our approach and improve efficiency, we must consider the complexi-
ties involved with the join path search space. Working directly with the raw output of a
dataset discovery method results in a significantly expanded search space, demanding the
application of robust pruning strategies to manage this increased complexity effectively.
Similarity Score-Based Pruning. There may be instances where multiple possible join
columns exist between two nodes as a result of a dataset discovery algorithm. In such
cases, we explore each potential join using every respective join column. Preliminary
experiments, however, suggest that a significant portion of these join results contain null
values across their entire right-hand side. This result is far from ideal as an input for
any ML algorithm. Thus, we implement our first pruning strategy at the join column
level. Using the similarity score, we can prune weaker join columns. Given a base table, a
joinable table, and a set of join columns, AutoFeat selects the join column with the highest
similarity score. When multiple join columns share the same top score, each join from 𝑇𝑖
to 𝑇𝑗 using the join column 𝑋𝑖𝑗 is an individual join path.
Data Quality-Based Pruning. The resulting augmented table may still suffer from poor
quality, even when using the join column with the highest similarity score. A critical
dimension of data quality is completeness [169], which can be gauged by the amount of
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null values present in a table. Several strategies can enhance table completeness: deletion,
which is unsuitable in our context as it involves removing tuples; and imputation, which
involves replacing null values with mean value, median value, most recurrent value, or a
default value [65]. However, these artificially imputed values may skew the data distri-
bution and introduce bias [65]. In light of the drawbacks associated with imputation or
deletion, our goal is to augment the base table with datasets that result in a table with
the highest possible completeness. As such, with our second pruning strategy based on
completeness, we measure the null value ratio in the resulting join and prune the joins
where this ratio falls below a predefined threshold 𝜏 . This threshold is incorporated into
our approach as a hyper-parameter, and we demonstrate the effects of tuning it in our
experiments (Section 4.7).

4.5 Feature Selection Strategies
In this section, we introduce streaming feature selection, explore a variety of relevance
and redundancy metrics, and assess their performance. We use this empirical evaluation
to drive our design decisions towards the best-performing methods and ensure our effec-
tiveness and efficiency.

4.5.1 Streaming Feature Selection
Streaming feature selection assumes a constant number of rows. In contrast, the features
arrive in a streaming fashion, one at a time, or in groups, with the goal to determine
the subset of relevant features at a given time [5, 77, 118, 119, 194]. Each new feature
batch is derived from a join operation in relational data. Moreover, transitive join paths
involve an implicit dependency. Each transitive join relies on the intermediate join and
the features representing the join columns. Ensuring the persistence of these join column
features is essential, and the feature selection algorithms must not eliminate them. There-
fore, we must refrain from pruning intermediate joins, even if they contain irrelevant and
redundant features, as they establish the pathway towards multi-hop join paths. AutoFeat
builds upon the pipeline of streaming feature selection using high-performance strategies
for relevance and redundancy.

4.5.2 Empirical Evaluation Setting
Before we delve deeper into the empirical analysis of the methods for relevance and re-
dundancy, we describe the experimental setup.
Datasets. To conduct a robust empirical analysis of the feature selection methods further
considered in our study, we select six binary classification datasets that vary in terms of(𝑖) domain (medicine, web data, pattern recognition), (𝑖𝑖) ratio of rows to columns, and(𝑖𝑖𝑖) number of numerical and categorical columns. Regarding (𝑖𝑖𝑖), the chosen datasets
encompass discrete, continuous, nominal and ordinal features, ensuring that the selected
data represents the full spectrum of feature types encountered in ML scenarios. A general
overview of the datasets, ordered ascendingly by the number of features, can be visu-
alised in Table 4.2. The selected datasets are open-source, originating from three widely
employed ML repositories: OpenML, Kaggle and UC Irvine.
Machine Learning Models. Preliminary results have shown that the behaviour of fea-

https://www.openml.org/
https://www.kaggle.com/
https://archive.ics.uci.edu/
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Table 4.2: Overview of datasets used for the empirical analysis of the methods for relevance and redundancy.

Dataset Source # rows # features ↓
(excluding target)

breast cancer Kaggle 569 31
spam e-mail OpenML 4601 57

musk OpenML 6598 169
arrhythmia OpenML 452 279

internet advertisements UC Irvine 3279 1558
gisette UC Irvine 6000 5000

ture selection techniques is invariant to the choice of ML algorithm. Hence, we perform
our analysis on LightGBM due to its ability to handle high-dimensional data, robustness
against overfitting and ability to capture complex data relationships [102]. This is deployed
using AutoGluon [52], an AutoML framework designed for tabular data that automatically
handles data encoding and hyperparameter tuning.
Metrics. Our assessment of ML models for classification tasks is twofold (𝑖) effectiveness-
based, where we measure the accuracy, and (𝑖𝑖) efficiency-based, where we measure the
aggregated amount of feature selection time and algorithm training time.
Methodology. We devise an ML pipeline that consists of three stages: (𝑖) data prepro-
cessing, (𝑖𝑖) feature selection and algorithm training, and (𝑖𝑖𝑖) model evaluation. In stage(𝑖), we address the issue of missing values in the features by imputation of the most com-
mon value corresponding to that column. We note that, from our selected datasets, only
Arrhythmia contains missing values, and this imputation method has been found to yield
the best performance for the LightGBM algorithm.

We split the dataset into an 80% training set and a 20% test set, employed in stages (𝑖𝑖)
and (𝑖𝑖𝑖), respectively. Part of stage (𝑖𝑖), feature selection retains 𝑡𝑜𝑝 −𝜅 best-performing
features from the total set of features [67], where the choice of values for 𝜅 varies based
on the dimensionality of the dataset. After feature selection, we train the ML algorithm
on the selected feature subset. Lastly, in stage (𝑖𝑖𝑖), the model is evaluated on the test set
regarding the mentioned metrics.

4.5.3 Relevance Metrics
In feature selection, relevance is measured using heuristics. One of the most popular
heuristics is correlation, which is based on the hypothesis that good features correlate
with the label. We analyse two information-theoretic based methods: information gain,
symmetrical uncertainty [5], two widely used correlation coefficients: Pearson, Spearman
[44], and Relief, primarily used to remove irrelevant features [51].
Information Gain (IG). Information gain helps select features highly correlated with the
label. The method assumes that if a feature has a strong correlation with the label, that
feature will positively impact the performance of an ML model [5]. Information gain is
symmetric (e.g., 𝐼 (𝑋 ;𝑌 ) = 𝐼 (𝑌 ;𝑋)), and it equals zero if two variables 𝑋 and 𝑌 are inde-
pendent [119].
Symmetrical Uncertainty (SU). Symmetrical uncertainty is a correlation metric which
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measures the linear or non-linear association between two features [188, 195]. SU is based
on information gain, and it is able to compensate for the bias towards features with mul-
tiple values, one of the shortcomings of IG. SU returns a normalised score in the [0,1]
interval. A score close to zero indicates that the features are independent and, therefore,
not relevant for the classification, while a score close to one indicates dependency and,
thus, relevancy.
Pearson. Pearson correlation is widely used to assess if two variables are linearly re-
lated, independent of any non-linearity that exists in the distribution of the variables. To
compute the Pearson correlation between two variables 𝑋𝑖 and 𝑌 , we must know the co-
variance and variance of the variables [67].
Spearman. Spearman correlation is a non-parametric measure of rank correlation, which
is the statistical dependence between the rankings of two variables. While Pearson’s cor-
relation assesses linear relationships, Spearman’s correlation assesses monotonic relation-
ships. The distinction between Pearson and Spearman is that Spearman involves trans-
forming the sample values to ranks in the range [1,𝑁 ]. If no repeated data values exist,
a perfect correlation of +1 or −1 occurs when each of the variables is a perfect monotone
function of the other. The higher the value, the higher the correlation [44].
Relief. Relief feature scoring is based on identifying feature value differences between
nearest neighbour instance pairs. In other words, the method focuses on separating the
data instances from different classes [179].
Choosing a RelevanceMetric. Figure 4.3 shows that Pearson and Spearman are approx-
imately 3x faster than the SU and IG from information theory due to the calculation sim-
plicity of the first two methods. They also outperform SU and IG in accuracy by around
0.5. While Relief shows comparable efficiency to Pearson and Spearman, its effective-
ness is notably lower. Spearman consistently performs best for all datasets, considering
both effectiveness and efficiency. Consequently, Spearman is our recommended choice for
handling high-dimensional datasets due to its efficiency and effectiveness across varying
dataset characteristics.

4.5.4 Redundancy Metrics
In feature selection, redundancy is used to assess how much adding a new feature can
benefit the performance of amodel. Redundant features may have a high degree of overlap
in the information they convey: adding a feature 𝑋𝑖 , similar to feature 𝑋𝑗 , is redundant,
as it does not add any new information. We will assess information-theoretical methods
based on Shannon’s information terms [174].

Definition 4.5.1 (Shannon’s information terms) Given 𝑆 a set of currently selected features,𝑌 the feature with the class labels and 𝑋𝑗 ∈ 𝑆 a feature from the current set 𝑆, the unified
conditional likelihood maximisation feature selection framework is defined as a linear com-
bination of Shannon’s information terms [119]:

𝐽 (𝑋𝑘) = 𝐼 (𝑋𝑘;𝑌 )−𝛽 ∑𝑋𝑗∈𝑆 𝐼 (𝑋𝑗 ;𝑋𝑘)+𝜆 ∑𝑋𝑗∈𝑆 𝐼 (𝑋𝑗 ;𝑋𝑘|𝑌 ), (4.1)
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Figure 4.3: Comparison of relevance analysis
methods in terms of aggregated accuracy and
computational efficiency.

Figure 4.4: Comparison of redundancy analysis
methods in terms of aggregated accuracy and com-
putational efficiency.

where 𝐼 (𝑋𝑘;𝑌 ) represents the information gain, while 𝐼 (𝑋𝑗 ;𝑋𝑘|𝑌 ) represents the conditional
information gain.

We will use five methods to measure redundancy, all based on Equation (4.1).
Mutual Information Feature Selection (MIFS). MIFS helps select the features which
are highly correlated with the label and un-correlated with each other [12]. As the name
implies, the method uses mutual information to compute the scores and penalises the
features correlated with already selected features. The method considers both feature rel-
evancy and redundancy, and it sets the 𝜆 = 0 in Equation (4.1) [119]. In our analysis, we
relied on 𝛽 = 0.5.
Minimum Redundancy Maximum Relevance (MRMR). MRMR assumes that with
more selected features, the effect of redundancy is gradually reduced. The method sets𝜆 = 0 and 𝛽 = 1|𝑆| in Equation (4.1), where |𝑆| is the size of the set of selected features [119].

Conditional Infomax Feature Extraction (CIFE). CIFE is a method that computes the
feature-label and feature-feature correlations and the redundancy between the un-selected
and already selected features. The method sets 𝛽 = 1 and 𝜆 = 1 in Equation (4.1) [119].
Joint Mutual Information (JMI). JMI aims to increase the complementarity between
un-selected and selected features and sets 𝜆 = 1|𝑆| and 𝛽 = 1|𝑆| in Equation (4.1), where |𝑆| is
the size of the set of selected features [119].
Conditional Mutual Information Maximization (CMIM). CMIM aims to select fea-
tures with a strong predictive power while reducing the redundancy between the new
and selected features. The method is a special case of Equation (4.1) as follows [119]:𝐽 (𝑋𝑘) = 𝐼 (𝑋𝑘;𝑌 )−max𝑋𝑗∈𝑆[𝐼 (𝑋𝑗 ;𝑋𝑘)− 𝐼 (𝑋𝑗 ;𝑋𝑘|𝑌 )] (4.2)

Choosing a Redundancy Metric. In Figure 4.4, we compare the five information the-
ory methods for feature selection, and we find that MIFS and MRMR are nearly 3x faster
than CIFE, JMI, and CMIM. This is due to their computation-saving characteristic of not
needing to estimate conditional information gain. However, considering accuracy, CIFE,
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JMI, and CMIM outperform as they effectively capture inter-column relationships and se-
lect less redundant features. Specifically, JMI achieves the highest accuracy but at the
cost of the longest runtime, whereas MIFS offers 4x faster runtime but is 6% less accurate.
Considering both runtime and accuracy, MRMR emerges as a balanced choice, offering
considerably faster runtime while achieving high model accuracy.

Based on these findings, we devise our algorithm for transitive feature discovery. Spear-
man rank correlation is employed to measure the relevance, while Maximum Relevance
Minimum Redundancy (MRMR) is utilised to quantify redundancy.

4.6 AutoFeat’s: Ranking-based Feature Discovery
We introduce our ranking algorithm, built upon the foundations of a streaming feature
selection pipeline [5], and adapted to suit our specific needs.
Streaming Feature Selection Pipeline. We follow the typical streaming feature selec-
tion pipeline, starting with a feature subset’s relevance analysis. Subsequently, the re-
sulting subset of relevant features undergoes the redundancy analysis. The final subset
contains relevant and non-redundant features, while all others are discarded [5, 119]. As
such, we populate the set of selected features with those from the base table 𝑇0. Every
join candidate 𝑇𝑖 that was not pruned proceeds through the relevance analysis, followed
by the redundancy analysis of the subset of relevant features. Algorithm 1 presents our
strategy for transitive feature discovery over join paths. The process initiates with a queue
containing the base table 𝑇0 and its feature set, which forms the selected feature set 𝑅𝑠𝑒𝑙 .
DRG Traversal. We start the DRG traversal (Lines 7-10) using the strategy described in
Section 4.4.1. Recall that we use dataset discovery algorithms in a data lake context to
discover the relationships between datasets, leading to multiple join possibilities between
two datasets. We treat each of these join possibilities as a valid join in our approach,
allowing our pruning strategy and the feature selection algorithm to determine the sig-
nificance of the join result. Therefore, in a data lake setting, the 𝑗𝑜𝑖𝑛_𝑘𝑒𝑦𝑠 set results in
multiple join possibilities (Line 11). We maintain an additional queue 𝑃 to preserve all the
paths containing relevant information, given a specific join column 𝑗𝑘. When the dataset
exclusively contains KFK connections, the 𝑗𝑜𝑖𝑛_𝑘𝑒𝑦𝑠 set will always yield a single join
column.
Join & Prune. Once the join keys are known, we compute the join (Line 15), as detailed
in Section 4.4.2. If the join is unfeasible due to mismatched join columns (i.e., in a data
lake scenario), the join path is pruned according to our first pruning strategy described in
Section 4.4.3. The subsequent step involves pruning based on data quality (Line 16). More
precisely, if the proportion of non-null values in the join column falls below the predefined
hyper-parameter threshold, 𝜏 , the join path is pruned.
Feature Selection. All the remaining join paths undergo the feature selection process.
We introduce a heuristic approach, named select 𝜅 best, where we sort the features based
on the correlation score, then select the top-𝜅 performers [67]. Consequently, we carry out
the relevance analysis (Line 17) using the high-performing method from Section 4.5.3 and
retain only the top-𝜅 features. If the resulting subset of features is empty, all features are
irrelevant. However, we do not prune the join path, as it is an intermediary step towards
multi-hop join paths. The final step of the feature selection pipeline is the redundancy
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Algorithm 1 AutoFeat: Automatic Feature Discovery
Input: queue 𝑄 containing the base table 𝑇0, 𝑅𝑠𝑒𝑙 selected features from 𝑇0, 𝜏 null value

ratio threshold, 𝜅 maximum number of features to select from a table
Output: dictionary of paths with scores 𝑟𝑎𝑛𝑘
1: function AUTOFEAT(𝑄,𝑃 = 𝑁𝑜𝑛𝑒)
2: 𝑟𝑎𝑛𝑘𝑖𝑛𝑔 ← {}
3: 𝑃 ←𝑄 // Previous queue initialisation
4: if 𝑄 is empty then
5: return 𝑟𝑎𝑛𝑘𝑖𝑛𝑔
6: end if
7: while 𝑄 do
8: 𝑇0 = 𝑝𝑜𝑝(𝑄)
9: 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠 = 𝑔𝑒𝑡_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑇0)

10: for 𝑛𝑜𝑑𝑒𝑇𝑛 ∈ 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠 do
11: 𝑗𝑜𝑖𝑛_𝑘𝑒𝑦𝑠 = 𝑔𝑒𝑡_𝑗𝑜𝑖𝑛_𝑘𝑒𝑦𝑠(𝑇0,𝑇𝑛)
12: 𝐶 = 𝑒𝑚𝑝𝑡𝑦 𝑞𝑢𝑒𝑢𝑒
13: while 𝑃 do
14: for 𝑗𝑘 ∈ 𝑗𝑜𝑖𝑛_𝑘𝑒𝑦𝑠 do
15: 𝑅 = 𝑗𝑜𝑖𝑛(𝑇0,𝑇𝑛, 𝑗𝑘)

// If the join is not possible, prune
16: 𝐷 = 𝑔𝑒𝑡_𝑑𝑎𝑡𝑎_𝑞𝑢𝑎𝑙𝑖𝑡𝑦(𝑅)

// If the data quality < threshold 𝜏, prune
17: 𝑅𝑟𝑒𝑙 , 𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑙 = 𝑚𝑒𝑎𝑠𝑢𝑟𝑒_𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒(𝑅,𝜅)

// If 𝑅𝑟𝑒𝑙 is empty, all features are irrelevant, continue
18: 𝑅𝑟𝑒𝑑 , 𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑑 = 𝑚𝑒𝑎𝑠𝑢𝑟𝑒_𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦(𝑅[𝑅𝑟𝑒𝑙 ],𝑅𝑠𝑒𝑙 )

// If 𝑅𝑟𝑒𝑑 is empty, all features are redundant, continue
19: 𝑅𝑠𝑒𝑙 = 𝑅𝑠𝑒𝑙 ∪𝑅𝑟𝑒𝑑
20: 𝑠𝑐𝑜𝑟𝑒 = COMPUTE_SCORE(𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑙 , 𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑑 )
21: 𝑟𝑎𝑛𝑘𝑖𝑛𝑔 = (𝑠𝑐𝑜𝑟𝑒,𝑅) // Save ranking
22: 𝑢𝑝𝑑𝑎𝑡𝑒(𝐶,𝑅) // Update current queue 𝐶 with the join 𝑅
23: end for
24: 𝑢𝑝𝑑𝑎𝑡𝑒(𝑃,𝐶)
25: end while
26: end for
27: end while
28: return AUTOFEAT(neighbours, P)
29: end function

analysis (Line 18). Based on the finding from Section 4.5.4, we apply MRMR to the subset
of features resulting from the relevance analysis. If the result is an empty set, all the
features are redundant. Otherwise, we update the list of selected features 𝑅𝑠𝑒𝑙 with the
new subset (Line 19).
Ranking. Upon completion of the feature selection process, we use the scores from the
relevance and redundancy analysis to compute a rank for the corresponding join path
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Algorithm 2 Compute the score for ranking
Input: 𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑙 the scores from the relevance analysis, 𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑑 the scores from the re-

dundancy analysis
Output: one score number 𝑟𝑎𝑛𝑘𝑖𝑛𝑔_𝑠𝑐𝑜𝑟𝑒
1: function COMPUTE_SCORE(𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑙 , 𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑑 )
2: 𝑁𝑟𝑒𝑙 = 𝑙𝑒𝑛𝑔𝑡ℎ(𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑙 )
3: 𝑁𝑟𝑒𝑑 = 𝑙𝑒𝑛𝑔𝑡ℎ(𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑑 )
4: 𝑠𝑢𝑚𝑟𝑒𝑙 = 𝑠𝑢𝑚(𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑙 )/𝑁𝑟𝑒𝑙
5: 𝑠𝑢𝑚𝑟𝑒𝑑 = 𝑠𝑢𝑚(𝑠𝑐𝑜𝑟𝑒𝑟𝑒𝑑 )/𝑁𝑟𝑒𝑑
6: 𝑟𝑎𝑛𝑘𝑖𝑛𝑔_𝑠𝑐𝑜𝑟𝑒 = (𝑁𝑟𝑒𝑑 ∗ 𝑠𝑢𝑚𝑟𝑒𝑙 +𝑁𝑟𝑒𝑙 ∗ 𝑠𝑢𝑚𝑟𝑒𝑑 )/(𝑁𝑟𝑒𝑙 ∗𝑁𝑟𝑒𝑑 )
7: return 𝑟𝑎𝑛𝑘𝑖𝑛𝑔_𝑠𝑐𝑜𝑟𝑒
8: end function

(Line 20), as explained in Algorithm 2. We compute the sum of the relevance analysis
scores, weighted by the cardinality of the selected subset (Line 4). We repeat the process
for the redundancy analysis (Line 5). The final ranking score is the sum of 𝑠𝑢𝑚𝑟𝑒𝑙 and𝑠𝑢𝑚𝑟𝑒𝑑 , weighted by their common divisor (Line 6). Finally, we store the join path and its
corresponding ranking score in an ordered list and update the queues. AutoFeat is a recur-
sive algorithm. Once all neighbours are visited, the algorithm starts with the neighbours
as base nodes until the entire graph is explored (i.e., all nodes are visited).
From Ranked Paths to Training MLModels. We use the top-k join paths from the list
of ranked join paths (Line 21) to systematically trainMLmodels and evaluate the paths. To
improve the efficiency of our approach, we use stratified sampling to sample the base table
at the beginning of the process. This sampling strategy, however, only impacts the feature
selection process and does not limit the scope of data considered during model training.
After training, we select the best join path based on the accuracy of the ML model.

4.7 Evaluation
In this section, we provide quantifiable evidence showing that AutoFeat outperforms ex-
isting works by being 5x-44x faster on average. Moreover, AutoFeat exhibits an average
of 16% increase in the predictive power of the augmented features compared to the com-
petition. With our experiments, we aim to show the following:

• Effectiveness - AutoFeat is able to augment a base table with relevant information,
which is used to train an ML algorithm, leading to an increase in accuracy.

• Efficiency - Relative to SOTA approaches, AutoFeat exhibits superior efficiency. This
is primarily due to its non-reliance on ML models for augmentation.

4.7.1 Experimental Setup
Datasets. We evaluate AutoFeat on real-world, open datasets collected from OpenML.org,
and summarised in Table 4.3. The school dataset originates from the evaluation of ARDA
[36]. The datasets are used for binary classification, and we present their best accuracy
based on the corresponding tasks found in OpenML.org. For school dataset, we report the

OpenML.org
OpenML.org
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Table 4.3: Overview of datasets used to evaluate AutoFeat.

Dataset # Rows # Joinable Total Best accuracy
tables ↓ # features (OpenML.org)

credit 1001 5 21 0.99
eyemove 7609 6 24 0.894
covertype 423682 12 21 0.99
jannis 57581 12 55 0.875

miniboone 73000 15 51 0.9465
steel 1943 15 34 1.0
school 1775 16 731 0.831

bioresponse 3435 40 420 0.885

highest accuracy from the source paper ARDA. We use a collection of eight datasets vary-
ing in size and number of joinable tables, which we split into multiple tables using two
different settings.
Benchmark Setting. We design a technique to divide a dataset into multiple small tables
with known KFK constraints. We extend the setting from ARDA, where they use star
schemata with known KFK connections. We call this approach the benchmark setting.
Here, the DRG contains only KFK relations, which resemble snowflake schemata. With
this setting, we aim to reproduce the results of the baselines [36, 129] and to show that
AutoFeat can explore longer join paths in search for relevant features.
Data Lake Setting. With the data lake setting, we aim to simulate a data lake scenario
where the connections between datasets are unknown. Using the same tables from the
benchmark setting, we remove the edges representing KFK relationships, and we apply
dataset discovery algorithms to find the relations. We use COMA [48] as implemented
in Valentine [106], with a default schema matching strategy and a similarity threshold
of 0.55 to encourage spurious, but not irrelevant, connections. The DRG is now a dense
multi-graph. This scenario aims to showcase the predictive power of our approach in a
data lake setting and the fact that we can discriminate between join columns.
Machine Learning Models. To validate that our augmentation approach can add rele-
vant information, we use machine learning tasks. We use four decision tree algorithms
(e.g., LightGBM, Extreme Randomised Trees, Random Forest and XGBoost), all available
in AutoGluon [52], the AutoML framework for tabular data, which automatically handles
data encoding and hyper-parameter tuning. We choose to use decision trees, as they are
one of the most popular ML models used in practice; they are explainable and can outper-
form neural networks [64, 161] in tabular training data.
Metrics. We evaluate the performance of our approach by measuring (𝑖) effectiveness
using accuracy, and (𝑖𝑖) efficiency by measuring the feature selection time - the total time
it takes to assess the fitness of features for augmentation.

4.7.2 Baselines
AutoFeat. AutoFeat respresents our feature discovery approach. We use 𝜏 = 0.65 as the
null value ratio and 𝜅 = 15 as the maximum selected features from a table.
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BASE.The BASE approach represents the base table, which is assumed to perform poorly
on any MLmodel. This represents the table we want to augment with more predictive and
relevant features.
ARDA. ARDA is one of the SOTA approaches and is the feature augmentation system
which uses a random-injection approach to select the features for augmentation [36].
Since the source code was unavailable, we implemented the feature selection part of the
system following the algorithms and details provided in the original paper [36].
MAB.The second SOTA technique we consider is the Multi-Armed Bandit (MAB) method
[129]. The study presents twomethods for feature augmentation: one leveraging themulti-
armed bandit reinforcement learning approach and another utilising deep Q networks, a
neural network approach. Our results are consistent with the original study that reported
comparable effectiveness (i.e., 0.02 − 0.04 difference in AUC) but major differences in ef-
ficiency between the two methods. Our experiments showed that the deep Q network
method required a prohibitive amount of computational time (i.e., extending to days for
one experiment), exceeding the limits of our available resources. In contrast, the MAB ap-
proach enabled us to conduct the experiments within a reasonable time frame (i.e., hours).
JoinAll. The JoinAll baseline is the approach where all the tables which connect with the
base table are joined in all possible ways. Given a perfect scenario where (𝑖) the join cardi-
nality is 1:1, and (𝑖𝑖) the joins are on KFK, JoinAll results in a single path. However, when
the connections are not KFK, regardless of the type of join, the number of possible paths
increases tremendously, as the order in which the tables are joined affects the resulting
augmented table. We denote 𝐷, the maximum depth of the join tree, 𝑁(𝑑) the number of
nodes at depth 𝑑 ∈ 𝐷, and 𝑘(𝑣) the number of un-visited neighbours of node 𝑣 . The total
number of possible JoinAll paths 𝑃 is the product of all choices at all levels:

𝑃 = 𝐷∏𝑑=0 ∏𝑣∈𝑁(𝑑)𝑘(𝑣)!, (4.3)

JoinAll+F. The JoinAll+F baseline is the JoinAll approach, where we apply filter feature
selection on the resulting dataset before training the ML model.

The experimental results are split based on the schemata configuration: the benchmark
setting and the data lake setting.

4.7.3 Benchmark Setting Results
Recall that the benchmark setting represents the DRGwith known KFK relationships with-
out spurious connections. No results are shown for the baselines JoinAll and JoinAll+F in
Figure 4.5 on the school dataset, due to the increased computation time. For school dataset,
which follows a star schema, and the join cardinality is not 1:1, the number of possible
join paths for JoinAll and JoinAll+F is 𝑃 = 15! (Equation (4.3)). As a result, those baselines
did not finish within the given time constraint.
Effectiveness. AutoFeat shows an average accuracy increase of 16% across all datasets
and algorithms. The AutoFeat’s effectiveness aligns with our expectations as it navigates
through longer join paths, leveraging transitive joins to identify more relevant features.
This contrasts ARDA, which is limited to star schemata. Given its capability to handle
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Figure 4.5: Benchmark Setting -Top: Depicts the average runtime using pastel shades, where contrasting colours
illustrate the fraction of time dedicated to feature selection within the overall runtime. Bottom: Displays accu-
racy per dataset, averaged across all evaluated tree-based ML algorithms. Numerical values on the bars indicate
the total number of joined tables. Horizontal lines signify the highest achieved accuracy, providing a clear visual
differentiation of performance metrics.

transitive joins, we expected that MAB would be more effective than the results show.
Compared to the JoinAll and JoinAll+F baselines, AutoFeat results in similar accuracy.
This shows that AutoFeat finds the right features to augment a given base table.
Efficiency. The efficiency of AutoFeat is noteworthy. On average, AutoFeat operates 4.5x
faster than ARDA and 12x faster than MAB. Referencing the credit dataset from Figure
4.5, AutoFeat is 4x faster than ARDA and 7x faster than MAB, even when the increase
in accuracy is marginal. Using heuristics to identify relevant features contributes to the
superior efficiency of AutoFeat, a stark contrast to ARDA and MAB, which incorporate
the ML model into their feature discovery process. Given that the JoinAll baseline does
not perform feature selection, we can only compare the total runtime, where AutoFeat is
on average 3x faster than JoinAll. In contrast, the feature selection time of the JoinAll+F
baseline costs less than one second since it performs feature selection once for a single
wide table. However, on average, its total runtime is 3x slower than AutoFeat.
PathAnalysis. Figure 4.5 illustrates the number of datasets each approach uses to find the
most relevant features. ARDA is limited to star schemata and joins all the datasets directly
connected to the base table. Thus, the number of datasets used to find the most related
features is, at most, the maximum number of directly connected neighbours. Although
MAB can handle transitive joins, it does not explore the schemata in depth. This limitation
results from the fact that MAB requires the same join column name (i.e., PK-FK with the
same names). AutoFeat requires fewer datasets while achieving higher accuracy, except
for covertype, eyemove, and steel. Here, AutoFeat joins more tables than ARDA and MAB
because AutoFeat explores the schemata in depth. We observed that the most relevant
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Figure 4.6: Benchmark Setting: The figure depicts the accuracymetrics for each dataset when applied to KNN and
Linear Regression models. Numerical values on the bars indicate the total number of joined tables. Horizontal
lines signify the highest achieved accuracy, providing a clear visual differentiation of performance metrics.

features reside via transitive joins; thus, most tables joined by AutoFeat are only required
to navigate the join path search space.
Evaluation onNon-Tree-BasedModels. Figure 4.6 shows the effectiveness of AutoFeat
on non-tree based ML models: K-Nearest Neighbours (KNN) and Linear Regression with
L1 regularisation (LR). For LR, AutoFeat achieves top performance together with JoinAll
and JoinAll+F baselines across most datasets, with ARDA surpassing the school dataset.
Dataset characteristics influence the effectiveness of KNN: it underperforms on smaller
datasets due to insufficient neighbours for reliable decision-making (e.g., credit, eyemove,
steel, school). Conversely, on larger datasets with fewer features (e.g., covertype, jannis,
miniboone), or on high-dimensional datasets (e.g., bioresponse), KNN converges effectively
with the JoinAll and JoinAll+F baselines.

4.7.4 Data Lake Setting Results
Recall that we apply an automated dataset discovery method to find the relationships
between tables in a data lake setting. The once snowflake-like schemata transform into a
densely connected graph in this context. Figure 4.7 and Figure 4.8 do not show results for
the baselines JoinAll and JoinAll+F as the number of possible JoinAll paths in this scenario
is extremely large (Equation (4.3)).
Effectiveness. AutoFeat consistently shows equal or superior effectiveness to other ap-
proaches (Figure 4.7). On average, AutoFeat outperforms ARDA by 12% and MAB by 2%.
In a data lake setting with numerous spurious connections, AutoFeat adeptly prunes tables
that introduce noise, indicating the critical role of join ordering for data augmentation.
Efficiency. The AutoFeat approach maintains impressive efficiency, even within a data
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Figure 4.7: Data Lake Setting - Top: Depicts the average runtime using pastel shades, where contrasting colours
illustrate the fraction of time dedicated to feature selection within the overall runtime. Bottom: Displays accu-
racy per dataset, averaged across all evaluated tree-based ML algorithms. Numerical values on the bars indicate
the total number of joined tables. Horizontal markers signify the highest achieved accuracy, providing a clear
visual differentiation of performance metrics.

lake setting. On average, AutoFeat operates 10x faster thanMAB and 3x faster than ARDA
while delivering comparable or superior accuracy (Figure 4.7). In this context, we explore
various join column pairs to identify the path enriched with the most relevant features,
subsequently increasing the time invested in feature discovery. However, using heuristics,
instead of relying on machine learning models to predict feature importance, effectively
counters the overall time spent, sustaining our approach’s efficiency.

Path Analysis. Figure 4.7 illustrates expected behaviours. With the snowflake schemata
disrupted, where dataset discovery algorithms yield many spurious connections, ARDA
indiscriminately joins all the datasets neighbouring the base table. MAB suffers from the
same limitation as in the benchmark setting, where it restricts its joins to tables sharing
the same join column name, thereby inhibiting the exploration of transitive connections.
AutoFeat can prune out irrelevant tables and explore the join path search space in depth
(e.g., jannis and steel datasets). Once again, we noticed that the high number of joined
datasets results from the fact that the most relevant features are in a multi-hop join path.

Evaluation onNon-Tree-BasedModels. Figure 4.8 shows the performance of AutoFeat
on non tree based ML models. In the data lake scenario, the baselines may introduce irrel-
evant features; thus, KNN does not achieve optimal results. KNN suffers challenges due to
possible noise when irrelevant tables are joined, leading to worse distance measurements.
Conversely, LR shows AutoFeat outperforming baselines in the majority of cases (i.e., five
out of eight datasets), with ARDA maintaining a consistent lead on the school dataset.
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Figure 4.8: Data Lake Setting: The figure illustrates the accuracy metrics for each dataset when applied to KNN
and Linear Regression models. Numerical values on the bars indicate the total number of joined tables. Horizon-
tal lines signify the highest achieved accuracy, providing a clear visual differentiation of performance metrics.

4.7.5 Summary of Results
On a snowflake schema, AutoFeat can explore the join path space in depth, searching for
relevant features. On a densely connected multi-graph, AutoFeat can explore different
join column possibilities and follow the path with the highest data quality in search of
the most relevant features for augmentation. On both configurations, AutoFeat is more
efficient for feature discovery than the baselines.

AutoFeat is an approach best suited to tree-based ML models that can mitigate the
consequences of high dimensionality. Kernel-based ML models and linear models suffer
more from the ”curse of dimensionality”, where data points become sparse, and the dis-
tance between points loses meaning, which increases the difficulty of finding meaningful
patterns in the data, resulting in degraded performance.

The results show that AutoFeat is a more efficient and effective method for feature discov-
ery over long join paths on tree-based ML models.

4.7.6 Alternative Dataset Division Strategies
We designed multiple dataset division strategies to create the snowflake schemata, and
consequently longer join paths. The default division strategy, also used for the benchmark
setting, is called the “short reverse correlation”. With this strategy, the most correlated
feature is pushed towards the leaf nodes of the join tree, thus forcing the algorithms to
search in depth for the most predictive feature. We acknowledge that this strategy creates
an advantage for our approach, AutoFeat, thus, we created additional experiments with
alternative dataset division strategies. Table 4.4 provides a summary of the total number
of joinable tables and the maximum tree depth for each dataset for each table division
strategy.
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Table 4.4: Overview of the number of joinable tables and the maximum join tree depth for each dataset divided
using one of the alternative table division strategies: correlation-based, random overlap, random tree.

Correlation-Based Random Tree Random Overlap

Dataset # Joinable
Tables

Max Join
Tree Depth

# Joinable
Tables

Max Join
Tree Depth

# Joinable
Tables

Max Join
Tree Depth

bioresponse 420 6 308 10 848 11
covertype 50 4 40 5 87 6
credit 8 2 11 3 35 6

eyemove 24 3 15 3 40 6
jannis 55 4 39 7 97 7

miniboone 51 4 35 8 80 7
steel 34 4 20 4 50 4

Figure 4.9: Correlation-Based - Top: Depicts the average runtime using pastel shades, where contrasting colours
illustrate the fraction of time dedicated to feature selection within the overall runtime. Bottom: Displays accu-
racy per dataset, averaged across all evaluated tree-based ML algorithms. Numerical values on the bars indicate
the total number of joined tables. Horizontal markers signify the highest achieved accuracy, providing a clear
visual differentiation of performance metrics.

Correlation-Based. Contrary to the default strategy, the correlation-based table division
places the most correlated feature in a table that is directly joinable with the base table.
With this strategy, we test the accuracy of finding the table with the most predictive fea-
tures regardless of the length of the join path.

The results of the experiments are summarised in Figure 4.9. In terms of accuracy, Aut-
oFeat performs similarly to JoinAll and JoinAll+F approaches, whichmeans that AutoFeat
finds the most important features for augmentation, outperformingARDA andMAB. How-
ever, in this setting, for bioresponse dataset which contains 420 joinable tables, AutoFeat
is exponentially slower than ARDA and MAB. This decrease in efficiency stems from the
fact that, during the search for the best features, AutoFeat performs joins on 261 out of the
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Figure 4.10: Random Tree - Top: Depicts the average runtime using pastel shades, where contrasting colours
illustrate the fraction of time dedicated to feature selection within the overall runtime. Bottom: Displays accu-
racy per dataset, averaged across all evaluated tree-based ML algorithms. Numerical values on the bars indicate
the total number of joined tables. Horizontal markers signify the highest achieved accuracy, providing a clear
visual differentiation of performance metrics.

total 420 tables. In contrast, ARDA and MAB only join the three tables directly connected
to the base table. We also observe that AutoFeat exhibits a greedy behaviour and performs
many more joins than ARDA and MAB, which are limited to star schemata.
Random Tree. The random tree table division strategy employs vertical splits performed
randomly, resulting in new tables with no overlap between them. Subsequently, each
of these smaller tables is recursively subdivided until only tables containing a single PK
column and one additional column from the original input table remain. These final tables
are referred to as leaf tables.

Figure 4.10 shows the results of the experiments using the datasets divided with the
random tree strategy. The effectiveness of AutoFeat is barely changed in comparison with
the correlation-based strategy and even the benchmark setting. In terms of efficiency, we
notice the same behaviour on the bioresponse dataset, where AutoFeat joins 287 out of 308
tables, which leads to a high runtime. AutoFeat exhibits the same greedy behaviour of
joining more tables searching for the most important features for augmentation as seen
for the correlation-based strategy.
Random Overlap. The random overlap table division strategy is similar to the random
tree strategy, with the addition of allowing tables to have overlapping columns. The re-
sults of the experiments are presented in Figure 4.11, showing no deviation in behavior
compared to the previous two table division strategies.

These results indicate that AutoFeat exhibits greedy behavior, prioritizing effectiveness
over efficiency.
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Figure 4.11: Random Overlap - Top: Depicts the average runtime using pastel shades, where contrasting colours
illustrate the fraction of time dedicated to feature selection within the overall runtime. Bottom: Displays accu-
racy per dataset, averaged across all evaluated tree-based ML algorithms. Numerical values on the bars indicate
the total number of joined tables. Horizontal markers signify the highest achieved accuracy, providing a clear
visual differentiation of performance metrics.

4.7.7 Parameter Sensitivity Analysis
AutoFeat relies on two hyper-parameters: the null value ratio (𝜏 ) and the maximum num-
ber of features to select (𝜅). The next experiments aim to demonstrate AutoFeat’s sensi-
tivity to variations in 𝜏 and 𝜅 and their influence on effectiveness and efficiency.
Sensitivity to 𝜅. Figure 4.12 illustrates the change in accuracy and feature selection time
with different values of 𝜅, denoting the maximum number of features to be selected. As 𝜅
varies from 2 to 6, there is a notable 4% increase in accuracy at the cost of an additional 2.5
seconds in feature selection time. However, when 𝜅 ranges from 6 to 10, the increase in
accuracy is less than 1%, despite the same increment of 2.5 seconds in time. A similar trend
is observed when 𝜅 varies within the interval [15, 20]. We recommend selecting a value
for 𝜅 within the range [10, 15], as this provides a high accuracy level with a tolerable trade-
off of a few seconds. Any 𝜅 > 15 does not significantly improve accuracy or efficiency but
could potentially risk overfitting the ML model.
Sensitivity to 𝜏 . Our pruning strategy is contingent on data quality, such that a table
is pruned if the ratio of null values to the total number of values exceeds a threshold 𝜏 .
Figure 4.13 displays the average accuracy and feature selection time across datasets for
different values of the hyper-parameter 𝜏 within the range of [0.05, 1.0], incremented by
steps of 0.05. Most datasets appear to be relatively insensitive to the threshold, barring
two exceptions: covertype (shown in orange) and school (illustrated in pink). In Figure 4.14
and Figure 4.15, we provide a closer look at these two datasets.

When 𝜏 = 1, it leaves no room for null values, implying that the tables perfectly match
on the join keys, thus leading to peak accuracy. However, the school dataset depicted in
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Figure 4.12: The figure shows the feature selec-
tion time and accuracy for top-𝜅 features, averaged
over datasets and ML models.

Figure 4.13: The figure shows the feature selection
time and accuracy for every 𝜏 threshold in the [0,1]
interval, averaged over datasets and ML models.

Figure 4.14: The figure illustrates the results of null
value ratio tuning for covertype dataset in terms of
accuracy and feature selection time averaged over
ML models.

Figure 4.15: The figure illustrates the results of null
value ratio tuning for school dataset in terms of
accuracy and feature selection time averaged over
ML models.

Figure 4.15 yields no output when 𝜏 = 1, indicating no tables with perfect matches on join
keys. Hence, although 𝜏 = 1 can result in optimal accuracy in certain instances, it is overly
restrictive and fails to generalise across other tables.

The data indicates that for 𝜏 within the range [0.05, 0.6], the results tend to cluster
around similar accuracy values or feature selection times. This suggests that not many ta-
bles are pruned during this interval, and imputation methods have little effect on accuracy.
However, for 𝜏 > 0.6, we observe a decrease in accuracy (up to 4% less) and time. Reducing
feature selection time implies that more tables are pruned at this stage. The decrease in
accuracy signifies potential bias introduced by the imputation strategies. We recommend𝜏 = 0.65 as a balance between accuracy and feature selection time.

The hyper-parameter 𝜅 directly influences our model’s effectiveness, with higher 𝜅 lead-
ing to improved results. Meanwhile, the hyper-parameter 𝜏 greatly impacts the model’s
efficiency, highlighting the role of our pruning strategy.
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Figure 4.16: The figure shows the accuracy and total time on the ablation study with different configurations of
AutoFeat for every dataset.

4.7.8 Ablation Study
AutoFeat uses two core methods: Spearman to measure relevance and MRMR redundancy.
To show that AutoFeat is indeedmore efficient andmore effective thanks to these methods,
we perform an ablation study, where we use different configurations of AutoFeat. We
replace MRMR with JMI, Speaman with Pearson, or both one by one. Finally, we turn off
the computation of relevance or redundancy.

The results of the ablation study are presented in Figure 4.16. The variants of AutoFeat
which use JMI are at least two times slower than AutoFeat, consistent with Section 4.5.4.
However, both Pearson-JMI and Spearman-JMI are less accurate than AutoFeat on five
out of eight datasets and marginally more accurate on school and jannis. Compared with
AutoFeat, the Spearman-only version results in either degradation in time or accuracy and
achieves similar results only on school and steel datasets.

Pearson-MRMR and MRMR versions exhibit similar behaviour. They are either less
accurate (i.e., they fail to find all the relevant features) or slower (i.e., they retain too
many features). However, on three of the datasets, they result in similar performance with
AutoFeat. One reason for this behaviour is the fairly similar schemata of these datasets,
which contain the same amount of joinable tables. However, on school dataset, MRMR is
the slowest but also the most accurate. Here, the schemata are star-shaped, which results
in fewer opportunities for deep pruning. MRMR fails to discard features, exhibiting a
behaviour similar to JoinAll baseline.

The proposed version of AutoFeat (i.e., Spearman-MRMR) is the most efficient version
with minimal accuracy loss.
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4.8 Conclusion
We have introduced AutoFeat, a novel approach for automatic transitive feature discov-
ery. AutoFeat addresses a critical gap in current data science practices by navigating the
complex join space, effectively augmenting a base table with relevant features across var-
ious datasets. It exploits a relevance-aware algorithm for scoring features, not relying on
specific ML models, making the approach broadly applicable and versatile. The outcomes
of our research allow us to respond affirmatively to the second research question:

RQ2: How can we enhance the automation of the feature discovery process to create high-
quality datasets for machine learning applications?

By implementing an automated feature discovery method, we have successfully cre-
ated high-quality datasets for training machine learning models. AutoFeat distinguishes
itself by its in-depth search for relevant features by exploring transitive joins. Further-
more, our findings reveal that AutoFeat achieves a level of effectiveness comparable to
the exhaustive JoinAll strategy when applied to tree-based ML models. Yet, it does so in
a significantly reduced timeframe. This confirms that automating the feature discovery
process, which consists of identifying related tables and joinable columns, executing table
joins, and selecting features, can create datasets that meet high-quality standards. Fur-
thermore, the feature discovery process and the resulting dataset significantly improve
the performance of machine learning models.

In the next part, we explore the user’s role as a domain expert in the feature discovery
process. Therefore, in the next chapter, we describe our user study with 19 data practi-
tioners and report our findings in contrast with the theoretical feature discovery pipeline.

4.8.1 Future Work
Several directions remain open for future exploration. We aim to integrate more complex
feature selection strategies that could improve the feature’s relevance and overall perfor-
mance. We plan to explore dynamic hyper-parameter tuning, allowing the algorithm to
adapt to different data landscapes and tasks.

Moreover, as datasets grow in complexity and volume, more efficient methods of navi-
gating join paths and reducing the complexity of the problem space should be investigated.
We are particularly interested in how graph-based models and representations could be
used to achieve this. Other improvement possibilities might arise after evaluating our
approach to real data lake scenarios within organisations, where we envision that more
aggressive pruning strategies might be required.
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5
Feature Discovery: a User Study

Multiple works in data management research focus on automating the processes of data aug-
mentation and feature discovery to save users from having to perform these tasks manually.
Yet, this automation often leads to a disconnect with the users, as it fails to consider the spe-
cific needs and preferences of the actual end-users of data management systems for machine
learning. To explore this issue further, we conducted 19 semi-structured, think-aloud use-case
studies based on a scenario in which data specialists were tasked with augmenting a base ta-
ble with additional features to train an ML model. In this chapter, we share key insights into
the practices of feature discovery on tabular data performed by real-world data specialists de-
rived from our user study. Our research uncovered differences between the user assumptions
reported in the literature and the actual practices, as well as some areas where literature and
real-world practices align.

This chapter is based on the following workshop paper and research paper currently under review:

 Andra Ionescu, Zeger Mouw, Efthimia Aivaloglou, and Asterios Katsifodimos. “Key Insights from a Feature
Discovery User Study”. HILDA@SIGMOD 2024 [90]

 Andra Ionescu, Zeger Mouw, Efthimia Aivaloglou, and Asterios Katsifodimos. “Feature Discovery for Ma-
chine Learning: a User Study”. under review
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5.1 Introduction
The assumption that the input data of a Machine Learning (ML) model is typically given
as a single table has been refuted for a long time. In reality, valuable predictive features
might be scattered across various database tables or files within an open data repository
or data lake [144]. In order to discover and use related tables scattered in a data lake, the
database community has proposed multiple schema matching and dataset discovery tech-
niques [17, 58, 106]. Given a large set of tabular datasets, the natural next step towards
training an ML model is to discover predictive features. A significant and ongoing re-
search effort is dedicated to developing automated methods to create training datasets for
machine learning (ML) applications. This process, named feature discovery, builds upon
the exploration and integration steps from dataset discovery and relies on feature selection
approaches to select only the most relevant features for an ML task [36, 53, 129, 205]. This
process typically starts with a query table that contains a target variable. Then, through an
exploratory process, relevant candidates from a data repository are augmented to improve
ML model effectiveness.

User-centric research in data management has progressively expanded its focus, delv-
ing into the complexity of interactive user interfaces [140] and the usage of data collected
through crowdsourcing methodologies [116, 175]. These efforts underscore the critical
role of the user as an integral component within the data management process. Histori-
cally, the focus on technological advancements has often led to user engagement playing
a more supporting role, facilitating the evolution and refinement of these advancements
[130]. However, contemporary studies within this community increasingly acknowledge
the centrality of the users as a fundamental part of driving the research.

Existing research continues to operate under various assumptions regarding userwork-
flows within the feature discovery pipeline. Some state-of-the-art works [58, 112] have
incorporated user studies in their evaluation scenarios. Yet, the methods and approaches
they offer are not always grounded in empirical evidence from actual user workflows.
Despite this progress, a noticeable gap remains: the user perspective is lost as more auto-
mated feature discovery and augmentation approaches are developed. By understanding
how users interact with and perceive the feature discovery process, we can develop more
intuitive and effective methods for identifying and integrating relevant features. With this
chapter, we build the foundational knowledge to answer our third research question.

RQ3: Can human expertise and domain knowledge enhance the automatic feature dis-
covery process?

Therefore, we aim to answer the following sub-questions:

How do data scientists and engineers in the real world perform feature discovery
when asked to train an ML model from tabular data residing in a data lake?

Does the real-life process align with the theoretical one reported in the literature?

To answer these questions, we study, understand and integrate real-world user expe-
riences and requirements, aiming to raise awareness of real users’ needs through data
management research. To this end, we contribute with the first qualitative, think-aloud
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user study on how data scientists and engineers with hands-on experience perform fea-
ture discovery for training an ML model based on tabular data. We engaged a diverse set
of 19 participants from various organizations, presenting them with a small-scale feature
discovery task. The interviews allowed us to capture a nuanced understanding of how
these professionals interact with feature discovery challenges in real-world scenarios.

5.2 Related work
The literature review reveals various workflows and pipelines that have been meticulously
examined in various studies.
The Data Science Pipeline. The concept of a data science pipeline, encompassing steps
from data acquisition through to cleaning, curation, and modelling, is well-documented
[15]. This pipeline has been explored from multiple perspectives. Theoretical studies re-
sulted in extensive literature reviews [15, 41]. On the empirical side, existing pipelines
from platforms such as Kaggle and GitHub have been analyzed for their real-world appli-
cability [15, 167]. Furthermore, a qualitative perspective has been adopted, where insights
were gathered from interviews with industry practitioners, enriching the understanding
of these pipelines in practical settings [97, 104, 143, 167, 168, 180, 183, 200].
The Data Pipeline. The data pipeline concept, characterised as a sequence beginning
from a data source and ending at a point where the processed data is delivered [162], has
been extensively studied from various viewpoints, similar to the data science pipeline. In-
depth qualitative interviews have been instrumental in conceptualising the data process-
ing and preparation activities [100, 158]. The insights gained from these studies highlight
the complexities in data pipelinemanagement, emphasising the need for continuous evalu-
ation and adaptation in response to evolving challenges and technological advancements.
The Machine Learning Pipeline. Machine learning serves as another example of a do-
main where the pipeline concept has been explored in depth through qualitative research.
Many studies have focused on conceptualising the machine learning operations pipeline
[109, 172, 173], and creating an automated machine learning workflow [40].
User Studies in Data Management. In data management, qualitative research meth-
ods have been extensively employed to assess the effectiveness and efficiency of differ-
ent data management systems [163, 165], or evaluate emerging frameworks [204]. This
highlights the pivotal role of qualitative research in understanding and refining data man-
agement tools and practices. Beyond qualitative research, the use of crowd workers for
data labelling and application testing has become increasingly prevalent [116, 175]. This
approach leverages the collective efforts of a diverse group of individuals to enhance the
quality and accuracy of data and provide practical insights into application usability and
functionality. Furthermore, the expertise of human professionals is often called upon for
the critical evaluation of frameworks [73, 140].

Together, these diverse methodologies, ranging from qualitative research to crowd-
sourced testing and expert evaluation, underscore the multi-faceted approach necessary
for effectively developing and assessing datamanagement systems and frameworks. While
these interview studies are comprehensive and provide valuable insights, they typically
employ open-ended questions or retrospectively analyse existing projects within an orga-
nization. Our study, however, adopts a hands-on, practical use-case scenario approach,
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placing participants directly in front of a real task. This design aims to immerse the partic-
ipants in their typical workflows, allowing us to capture data from their actual, hands-on
work processes. To the best of our knowledge, this is the first research paper to study the
feature discovery pipeline and perform user studies using a use-case scenario.

5.3 Preliminaries
This section describes the preliminary steps of the feature discovery pipeline. Recall that
feature discovery is the process which discovers and augments relevant features for im-
proving ML models [144]. Given a query table with a label column, feature discovery
retrieves candidates from a data repository focusing on the features that can improve an
ML model’s performance [144]. Therefore, feature discovery emerges as a process that in-
tersects various steps of the data management for machine learning pipeline and extends
across the broader data science workflow.

According to the literature, feature discovery contains several key steps, such as data
exploration, data integration, feature selection and ML modelling, as illustrated in Fig-
ure 5.1. Moreover, data processing steps, such as aggregation, sampling, and cleaning, can
be found in between the data preparation steps – data exploration and data integration –
as named in the data science and machine learning pipelines [41, 173, 183, 207].
Data Exploration. Data exploration is the process of navigating a collection of datasets
with the aim of extracting knowledge [81, 151]. The process makes use of user interactions,
such as exploring visualisation techniques and interfaces. The process usually leverages
databases, where the storage format and indexes can make the exploration more efficient.
Data Integration. Data integration is the problem of combining various datasets from
diverse sources and providing a unified view of the data [115]. Integrating tables is possible
through join or union operations or related table search [103]. In feature discovery and
data augmentation, the data integration step uses joins to extend a tablewithmore features
[36, 129].
Data Processing. The data processing step concerning aggregation and sampling can be
found right before the data integration step, as a preparatory process before the integration
[36]. Another data processing step can be found right after the data integration step, as a
cleaning process before feature selection, to ensure the data quality [93].
Feature selection. Feature selection methods are classified into three categories: wrap-
per, embedded, and filter [139]. The filter feature selection methods are independent of the
learning algorithm and rely on the general characteristics of data to compute statistics and
use them to rank the features. The wrapper feature selection methods function in a man-
ner similar to cross-validation, where the employed model is used to test the accuracy of
the feature subset. The wrapper methods are known to be useful but slow, as the model
has to be constantly trained and evaluated [119]. The embedded feature selection is one of
the optimal approaches to feature selection, which uses the advantages of both filter and
wrapper methods [114]. In feature discovery, the wrapper feature selection or a hybrid
approach are the most employed methods [36, 53, 129].
Machine Learning Modeling. The routine tasks of a machine learning pipeline include
model planning, selection and mining. Next, the model is trained with labelled data points
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Figure 5.1: The feature discovery pipeline according to the literature.

and tested with new data (i.e., not used for training). Finally, after optimisations and
tuning, the model is used to solve problems in an unknown setup [15]. Feature discovery
uses theMLmodelling step in various stages of the augmentation: (𝑖) during the workflow
as a main component of the augmentation process, or (𝑖𝑖) as an evaluation step at the end
of the process.

5.4 User-Study Design
The goal of this study is to explore how data practitioners perform feature discovery in a
real-life scenario. Our focus is on observing the steps of the feature discovery workflow
and comparing them with the theoretical workflow and the assumptions from the litera-
ture. To this end, we conducted 19 semi-structured think-aloud interview sessions with
different data practitioners from diverse organisations. We describe the participants, the
use case scenario, the interview process, and the data processing pipeline.

5.4.1 Participants
We recruited individuals who work with data and perform data integration tasks, such as
joining tables, creating augmented tables and using them for analysis. Participants were
invited via an open call for interviews, which was disseminated through communication
channels such as Twitter and LinkedIn, as well as via the authors’ professional network.
An anonymised description of our participants is shown in Table 5.1.

We recruited participants with diverse roles in the organisation (Figure 5.2a), such as
data engineers, data analysts, data scientists, machine learning engineers and others with
different titles at the moment of the interview but with experience in data engineering or
analysis. We aimed to interview a balanced number of data experts per role for potential
role-specific workflow differences to be represented in the results.

The participants varied in their years of experience working with data, as illustrated
in Figure 5.2b, industry section and company size, and education. We used the years of
experience as guidelines to further organise the participants into juniors (i.e., less than
three years of experience), mediors (i.e., between three and five years of experience), and
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Table 5.1: The table provides an anonymised description of the interviewed participants. We present their current
role and their latest degree, and we categorise their years of experience with data into Junior, Medior, Senior. The
participants work in organisations of various sizes, and diverse industry sectors.

# Role Education Data
XP

Org.
Size

Industry
Sector

P1 ML Platform Eng. Masters Senior Medium Software Dev.
P2 Bio Info. Eng. Bachelors Junior Small Software Dev.
P3 Data Engineer Bachelors Senior Medium Software Dev.
P4 Data Scientist Masters Junior Large Banking
P5 Data Scientist Masters Senior Medium Media Broadcast
P6 ML Platform Eng. PhD Senior Medium Software Dev.
P7 Data Analyst Masters Medior Large IT Serv.
P8 Data Engineer Bachelors Senior Large Consumer Serv.
P9 Data Scientist Masters Senior Large E-learning
P10 ML Engineer Masters Junior Medium Financial Serv.
P11 ML Platform Eng. Masters Senior Medium Software Dev.
P12 Data Scientist Masters Medior Large Software Dev.
P13 Data Engineer Masters Senior Large Retail
P14 Lead Engineer Masters Medior Small Software Dev.
P15 Data Engineer Masters Senior Large Financial Serv.
P16 CEO MBA Senior Small Supply Chain
P17 Data Engineer PhD Senior Large Software Dev.
P18 Data Analyst Masters Senior Large Retail
P19 ML Engineer Masters Junior Small IT Serv.

seniors (i.e., more than five years of experience). As such, four participants identified
themselves as juniors, three as medior, and the rest as seniors (Table 5.1).

When asked about their latest degree, the majority of our participants have a master’s
degree in diverse areas of computer science; three have a bachelor’s degree in business
and technology, computer science or bioinformatics, and two of the participants have a
doctorate degree in computer science. These statistics are illustrated in Figure 5.3a.

We also used the number of employees mentioned by the participants to organise the
companies into small businesses (i.e., less than 100 employees), medium businesses (i.e.,
between 100 and 1500 employees), and large businesses (i.e., more than 1500 employees).
According to Figure 5.3b, we have four participants from small organisations, six from
medium organisations and nine from large organisations.

5.4.2 The Use Case Scenario
We offer a concise overview of the use case scenario, as illustrated in Figure 5.4. The
use case scenario contains 17 tables representing a small dataset about schools used for
state-of-the-art data augmentation evaluation [36, 93, 129]. Central to this scenario is the
base table (i.e., named base in Figure 5.4), which is the primary focus for feature discovery.
This table is used for binary classification tasks, where the target prediction — specifically
the class feature depicted in Figure 5.4 — represents the performance of each school on a
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Figure 5.2: Statistics about a) the roles of participants in the moment of the study, and b) the years of experience
as reported by participants.

standardised test based on student attributes. When applied to this base table, a decision
tree ML model yields a baseline accuracy of 0.69.

The objective is to enrich the base table with additional relevant features extracted
from the other 16 tables. The augmented features aim to improve the accuracy of a tree-
based ML model. For efficiency and to streamline the process, we facilitated the partic-
ipants by providing a curated subset of seven tables following their preliminary investi-
gation. These selected tables are highlighted in Figure 5.4. The optimal outcome of the
feature discovery task is to augment the base table with features from two specific ta-
bles (e.g. 2010_Gen_Ed_Survey_Data, Schools_Progress_Report_2012-2013), which should
increase the accuracy of the initial ML model to 0.83.
5.4.3 Interview Process
The interview was structured as a think-aloud use-case scenario, where the participants
were presented with a dataset in CSV format and were asked to augment a base table with
more features from the other remaining tables (Section 5.4.2). The participants worked on
their own machines, using their own sets of tools, and were asked to share their screens
so that we could capture information on their workflow. Participants were encouraged
to think aloud at the beginning and during the interview, explaining the motivations and
expectations related to their actions.

The interview was semi-structured; thus, we did not strictly follow a formalised list
of questions. Instead, during the use-case scenario, we asked open-ended questions, al-
lowing for a discussion with the participants about the task that they were observed to be
performing. Our list of open-ended questions spanned the four steps of the feature discov-
ery pipeline: (𝑖) exploration, with interest in the dataset characteristics they usually work
with; (𝑖𝑖) integration, looking for the key steps of the integration such as the join columns,
type and problems, and also their own experience with joining tables, (𝑖𝑖𝑖) feature selec-
tion, observing how the feature selection process is performed and what tools are used,



5

80 5 Feature Discovery: a User Study

Masters ; 13

Bachelors ; 3

PhD ; 2
MBA ; 1

(a) Distribution of the last completed degree.

0 1 2 3 4

Tech

Finance

Services

Other

Retail

 Small  Medium  Large

(b) Distribution of the industry sector and company
size.
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and (𝑖𝑣) evaluation, observing if and how the augmented dataset is evaluated. Besides
these steps, we asked semi-structured follow-up questions and structured questions about
their education and experience.

Before the interview, the participantswere asked to provide their consent to participate
in the study, to share their screen and record their screen and voice. We conducted all
interviews via video conferences. The interviews lasted between 45 and 60 minutes. The
first two interviews were used to inform the study scope and refine the protocol questions,
which remained unchanged for the other interviews. After 16 interviews, the information
started converging, and no new insights emerged, reaching saturation [66]. The interviews
were transcribed using automatic transcription software and were afterwards manually
corrected. The screen recordings were used to annotate the transcripts with notes on the
participants’ actions. The annotated transcripts were anonymised and used for subsequent
processing.

5.4.4 Data Processing
We analysed the data resulting from the interviews using the thematic analysis method-
ological framework. In thematic analysis, the determination of themes (i.e., patterns) can
be both theory-driven and data-driven [16]. We used the theoretical feature discovery
workflow, summarised in Section 5.3, to derive the main themes, and we used the inter-
view data to generate the sub-themes, also known as codes.

We derived four a priori themes from the feature discovery pipeline: exploration, in-
tegration, feature selection, and evaluation. We finalised our set of codes a posteriori, ex-
tracted inductively from the interview data using the qualitative analysis tool ATLAS.ti¹.
In total, we used 60 codes to label different aspects of each step in the pipeline. We ex-
tracted a total of 1088 quotes, each labelled with one or multiple codes.

¹https://atlasti.com/

https://atlasti.com/
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Figure 5.4: The figure illustrates statistics about the use case scenario. On the left side, we present the base table
and its columns, while on the right side, we present an overview of the entire dataset: each table name, the
corresponding number of features and rows. The yellow-highlighted rows represent the filtered list of candidate
tables for augmentation.

Our themes and codes describe the following steps and activities: (𝑖) goal setting –
problem definition, understanding the target prediction, creating a baseline ML model,(𝑖𝑖) exploration – understanding the query table, understanding the entire dataset, (𝑖𝑖𝑖)
integration – data integration pipeline, primary-key foreign-key joins, identifying the join
column, the join type and the problems arising from using the specific join type, tools, (𝑖𝑣)
feature selection – feature engineering steps and tools, manual or automated selection, (𝑣)
evaluation – model building and training, (𝑣𝑖) data preparation – any operation executed
with the aim to process the data, (𝑣𝑖𝑖) documentation – the process of documenting the
datasets, data catalogues, recommendations, and tools. Besides these themes, we also have
a special follow-up theme, defined a priori. With the follow-up, we gathered data about
education, experience, tools, and the problems they encounter on a daily basis.

In the description of the findings, the participants have been assigned numbers and
are referred to as P1 to P19. The quotes that are included in the description are verbatim.

5.5 Feature Discovery Pipeline: Findings
This section introduces the empirical feature discovery pipeline derived from our inter-
view data. The pipeline encompasses five key phases: Goal Setting (including hypoth-
esis formulation and understanding the target variable), Data Exploration (focusing on
base table analysis and dataset overview), Data Integration (covering join operations and
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pipelines), Feature Selection (involving feature engineering and selection processes), and
Dataset Evaluation. A process often regarded as a step in the pipeline, Data Preparation is
a key process throughwhich the users ensure that each of the five steps in the pipeline uses
high-quality data. Each phase is critical for constructing a comprehensive understanding
of the datasets and guiding the augmentation process for the development of effective ML
models.

5.5.1 Goal Setting
Our findings reveal that, contrary to the literature, the first step of the feature discovery
process is not data exploration but rather (𝑖) defining a goal, (𝑖𝑖) clarifying the target
prediction, or (𝑖𝑖𝑖) consulting with clients to understand the scope of the problem. This
initial goal-setting phase is commonly seen in pipelines focused on dataset search, as seen
in Aurum [58], or in typical data science workflows [41]. However, beyond this context,
goal-setting as an initial step of the pipeline is not typically observed in feature discovery
or data augmentation pipelines. The reason for this might be unintentional oversight or
implicitly assuming that goal-setting is an inherent part of the process [41].

On the other hand, our participants indicated that having the goal already defined
affects the subsequent steps in the process, such as data preparation. We observed that
just describing the task was insufficient for the participants, who required much more
information, such as information about the column names (i.e., what each column repre-
sents), in-depth details about the target variable and its meaning, and baseline accuracy.
We provide a detailed description of these findings in the subsequent points.
– Setting a Goal or Hypothesis. Four participants begin the process with a clear hypothesis
or goal, often in the form of a business KPI (P8), a hypothesis (P7), or already specified in
a design document (P17). Having the goal already defined affects the subsequent steps in
the process, such as data preparation (P2).

“We take the data to check our findings and not the other way around. We don’t
go through all the data to check correlations and then act from there.” (P7)

– Understanding the Target Variable. While the participants familiarised themselves with
the dataset, they specifically focused on gaining a deeper understanding of what the true
and false values signify within the context of the target feature. Nine out of 19 partici-
pants (9/19) are interested in knowing how the target feature relates to the overall goal of
the analysis and emphasise the importance of understanding the target variable to select
relevant features and build an effective machine learning model.

“So you can, of course, do arbitrary augmentations and integrations, but at the
end of the day, the real thing that matters is if the features that you have are in
some way related to the thing you’re trying to predict.” (P2)

– Discussing with the Client. Another example of goal setting is via discussing with the
client. When receiving data from clients, the first step is to understand the meaning of
each column to mitigate the risks associated with using potentially misunderstood data.
This understanding is crucial to avoid building models that may not be reproducible or
relevant in the future (7/19).
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“First thing you always do is talk to the client because it’s very risky to use
columns that might be very discriminating. But if you don’t know what they
mean, then you don’t know what your model is working on, and then you might
be building something that’s not reproducible in the future.” (P14)

The participants also describe scenarios where errors in client-provided data are iden-
tified and addressed. These errors are typically inspected manually, and findings are com-
municated to the client, highlighting discrepancies with the expected schema.
– Creating a Baseline MLmodel. Almost half of the participants emphasised the importance
of establishing a baseline ML model before inspecting and exploring other datasets. The
baseline serves as a reference point for understanding the effectiveness of the model with
minimal features and without data augmentation (8/19).

The feature discovery process starts by formulating a clear hypothesis or goal – A step of-
ten excluded from data and ML pipelines, the users spend time formulating their goal and
hypothesis before any other subsequent steps.

5.5.2 Data Exploration
The literature highlights that finding relevant tables within a vast collection of datasets is
an arduous and time-intensive task, as users are unaware of the relationships between the
tables [36, 38, 58, 112].

In reality, users typically have a clear understanding of the location of the data and of
the overall problem they need to solve with data. This is frequently achieved by examining
available documentation, which acts as a road map through the data. Moreover, users
actively seek the expertise of colleagues with business insight or firsthand experience
with data collection, providing invaluable context. When the data originates from clients,
the business problems tend to be well-articulated, further guiding the users in their quest
to find meaningful information. These resources empower the users and enable them to
navigate the potential data overwhelm.

Once the goal is set, the next step in the workflow of data practitioners is to explore
and understand the datasets. The exploration phase consists of two steps: (𝑖) exploring
and understanding the base table (i.e., the table that will be augmentedwithmore features),
and (𝑖𝑖) exploring, understanding and relating the rest of the datasets with the base table.
Moreover, we present findings regarding the total time spent on the exploration and the
data processing techniques used in the exploration step.
– Exploring and Understanding the Base Table. In our observations, we noted that the
participants aim to acquire an in-depth understanding of the base table, its columns, and
corresponding values. To accomplish this, they employ various methods. These methods
include seeking insights from individuals with domain knowledge, relying on their own
domain expertise, or applying their intuitive understanding.

Collaboration – The collaboration between data workers and other members of
organizations has been a significant focus of research. For instance, studies have
shown that the scientific collaboration between biomedical scientists and data sci-
entists can be successful when efforts are made to establish common ground and
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shared processing methodologies [131]. In large organizations, where data is spread
across various sources, strong collaboration is often required between data workers
and other organisational members, such as IT staff who assist in locating and deliv-
ering datasets [97], and business personnel who help define goals and requirements
[98]. Although our study did not primarily focus on the collaboration between orga-
nizational members, we observed that data exploration is inherently a collaborative
process. Our findings indicate that when faced with unclear data, data workers com-
monly ask knowledgeable colleagues and consult with other team members or even
different departments for clarification, as noted in 6 out of 19 cases.

“For example, I would go back to wherever I got this data set and say, can we
spend 20 minutes running through what each of these columnsmean?” (P16)

In our setting, and based on the literature, we did not offer any documentation or infor-
mation about the datasets. Therefore, the participants had to rely on their intuition and
knowledge to try to understand the base table.

Knowledge – Domain knowledge is key in determining which aspects of a prob-
lem are relevant and which types of data can predict certain behaviours. A business
context often deepens the understanding of what needs to be predicted and identi-
fies the factors that might influence it. The team size also influences the expected
knowledge someone has about their datasets (4/19).

“ I currently work in a relatively small team. We all know the data we’re
working with, so there’s also some domain knowledge just assumed when
you’re working with these tables.” (P10)

Intuition – The participants discuss the approach of exploring a dataset they are
not familiar with, emphasising the use of common sense to navigate unknown data.
They mention the importance of intuitively reasoning about the problem to identify
correlations between tables or data, especially when aiming to predict specific out-
comes. They resort to experimentation and intuition to form hypotheses about the
significance of data (4/19).

“Kind of use my common sense since I don’t have any business logic or busi-
ness knowledge about this specific dataset to figure out what other features
in the other tables might be interesting to try out.” (P1)

One participant would even consider it irresponsible to rely on their own intuition
to solve the task without any other context.

“It feels a little irresponsible even to push forward without having a lot more
context.” (P16)

– Exploring and Understanding the Collection of Datasets. Once the participants create a
general overview of the base table, they start exploring the rest of the datasets. We noticed
a few patterns of exploration.
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Browsing – Most of the participants (17/19) start the exploration of the remaining
tables by just browsing the data with the aim of understanding the context. The
activities related to browsing and understanding the data include: (𝑖) exploring all
the files to get a general sense of the data, sometimes starting with the first file from
the folder (i.e., the top file), regardless of the sorting criteria, and then systematically
exploring the rest of the data, (𝑖𝑖) loading all data using diverse tools, preferably a
database, and in the absence of it, working with pandas², (𝑖𝑖𝑖) examining the file
name and using the intuition to understand its meaning, (𝑖𝑣) understanding the
content of the data, skimming through the tables.

“I have no clue what I’m doing because I’ve never looked at these data, so
I’m just opening some tables to check what is inside because otherwise, I
have no clue about the data I’m looking at.” (P7)

Assessing the Relevance with the Base Table – During their exploration, the
participants tried to relate any other table with the base table. Similarly to the base
table exploration step, the participants would first inspect the documentation. The
documentation is used as a crucial tool for understanding the contents and relevance
of different tables, aiding in the efficient and effective exploration of data. It pro-
vides context and clarity, helping them make informed decisions about which data
to include in their analysis (4/19).

“ Usually, we’re using documentation on what the table is about. So it’s easy
to not go to data and see what’s in the column, but read the description.”
(P13)

In the absence of documentation, the participants would try to seek help from some-
one with domain or business knowledge (P18).

“From an analytics perspective, my approach here would be to try and find
someone who can explain to me what these columns mean.” (P18)

The participants rely on a combination of intuition, existing knowledge, and ex-
ploratory data analysis to identify potential relationships between datasets, focus-
ing on factors they deem relevant or potentially influential for their analysis. Their
activities include identifying potential correlations, assessing the column names, fo-
cusing on specific data points, judging data usefulness based on the contents, cross-
referencing tables for common values and prioritising data based on assumed im-
portance (14/19).

“So what could be interesting is some information on schools and maybe
some information on teachers and parents. So maybe school progress
report is interesting.” (P8)

²https://pandas.pydata.org/

https://pandas.pydata.org/
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During the dataset exploration, automatic processes to compute the relatedness of
tables were mentioned a few times (3/19). More specifically, one approach was to
find schema matches by comparing the column names in the CSV files (P18). Addi-
tionally, examining the correlation between the features could help determine the
relationship between the features (P2, P7).

– Exploration Time. When questioned about the amount of time typically dedicated to data
exploration “How much time do you usually spend on the exploration?”, 9 out of 19 partic-
ipants indicated that data exploration often occupies a substantial part of the timeline of
a project. These results are summarised in Figure 5.5. A significant number of responses
fell within the 20-40% time range for exploration, followed by 5-10% for datasets that are
familiar, and 50-60% time allocation for exploration when working with new datasets or
domains.
Data exploration is a collaborative and intuitive process – users will always rely on the
domain and business knowledge of data owners or use their own knowledge and intuition.

5.5.3 Data Integration
We observed a blended transition between the exploration and integration steps. While
exploring the data, the participants instinctively searched for columns to relate to and
joined the tables.

The insights from our study, particularly regarding the data integration step, resonate
with the established findings in the field. Mirroring the methods outlined in COCOA [53],
a few participants used automatic techniques such as computing feature correlations to
determine the relevance of different tables. The participants’ approach to joining all avail-
able tables or just the “most helpful” ones echoes the findings of [103, 112]. Furthermore,
consistent with the practices documented in the literature, our participants typically work
with primary key-foreign key relationships [58, 112]. Before joining tables, our partici-
pants also used data aggregation, a step that aligns with the workflow proposed in ARDA
[36].
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– Joining Datasets. Lacking descriptive documentation for dataset columns, the partici-
pants rely on their intuition and experience to identify candidate columns for join keys
(16/19). Their approach involves:

• conducting statistical analysis to verify the uniqueness of the columns (9/16);

“I’m looking to make sure that this DBN code is actually the unique identi-
fier.” (P16)

• assessing the reliability and relevance for joining (6/11);

“I need a way to connect these tables together, and I also need to make sure
that I don’t join things that are not joinable.” (P4)

• identifying specific column names which indicate the presence of a relationship
(6/16);

“If the column name is the same and the format in this case seems like a
very specific format, so there’s a very high likelihood that this is actually
the join key. I might be wrong, but at first glance, that seems to be pretty
straightforward.” (P1)

Our datasets did not contain explicit PK-FK relationships but a set of disconnected
datasets – we left PK-FK relationships to be discovered by the participants. However, we
asked our participants about their day-to-day analysis, such as joining PK-FK relations.
We found that primary key and foreign key connections are the main ways for almost half
of the participants to join datasets.

“I’m just saying that the primary key and the foreign key if you have it, it’s
good because it’s kind of an easier way to explore and try to add the datasets
together. If you don’t have it, then a whole conversation starts about how you
create a custom key for your datasets that can be used in both tables.” (P17)

Participants reported that joining on primary keys is common, but in some cases, fuzzy
matching or other methods may be used. Most data from relational databases have pri-
mary keys, but there are exceptions, such as stand-alone tables in big data scenarios. In
data lakes, primary keys are not explicitly stated or enforced, so validation is important.

“If I’m assuming that a primary key or a key is unique, I would make sure to
validate that because otherwise, you can generate duplicates.” (P18)

– Join Type. The process of integrating the tables involves joining the tables. According
to the literature, the feature discovery and data augmentation processes involve perform-
ing a left join to assure that the number of rows is preserved [36, 53, 129]. Figure 5.6
contrasts the theoretical approach described in the literature with the actual workflow of
participants while integrating tables.
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Left Join –Themost popular join type is the left join (14/19) to ensure the complete-
ness of the base dataset, allowing for the addition of data (e.g. features) from other
tables without losing any rows from the base table.

“Because I’m assuming we only wanna keep the base table. So, if there are
extra rows in the feature tables or related tables, I don’t want those rows
because they don’t have a class value, right? I can’t use them to train the
model.” (P14)

“Left join ensures that we keep all of the rows from the base table, which is
our base data set. So, because we want to enhance the data there. We don’t
want to eliminate any schools from the data set.” (P10)

Inner Join – The second most recorded answer is the inner join (4/19) because they
want to “make sure my data has as few new values as possible” (P1), or “to just keep
the common data” (P11) and even “to see if there is any data left” (P19).

Outer Join –The least recorded answer is the outer join (P4). The specific participant
reported that they wanted to retrieve all the features.

– Data Integration Pipeline. The literature on feature discovery and data augmentation
techniques takes different approaches to joining plans or pipelines. Some works choose
to join all tables up to a budget, then apply feature selection [36], while others have an
iterative process of joining one table at a time and testing its usefulness [129]. We have
observed a similar pattern among our participants.

Join All Tables – The strategy of joining all tables at once is driven by the desire
for comprehensive data analysis (4/19), simplifying the initial data processing stages
(6/19), and leveraging machine learning algorithms’ feature selection capabilities
(3/19).

“I would say quick and dirty is literally add everything. And since we’re
using decision trees, decision trees have this inherent property of doing fea-
ture selection. So we could say, we trust that the decision tree picks the right
features and just go with that, but in most cases, that doesn’t really work.”
(P1)

The methodology involves using a common key to merge tables, followed by data
cleaning, aggregation, and iterative model training and enhancement (4/19). This
approach allows for a thorough exploration of the data, uncovering potential in-
sights that might not be apparent when analyzing tables in isolation (3/19) - “If you
join everything together first, then you always have the freedom to look at all of the
columns in the context of each other” (P10).

Join Tables One by One – This step-by-step process allows for careful examina-
tion of the impact of each table on the overall dataset (5/19). Most participants (4
out of the 5 that discussed this process) indicated that it is particularly beneficial in
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complex or large datasets where an incremental approach can provide more clear
insights than a bulk join. By joining tables sequentially, they can pinpoint which
datasets enhance the accuracy and predictive power of the ML model (3 out of 5
participants), and they can also observe how each new data source contributes pos-
itively to the analysis (3 out of 5 participants).

“So I assume that I already have a baseline. I add the new feature, I train
the model and I see if it improves the baseline, right? And then it improves.
But how much? And then I ask myself like is it worth the effort?” (P9)

Data integration process aligns with literature – Our findings regarding the integration step
are perfectly aligned with state-of-the-art literature on data integration, proving that this
step in the data pipeline captures the practices and habits of users in real life.

5.5.4 Feature Selection
Subsequent to the integration step is feature selection. Initially, the augmented dataset un-
dergoes processing, coupled with the application of feature engineering techniques. Fol-
lowing this, diverse techniques of feature selection are applied.

The literature suggests that data professionals struggle with the feature selection pro-
cess, as the data volume is too high [112]. In our study, we observed that while exploring
the dataset, or after the feature engineering step, a few participants (6/19) discussed manu-
ally selecting specific columns relevant for the base table, and thus creating the augmented
table for evaluation - “So for this table, I’d only keep borough and enrollment [columns].”
(P18). Moreover, data professionals often have an iterative process, ensuring that each
feature included contributes positively to the model’s performance and overall accuracy -
“For each table I do that [i.e., cost-benefit analysis] and seeing how much it improves.” (P9).

The approach to automatic feature selection and model training is iterative and data-
driven. Some participants rely on using the ML models to assess feature importance -
“Initially I would just throw a random forest or a boosted tree at it because it comes for free
with feature selection.” (P1), followed by careful analysis and pruning of features. Overall,
the process involves balancing automated feature selection methods, manual analysis, and
continuous testing to achieve an optimal set of features for the ML model.

Feature selection is rarely decoupled from the ML model – Feature selection and ML mod-
elling are rarely treated separately. After thoroughly manipulating and engineering the
dataset, users often rely on the ML model to select the best features.

5.5.5 Dataset Evaluation
The dataset evaluation and model training step are reported a few times alongside pro-
cesses such as hyper-parameter tuning. The participants report an iterative process, start-
ing from a simple model. When the join pipeline implies joining the table one by one, the
participants mention that “If I [i.e., the model] start degrading, I would stop pretty much.”
(P15).
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Figure 5.7: Our study reveals that data processing is an integral part of the workflow instead of a single step in
the pipeline.

The dataset evaluation is an implicit process that happens at the end of the feature dis-
covery pipeline. The goal of the use case scenario, presented to every participant, was to
find relevant features for augmentation such that the accuracy of a tree-based ML model
increases. It is worth mentioning that some participants do not engage in the machine
learning process in their daily workflow, thus this step has been omitted during the inter-
view.

5.5.6 Data Processing
Our observations reveal that data processing is an iterative and integral part of the entire
workflow rather than a one-time step as presented in literature [15, 27]. Data processing
is consistently revisited and initiated at any point in the pipeline throughout the various
stages of the participants’ workflow. Figure 5.7 summarises our findings.

We observed participants engaging in data processing early during the exploration
phase, which aids in a deeper understanding of the datasets. They use data quality met-
rics such as the number of unique or missing values. They also look into the data distri-
bution and apply appropriate data balancing techniques based on the distribution. They
use data cleaning and standardisation approaches, sampling, and pay close attention to
the data types. These techniques and approaches reflect a comprehensive methodology
for processing and analyzing data, emphasising the importance of cleanliness, clarity, and
understanding of the dataset for effective analysis.

Data processing is also present during the integration phase, where it serves the dual
purpose of preparing the data for effective joining (e.g., data cleaning and aggregating)
and tackling any issues that emerge as a result of the integration. Any type of join can
create diverse problems in the data, especially when the joins are not one-to-one. We
categorised the issues encountered by our participants (13/19), which can arise during or
after performing joins in data analysis, into a few key areas.

Data Integrity and Quality Concerns – The participants report that careful con-
sideration is required on how to aggregate or group data to maintain meaning-
ful relationships, as a left join can introduce null values and even duplicate data
when the relation is one-to-many causing data redundancy and potential skewing
of analysis (9/19). This has also been reported in data augmentation research papers
[36, 53, 129]. Moreover, multiple (5/19) participants emphasised the importance of
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always checking the join result, as joining on columns that are not consistent (e.g.,
case sensitivity issues) or not unique identifiers will lead to incorrect joins and miss-
ing values.

“The more features you want to add to your table, the more rows you need to
have. If it’s a very simple [ML] problem with just a few features, I would be
comfortable having fewer rows, but the wider the dataset becomes, I would
argue the more examples [rows] you need.” (P1)

Computational Limitations and Scalability Issues – One participant reports
that in situations where large datasets are processed, using database systems or
chunking methods is a more efficient data processing approach (P6). Join opera-
tions, especially in big data contexts, can be computationally expensive and time-
consuming, impacting resources and potentially incurring costs (3/19).

“I would look through the tables and join each one on the base table. Yes, I
think this is what I would do at first, assuming this data is small enough, and
my computer memory would allow me to do this very data-sciency thing.”
(P6)

Moreover, data processing is linked with the feature selection process. Here, it is part
of feature engineering, where the quality and relevance of features are enhanced and tai-
lored to meet the specific requirements of the analysis. In what follows, we describe the
techniques mentioned by 14 out of 19 participants, ordered by their frequency of occur-
rence during the interviews.

Duplicate Data: Drop vs Aggregate – The most occurring techniques involve
either removing duplicated columns or data or aggregating them meaningfully, de-
pending on their impact on the analysis.

“Definitely getting rid of of duplicates would be either grouping and aggre-
gating somehow, or just dropping the ones that are so often. Also, if I see
the duplicates are like 1% of the data, I’ll just drop them. I don’t go through
the hassle of understanding why there are duplicates.” (P18)

Null Values: Drop vs Impute – The presence of null values requires assessing
their significance in each feature. Next, one can decide to retain or drop features de-
pending on the percentage of nulls and their relevance to the use case. Three out of
four participants consider the removal of features with excessively high null values
(e.g., over 60-70%) unless the absence of data itself carries meaningful information,
while another participant considers imputation methods such as using the median
or mean.

“It’s also not the end of the world to remove a couple of rows in order to get
your data clean.” (P14)
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Drop the ID column Identifying and removing identifier columns (e.g., IDs) before
the final training step of the model is crucial, as the IDs are typically not informative
for the ML model and can lead to issues such as overfitting.

Normalisation and EncodingThe normalization and encoding techniques should
be tailored to the characteristics of the data and the requirements of the specific ma-
chine learningmodels being used - “Ideally I also want to knowwhat values we’re deal-
ing with and what’s the appropriate way to encode the columns.” (P2). Text columns
receive special consideration, as some decide to encode them, while others decide to
remove them - “So most of the string data types [features] I would not consider” (P19).

The process extends beyond feature selection to ensure that the final dataset has a
high quality for the machine learning algorithms. This multifaceted approach to data
processing highlights its significance as a dynamic, adaptive process in a data pipeline.

Data processing is an iterative process and not a single step in the pipeline – Our partici-
pants used data processing (e.g., data manipulation, data engineering) at every step of their
pipeline.

5.6 Inside the Utility Drawers
During the interview, we collected data regarding the characteristics of datasets known to
the participants, as referenced in Section 5.6.1, through a series of structured questions and
think-aloud sessions. Additionally, information was gathered about the tools employed in
their workflow, as detailed in Section 5.6.2.

5.6.1 Dataset Characteristics
Prominent dataset characteristics observed include the type of input commonly managed
by the participants, the dimensions of their datasets, and details regarding the naming
conventions they employ.
– Input Type. Our use case scenario contained 17 CSV files. When asked ”Do you usually
work with CSV files?”, 16 participants responded to the question. We ordered the answers
by their frequency (i.e., the number of participants whomentioned the specific input type).

Databases – The participants usually work with data from databases and export
it using SQL into a CSV format - “Often data is in databases like data lake, data
warehouse.” (P9).

Parquet – Four participants mentioned Parquet files - “It’s quicker to load, but it also
keeps the dtypes, the correct types that you’ve defined before saving it as a parquet file.
So that’s why I really like it and especially when you’re dealing with big files.” (P4).

CSV – The CSV file type was mentioned mostly as a common type to export data
from the databases - “I would have to work with CSV exports from other people’s
databases that I would then load in pandas or something like this, but a lot of the
times we worked directly with databases.” (P1)
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Others – Besides the three input types described, participants alsomentionworking
with JSON files - “we’ve been working a lot with JSON on the current role.” (P6), or
“sometimes we use a Google Sheets.” (P7), and tabular data “in a data lake in Amazon
S3, in AWS World or tables and views and workload in Snowflake.” (P8).

– Dataset Size. The majority of the participants provided information about the size of
the data they typically handle, specifically the number of tables involved. These details
are summarised in Figure 5.8. Briefly, it was found that the most common range for the
number of tables was in the tens, with the highest reported number being 40 tables.
– Naming Conventions. The participants wished to have more context about the data they
were exploring. We noticed that in the absence of dataset context, they attempted to
deduce it based on these premises: file names and column names.
File Names. During the exploration step, we observed that the participants used the file
names to create a context for the table and used their intuition and knowledge to under-
stand the content of the table. One of the approaches was “going for the more meaningful
named files.” (P18). However, in general, the reaction we observed resonated with P10,
who said “the naming of the tables is also not 100% clear, at least not for someone who’s not
very familiar with the context.”.
Column Names. When asked about the column names they usually encounter, the par-
ticipants answered with Yes, No, Sometimes, as illustrated in Figure 5.9.

“There is a review process because if you want the data to be used by others, you
try to put yourself in their shoes.” (P9)

A common practice is to clean the data and use appropriate naming conventions.

“You would immediately clean up the column name so you would have no spaces
in column names; everything would be lowercase, just to make it easy for anyone
else to work with. In a work setting, we’re not thinking about answering one
question, but knowing that we’re gonna have to answer all of these questions
again and again.” (P16)
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Table 5.2: Overview of the tools used by the participants in their workflow during the use case. Category
represents our own organisation of the tools based on their similarities, and Count represents the number of
participants using each tool.

Category Name Count

Programming Language Python 9
SQL 5

Environment

Environments Python Env 5
Conda 2

Package
Management

Requirements.txt 1
Poetry 1

Python Package

Pandas 11
Dusk 1

Numpy 2
Great Expectations 1

Analysis
Frameworks

IDE VS Code 10
PyCharm 2

Notebooks
Jupyter 10

Google Colab 1
Hex 1

File Exploration
File System (Linux, MacOS) 2

Sheets (Excel, Google) 2
Terminal 2

Other Tools

GitHub Copilot 2
ChatGPT 1
Spark 4

Databricks 2
DuckDB 2
BigQuery 1

DBT 1

5.6.2 Tools to Support the Pipeline
During the execution of the entire use case scenario, the participants employed a diverse
array of tools. These tools frequently occur in conversation as participants engage in a
think-aloud process, providing insights into their tool preferences and usage. We docu-
mented these tools and have compiled a comprehensive overview, which can be found in
Table 5.2. This table is a culmination of our observations coupled with discussions held
with 18 of the 19 participants, offering a detailed perspective on the tools used throughout
the interview.

Programming Language – The most popular programming language in our inter-
view was Python (9 participants). Although many participants mentioned that “I’m
most familiar with Python” (P12), some of them (5 participants) “[I] prefer to interact
with data in SQL” (P16). Moreover, the data shows that even though some partic-
ipants prefer Python, they also know SQL and use both of them interchangeably
depending on the situation - “I learnt SQL before I learnt pandas” (P3).
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Environment – Most of the participants who mentioned Python as their preferred
programming language also reported that “For the ease of analysis, I would start by
defining an environment” (P1). The reported environment management systems are
conda and the default python venv. Some of the Python packages installed and used
were pandas, dusk, numpy and Great Expectations Python package for testing.

Analysis Frameworks – Once the environments are defined, the participants anal-
yse the data in an Integrated Development Environment (IDE) such as Visual Stu-
dio Code or PyCharm - “I pretty much never work with notebooks.” (P19). However,
12 out of 19 participants used notebooks “ [...] to do some quick exploration of some
data” (P3) or “[...] proof of concepts” (P5).

“My workflow is first up with Jupyter lab, and then I would switch over
to Visual Studio Code and put a lot of these Jupyter Notebook codes into
Python files.” (P4)

File Exploration – Some participants used the IDEs even to browse the CSV files
and installed specific IDE extensions to help them visualise the CSV files. Besides
the IDEs, the participants used different tools to browse through the files, such as
the file system, sheets (Excel, Google) and even the terminal - “For me, it’s easier [to
use the terminal], but you can also open it with Excel.” (P9).

Other Tools – The participants reported the usage of multiple tools during their
day-to-day workflow such as AI tools (e.g., ChatGPT, GitHub Copilot) - “I use copilot
every day” (P19), databases (e.g. DuckDB), and frameworks to help them analyse
the data (e.g. Spark, BigQuery, DBT, Databricks) - “Normally I will do this [data
processing] into BigQuery.” (P7).

5.7 Daily Challenges & Wishes
In this section, we describe the unique aspects of the data-centric challenges faced by the
participants. We highlight the challenges that arise from handling vast quantities of data
(Section 5.7.1), present the more mainstream problems encountered by data professionals
(Section 5.7.2), and report the optimal set of tools and methodologies that, if implemented,
could streamline the feature discovery process, making it more efficient and effective (Sec-
tion 5.7.3).

5.7.1 Big Data Scenario
“That’s going to be a very long and arduous task, and I might be hating myself
for choosing to do so.” (P3)

We challenged the participants and asked “Would you follow the same workflow if the
dataset had one thousand tables?” with the aim of understanding what the process would
be in a big data scenario. The answers were very diverse.

ExploringDataManually –Although the task would take significantly more time,
six participants would still rely on a manual exploration of the tables, browsing
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through the tables “I would still browse through a few tables and try to figure out if
there’s a common structure to the tables.” (P10), and filtering the tables - “I would
hope that the names of the tables made sense, and if they made sense, I would select
the ones that made the most sense first and try to go with that.” (P4)

Automating the Exploration Process – “1000 tables. I haven’t been in such an
environment before where I had to do that, so I assume doing that by hand wouldn’t
be feasible.” (P12). Therefore, the participants discussed methods of automating the
process, which involved extracting the column names and computing their overlap
and frequency of occurrence.

Other Strategies – Among other strategies for feature discovery in a big data sce-
nario are: relying on the documentation, asking for help from domain experts, rely-
ing on their intuition or simply not solving the problem - “I’m even struggling with
this amount of tables to be honest, because again I don’t know the domain.” (P8).

5.7.2 Daily Data Problems
We aimed to uncover the specific issues that participants regularly face in their daily data
pipeline management. Through our interview, they disclosed a range of problems from
several key areas: data quality, the sheer volume of data, consistency in data formats
and structures, and the availability of data for timely access and analysis. Furthermore,
they highlighted issues stemming from the systems they use, which often involve complex
processes that add layers of difficulty to their daily data-handling tasks.

Data Quality – Six participants reported data quality as being one of their biggest
issues. Data quality issues can be an inherent issue or generated by the source of
the data - “It’s based on real life, so it has inherent messiness” (P4). Other quality
problems involve data imbalance and even the cleaning process by itself.

Data Volume – Four participants report issues associated with a large volume of
data such as synchronisation issues - “Millions and millions of rows that are being
logged.” (P5), and scalability issues - “volume is a big consideration that comes to
mind whenever you’re trying to do any kind of intelligent processing. ” (P17).

Data Consistency and Availability – Three participants report issues with data
consistency, which originate from using different notations or formats (i.e., specif-
ically timestamps) - “Especially as organizations grow, it’s hard to get everybody to
kind of follow the same [formats].” (P18), and with the data availability, an issue
prominent in the data integration step - “you might end up with too few data points
in the end.” (P10).

Systems Issues – Four participants describe the issues produced by systems and
complex processes, such as misconfigurations in deployment and improper testing
leading to a chain of errors - “Everything is breaking in the domino effect.” (P7), and
lack of optimisations, especially at the query level.

Documentation – The lack of documentation and data catalogues which describe
the data types, formats, and relationships among the tables is another issue encoun-
tered in the daily workflow - “ In my experience, very few companies maintain solid
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data catalogue that gives you some sort of description for columns” (P1), “It requires
sort of a culture shift within companies.” (P11).

5.7.3 Ideal Tools & Workflow
“I wish people would put more effort into documenting things.” (P9)

During our follow-up questions, the participants were asked to describe the tools they
envisaged as being most effective in lightening their workload within the context of our
specific use case scenario. Following, we present the tools reported by 17 participants.

Tools for Analysis and Visualisations The participants wish they had a tool to
automate the analysis of the tables such as Spark, and tools which can perform “some
basic aggregations on the data that tells maybe a more complete story than just looking
at the columns” (P3), “make an overview of what kind of columns or features you’re
dealing with, so you get basic statistics like min, max, median, mean, sort of distribu-
tion” (P2), or “something that runs in the background to pre-compute some of these
values, and then would automatically suggest that these [features] can be removed”
(P19). Visualisation tools are also among the tools which help the participants to
better understand the data - “if these [relationships between tables] were somehow
visualised the way that an entity relationship diagram is visualised” (P18).

Documentation A reoccurring topic during the interviews has been the documen-
tation of datasets and columns (10/15). The participants acknowledge the benefit of
having documentation or data catalogues with descriptions about each dataset and
columns - “I think one of the most powerful things you can do is kind of keep data in
context together as much as you can.” (P16). They mention tools such as Amundsen,
Collibra as being good candidates for documenting the datasets, or even simpler
tools such as Google Docs, Wikipedia - “Like [a] Wikipedia [page]: if you have that
for a specific set of datasets, and then you can also explore them fast within a web UI,
that will be great.” (P17).

Database ToolsTheparticipants report that workingwith databases instead of CSV
files would have been easier. They also mention existing tools and applications that
would have been useful in our use case scenario, such as DBeaver, which is “[...] a
nice application where I can connect to the database and run SQL queries.” (P5), DBT
and SQLAlchemy.

Regarding the workflow, participants expressed that a better understanding of the con-
text and domain knowledge could significantly help in task resolution. Additionally, they
emphasised the value of improved collaboration between teams responsible for process-
ing and distributing data, as this would greatly simplify their daily workflow. Lastly, the
introduction of automated tools for data processing was highlighted as a key factor that
could considerably ease their workload, with one participant notably stating “[this] would
make my life a lot easier.” (P4).

When asked if they would rely on an automated tool for feature discovery and data
augmentation, 15 out of 19 participants answered this question, and the answers were
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quite diverse. We had three categorical negative answers and two straightforward posi-
tive answers. The rest of the participants would use and trust an automatic tool if and
only if they would be able to: (𝑖) interfere with the process to verify the results and con-
trol different steps by adding their input, and (𝑖𝑖) have access to insights into the modus
operandi – the tool should generate easy to understand and to verify explanations.

5.8 Discussion
In this section, we discuss our study findings.

5.8.1 Documentation is the Source of Truth
The theme of documentation, or the lack of documentation, has been a recurring and
significant topic throughout our interviews. Participants frequently highlighted their re-
liance on documentation for various tasks, such as exploration and understanding. They
viewed documentation as a foundational source of truth, essential for grasping notations,
definitions, data formats, and relationships between tables.

“ Usually, we’re using the documentation on what the table is about. So it’s easy
not to go to data and see what’s in the column but to read the description.” (P13)

The literature, however, focuses primarily on creating automated frameworks for docu-
menting the code and computational data science notebooks [181, 182], on automating
documentation to improve the reproducibility of experiments [164] without considering
the importance of documenting datasets.

Our study suggests that documentation and data catalogues are crucial in understand-
ing and effectively working with datasets. A data catalogue with detailed descriptions
of tables and a dictionary or index for clarification is highly beneficial, aiding in the in-
terpretation and utilization of data. The value of having clear, detailed documentation is
underscored for both understanding the context of the data and meeting specific require-
ments in data processing and presentation to the final customer (9/19).

“Unless I’m coming into a totally green field data team, there’s always some
existing data sets and some level of documentation around the data.” (P16)

However, our participants acknowledged that lacking comprehensive and up-to-date doc-
umentation of datasets is a common issue in many organizations. This gap often hinders
efficient data management and understanding, leading to data usage and interpretation
challenges.

This reliance on documentation stresses its vital role in any data pipeline. Well-main-
tained documentation can enhance the efficiency and accuracy of data-related tasks, serv-
ing as a guide and reference for the entire data management lifecycle. Steps towards
making documentation more accessible have emerged, such as automatic approaches for
data versioning with explanations [176]. The discussion leads to a broader need for more
robust, accessible, and regularly updated documentation practices, suggesting that enhanc-
ing documentation quality and availability could significantly improve data management
processes across various organizations.
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5.8.2 Differences in Workflow Based on Role
During our interviews, we observed subtle variances in the participants’ workflows. We
are aware that thismight be influenced by our biases regarding the structure of the pipeline,
which we defined prior to the interview (i.e., data exploration, integration, feature selec-
tion, and machine learning modelling). We noticed that those with roles such as data
engineers and analysts allocate a greater portion of their time to achieve a high degree of
understanding of the datasets compared to data science and machine learning engineer-
ing participants. This group (i.e., data engineers and analysts) also exhibited a stronger
proficiency in SQL over Python. On the other hand, data scientists and machine learning
engineers demonstrated a more direct approach to feature discovery. They prioritise es-
tablishing the working environment and setting a benchmark for machine learning model
accuracy early in the process.

5.9 Conclusion
Our qualitative study with 19 data practitioners provides invaluable insights into the real-
world challenges and workflows of feature discovery. With this chapter, we answer our
two research sub-questions, which support our RQ3:

How do data scientists and engineers in the real world perform feature discovery
when asked to train an ML model from tabular data residing in a data lake?

Does the real-life process align with the theoretical one reported in the literature?

Our research indicates that data practitioners (e.g., data scientists, data engineers, data
analysts, and ML engineers) depend on their specialised business and domain expertise,
alongside their intuitive understanding, to tackle the challenges of feature discovery. Ad-
ditionally, while some recourse to automated methods and tools to facilitate this process,
a significant amount of work is still conducted manually. This finding underscores the im-
portance of embedding user experiences and specific needs into developing and enhancing
feature discovery methodologies. Doing so will ensure that these techniques are grounded
in the practical realities faced by users and are tailor-made to enhance their efficacy and
efficiency in navigating the complex landscape of feature discovery.

Furthermore, we found that the pipeline followed by our participants diverges par-
tially from the theoretical pipeline presented in the literature. While the data integration
step aligns closely with existing literature, the other steps are misrepresented or not fully
captured. This discrepancy highlights the need for researchers to develop more intuitive
and effective data management strategies that better address real-world challenges and
workflows faced by data professionals.

In the next chapter, we integrate users directly into the feature discovery pipeline by
developing a human-in-the-loop feature discovery approach. This approach will not only
involve users in the iterative cycles of feature discovery but also seek to leverage their
unique insights and expertise to refine and enhance the process. Following the design and
implementation of this strategy, we will conduct an evaluation to assess its effectiveness
and impact. This evaluation will serve as the basis for addressing our third research ques-
tion, ultimately contributing to a deeper understanding of how human involvement can
optimise feature discovery methodologies.
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6
Feature Discovery: a

Human-in-the-Loop Approach
Data scientists and engineers use automated feature discovery over tabular datasets to add
new features from different datasets and databases and enrich training data. By surveying
data practitioners, we have observed that automated feature discovery approaches do not
allow data scientists to use their domain knowledge during the feature discovery process. In
this chapter, we introduce the first user-driven human-in-the-loop feature discovery method
called HILAutoFeat, which effectively combines automated feature discoverywith user-driven
insights. The code of our tool is open source at https://github.com/delftdata/hci-auto-feat

This chapter is based on the following demonstration paper and open-source resources:

 Andra Ionescu, Zeger Mouw, Efthimia Aivaloglou, Rihan Hai, and Asterios Katsifodimos. “Human-in-the-
Loop Feature Discovery for Tabular Data”. CIKM 2024 [91]

 Source-code [89] and data [84]

https://github.com/delftdata/hci-auto-feat
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6.1 Introduction
The long-standing presumption that the training data for an ML model is a single table
does not hold true. In practice, essential predictive features often reside across multiple
database tables or files, which could be part of an extensive open data repository or a
data lake [70, 144, 146]. Currently, there is significant ongoing research dedicated to de-
veloping methods that automate the discovery and augmentation of tabular features for
ML model training [36, 53, 129, 205]. This process, named feature discovery, builds upon
the exploration and integration steps from dataset discovery [17, 53, 58, 112] and relies on
feature selection strategies to select only the most relevant features for a given ML task.

In data lakes lacking primary-key/foreign-key constraints, employing dataset discov-
ery [56, 106] is an essential first step for feature discovery, which reveals table relation-
ships [36, 93] such as joinability [17, 112] or unionability [56, 146]. However, dataset dis-
covery approaches often produce false positives [106], leading to joins that yield irrelevant
tables filled with unrelated data. The issue is exacerbated when two datasets are joinable
through multiple columns, a scenario where state-of-the-art feature discovery approaches
typically fall short [36, 129].

The automated systems for feature discovery for ML either focus on strategies for im-
proving the correlation metrics [53], maximising relevance while minimising redundancy
[93], or integrating the MLmodel directly into the augmentation process to ensure feature
compatibility [36, 129]. However, our recent user study [90] (Chapter 5) has revealed two
critical issues with fully automated approaches. While data scientists find the automated
feature discovery methods to be very useful for finding relevant features to train their ML
models, they also lose control over which features are included in the training data for
a given model. This issue is two-fold. First, fully automated feature discovery methods
do not leverage the user’s domain expertise, which can be pivotal in discovering impor-
tant predictive features. Second, the fully automated methods can incorporate features
that should not be part of the training data due to government regulations and company
policies (e.g., privacy, bias).
Example: Take as an example a dataset for predicting if an employee is suitable for pro-
motion. In this dataset, the ML model has access to features such as education, years of
experience, technical skills, and soft skills. Augmenting this dataset with personal informa-
tion about the employees, such as age, gender, and nationality, and given the high amount of
male employees the company already has, an algorithm trained with the gender feature can
be biased to generate a favourable decision for male employees. Here, human input is crucial
in determining the correct set of relevant and related features for augmentation.

Therefore, we ask our third research question:
RQ3: Can human expertise and domain knowledge enhance the automatic feature
discovery process?

Departing from the black-box automated approaches, to answer RQ3, we have ex-
tended our automated tool AutoFeat [93] (Chapter 4) to incorporate user feedback and in-
volvement during the feature discovery process. With this human-in-the-loop approach,
named HILAutoFeat, we address the reported issues from our user study (Chapter 5). HI-
LAutoFeat leverages the strengths of automated feature discovery methods while provid-
ing a platform for data scientists to use their domain expertise and business knowledge.
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Figure 6.1: HILAutoFeat pipeline: automatic workflow and user-driven workflow.

HILAutoFeat allows users to control essential steps: users can filter the discovered rela-
tionships and the join paths and adjust the selected features while observing the effects of
these updates over the augmented dataset in real time. To the best of our knowledge, HI-
LAutoFeat is the first user-driven, semi-automated feature discovery tool that dynamically
adjusts to user feedback. Specifically designed for data scientists and analysts across vari-
ous fields, users reported that this tool provides a more efficient augmentation process and
yields effective results through the added benefit of modifying the data (i.e., relationships,
join trees, features) at any given point.

6.2 System Overview
We have developed a user-driven human-in-the-loop feature discovery approach, HILAut-
oFeat, which extends our automated feature discovery system, AutoFeat [93]. The pri-
mary objective of feature discovery is to enhance a base table by adding new features that
significantly increase the predictive accuracy of a target ML model. HILAutoFeat stream-
lines the process of selecting and integrating relevant tables from a dataset collection into
the base table, based on the user’s input, whose domain expertise can potentially change
the outcome of the augmentation process. Additionally, HILAutoFeat employs heuristic-
based feature selection strategies to eliminate redundant or irrelevant features from this
augmented table. By doing so, HILAutoFeat notably enhances the efficiency and accuracy
of subsequent ML operations.

Figure 6.1 illustrates the automated feature discovery process and the user interac-
tions which are available at every stage in the pipeline. Our human-in-the-loop feature
discovery approach provides the following functionalities to the user: (1) refining dataset
relationship (Section 6.2.1), (2)manipulating join trees (Section 6.2.2), and (3) refining fea-
ture sets (Section 6.2.3). We also discuss how HILAutoFeat maintains the high efficiency
of AutoFeat through various scalability enhancements in Section 6.2.4.

6.2.1 Refine Dataset Relationships
In a data lake with hundreds or thousands of tables, the number of relationships between
these tables for a fully connected graph is 𝑛 ∗ (𝑛 − 1)/2, where 𝑛 is the number of vertices.
For a multi-graph, the number can be much higher. HILAutoFeat maps the relationships
between tables using similarity scores generated by a dataset discovery algorithm. Cur-
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rently, we support our schema matching tool suite Valentine [106]. With the automated
feature discovery process, spurious relations are eliminated. However, the remaining re-
lationships are not guaranteed to be relevant to augment the base table. HILAutoFeat
enables the users to adjust the relationships discovered by the automatic process. The
users possess domain knowledge [90] and can immediately recognise which tables are
beneficial for the augmentation.

By default, HILAutoFeat displays a graph with the strongest relationships between
tables. Then, it enables the user to adjust the similarity threshold, visualise all relation-
ships, and refine them (i.e., delete, update, or add an additional one). These functionalities
enhance user control over the process and allow for a more tailored and precise dataset
construction, accommodating specific analytical needs and objectives.

6.2.2 Manipulate Join Trees
After establishing the relationships, the next step in the pipeline is streaming feature se-
lection. In this feature selection approach, the features follow a streaming process: a new
batch of features arrives with every new join. The automatic feature discovery approach
computes two steps in the same streaming feature selection iteration: creates join trees
and selects the features. For HILAutoFeat, we deconstruct this process such that the user
can update the join trees and the subsequent feature sets and actively observe the impact
of each join and feature on the performance of the ML model.

The join trees are an early representation of the augmented table, as each node in
the tree represents a table with the associated join column. We use Breadth First Search
(BFS) traversal to navigate through the graph of table relationships. With BFS, we first
join directly connected datasets and then proceed to join datasets that are farther away.
This order of joining is crucial because it allows us to prioritise the most relevant datasets
in the early stages of the traversal. Through the BFS traversal, we form join paths of
varying lengths by sequentially left-joining the tables. The choice of a left join is strategic,
aiming to preserve the original number of tuples and, more importantly, to maintain the
number and distribution of classes in the target variable. We discuss other traversal and
join strategy options in Section 4.4.

We refine the join trees by pruning any spurious paths. We employ similarity-based
pruning – where the join column with the highest similarity score is selected, and data
quality-based pruning – which involves discarding join paths that surpass a pre-defined
threshold for a non-null value ratio. Each join tree is then ranked by a linear function
derived from two distinct feature selection methods measuring relevance and redundancy.
In Section 4.5, we provide an in-depth analysis of our feature selection methods.

With HILAutoFeat, we open the black box automatic approach and empower users by
giving them control over and insights into the process. Users can actively influence the
augmentation process by adding or removing paths from a join tree, acting as an external
knowledge source for the algorithm. For example, the user applies his domain knowledge
and removes a path (i.e., table) from the join tree, which had the potential to bias the
algorithm. Additionally, HILAutoFeat is enhancedwith an explainability function. At each
algorithm step, HILAutoFeat provides users with a comprehensive understanding of the
process. This transparent approach fosters a deeper understanding and trust, empowering
users to make informed decisions while fine-tuning their data.
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6.2.3 Refining Feature Sets
At the heart of HILAutoFeat lies the balance between relevance and redundancy, which is
crucial to its effectiveness. In the context of ML, relevance is divided into two categories:
strong relevance, where removing a key feature negatively affects the optimal set of fea-
tures, and weak relevance, where less important features impact the output upon removal.
Redundant features, on the other hand, are those that offer no new information and can be
interpreted as a duplication of relevant features. For HILAutoFeat, we apply the Spearman
correlation to assess feature importance, while the MRMR metric is used to identify and
manage redundancy, ensuring the model operates efficiently and effectively [93].

The most granular operations the user can make are at the feature level. They can
view the collection of selected and discarded features associated with a join tree and make
updates by either adding or removing features. At this stage, users can leverage their
domain expertise or business knowledge to prioritise more critical features. By modifying
the feature set, the users not only alter the augmented dataset but also significantly impact
the accuracy of the ML model. Refining the feature set introduces a higher degree of
customization and precision to the feature discovery process. It allows for a dynamic
interplay between automated feature selection and human judgement, ensuring the final
dataset is rich in relevant features and aligned with specific analytical goals and business
objectives.

6.2.4 Scalability
In our approach, we rely on external dataset discovery techniques for the initial computa-
tion of table relationships, a phase that constitutes the most extensive duration within the
process. Nevertheless, it is noteworthy that dataset discovery methods can be efficiently
scaled to accommodate thousands of tables, enhancing both accuracy and computational
speed, as shown in JOSIE [206].

When running HILAutoFeatwith hundreds or thousands of tables, ourmethodology in-
corporates pruning strategies to eliminate irrelevant tables, such as similarity-based prun-
ing and data quality-based pruning. Consequently, the number of tables in a join tree will
not approach the thousand mark, given that most tables will be irrelevant to the base ta-
ble targeted for augmentation. Furthermore, we have implemented a relationship-caching
method, eliminating the need to recompute these connections for future usage.

In addition, our experimental evaluations with the automated approach reveal that
our strategy offers a superior performance speed compared to existing state-of-the-art
automated dataset augmentation and feature discovery techniques (Section 4.7). This effi-
ciency is maintained despite the integration of human interaction within the process, as
user involvement does not affect the computation time for constructing the join trees.

HILAutoFeat uses hyper-parameters to ensure that the curated set of features remains
manageable for the user. Accordingly, a maximum of 𝜅 features is chosen from each table.
In scenarios with large data repositories, HILAutoFeat relies on evaluating the relevance
and redundancy metrics for features, thus ensuring the construction of an optimal feature
set.
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6.3 User-Study Design
The objective of this study is to evaluate whether our human-in-the-loop approach for
feature discovery effectively addresses the concerns raised by participants in previous in-
terviews (Chapter 5), specifically regarding their reliance on and trust in an automated
approach. We aim to gather information on several aspects: the functionality of the tool –
the ease of controlling the steps within the human-in-the-loop pipeline and the usefulness
of the explanations provided, the overall effectiveness of the tool, and the ease of using do-
main/business knowledge. To achieve this, we conducted five follow-up semi-structured
interviews with participants who were involved in our earlier study. In the following sec-
tions, we will describe the participants, the survey structure, the interview process, and
the data processing pipeline.

6.3.1 Participants
For this interview, we invited the participants who had previously indicated that they
would not trust or use an automatic tool for feature discovery and augmentation, as well
as those who stated they would rely on such a tool only if they could maintain control over
the process and have insights into it. We sent a total of seven invitations, and five partici-
pants agreed to attend this second round of interviews. To ensure consistency, we retained
the same participant identifiers as noted in the previous study (Section 5.4). Therefore, the
participants in this study are P3, P4, P11, P14, and P17.

6.3.2 Setup & Scenario
Our aim for the interviews was to gather data on the informed perceptions and experi-
ences of the users rather than their first impressions of the tool. For this reason, before
the interviews, we invited the users to explore the tool functionality. This was done via
a Kaggle Notebook¹, which describes in detail the steps a user would make in using HI-
LAutoFeat. In order to minimise the required time investment for the users and to ensure
the comprehensiveness of our human-in-the-loop approach, we provided this notebook
to our participants as reading material accompanying the invitation to this interview. We
divided the notebook into four sections, according to the pipeline presented in Figure 6.1:
input data, finding relationships – to test our design decisions presented in Section 6.2.1,
computing join trees – a more extensive section which comprises the designs explained in
both Section 6.2.2 and Section 6.2.3, and the evaluation. The Notebook demonstrates the
following scenario.
Scenario: A user aims to augment a dataset by adding features to enhance the accuracy of a
tree-based ML model. The default ML model is LightGBM, which is a part of the AutoGluon
AutoML framework [52]. Users, however, have the flexibility to select their desired model from
the range of models supported by AutoGluon. The user starts with a base table that includes
a target variable for binary classification and promising features for the ML model. Addi-
tionally, the user has access to a data repository containing multiple tables, either relevant or
irrelevant, for augmentation.

¹https://www.kaggle.com/code/zegermouw2/human-in-the-loop-tabular-data-augmentation

https://www.kaggle.com/code/zegermouw2/human-in-the-loop-tabular-data-augmentation
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Table 6.1: Overview of the questions asked during the interview and the corresponding goals. We also present
the follow-up questions regarding suggestions for improvement, the working interface and the trust in the human-
in-the-loop approach.

Goal Question

Functionality Control What step in this stage are you missing? What other
functionality?

Insights Is this information helpful? What else would you like
to see here?

Knowledge Would you use your domain/business knowledge in
this step?

Effectiveness Is this approach easier than manual processing?

Follow-up
Suggestions What other functionalities would you like to see that

we haven’t discussed yet?
Interface Would you prefer a GUI or a notebook for this tool?
Trust Would you use and trust this tool to do your data

augmentation and feature discovery task?

6.3.3 Interview Process
To ensure that all participants were familiar with the tool such that they express their
informed opinion, we preceded each interview with a short presentation of the the steps,
where our participants had the opportunity to ask questions. This was followed by the
actual semi-structured interview. We asked questions about (𝑖) the functionality, such
as the quality of insights and the degree of control, (𝑖𝑖) the effectiveness of the tool,
and (𝑖𝑖𝑖) gathered feedback about the ease of adding their knowledge into the pipeline.
Although we had prepared a set of questions, summarised in Table 6.1, we could deviate
from our questions, allowing for a discussion with the participants about the task we were
presenting. Thus, the participants were encouraged to motivate and explain their answers
so that we could better understand their opinions. We ended the interview with a series
of follow-up questions. We asked the participants to suggest features and functionali-
ties that can improve the tool and workflow. Moreover, we gathered feedback about the
preferred working interface (i.e., python library or user interface), and we inquired about
the trust and willingness to use this tool instead of a fully automated tool or manually
processing the data.

Before the interview, the participants were asked to provide their consent to partici-
pate in the study and record their voice. We conducted all interviews via video conference,
which lasted between 30 and 40 minutes. The first interview was used to inform the study
scope and refine the protocol questions, which remained unchanged for the other inter-
views. The interviews were transcribed using automatic transcription software and then
manually corrected. Finally, the transcripts were anonymised and used for subsequent
processing.

6.3.4 Data Processing
We analysed the data resulting from the interviews using the thematic analysis method-
ological framework. In thematic analysis, determining themes (i.e., patterns) can be both
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theory-driven and data-driven [16]. For the current research, the main themes were
theory-driven, while sub-themes (i.e., referred to below as codes) within thesemain themes
were data-driven, generated from the interview data. This application of a thematic anal-
ysis approach is fitting since we build upon existing knowledge on the user preferences
(Chapter 5), yet openly examine how this takes form with a specific tool to analyse.

First, seven themes were derived. We derived three themes based on the goal of the
study: (1) the enhanced functionality by adding insights and offering control, (2) the ef-
fectiveness of the tool, and (3) using the domain and business knowledge throughout the
pipeline. Next, we derived an additional four themes from each step in the pipeline (Fig-
ure 6.1): (4) input data, (5) find relationships, (6) compute join trees and (7) evaluation.

Secondly, the open coding phase was initially conducted on two interviews to define
several labels within these seven themes. Two researchers labelled together two inter-
views, developing labels based on the data within the determined themes. During this
phase, the interview transcripts were fully read, and the labels were extracted from the
transcripts and linked to themes. Due to the inductive approach, open coding per each
theme resulted in a broad identification of ideas and views. We finalised our set of codes a
posteriori, extracted inductively from the interview data using the qualitative analysis tool
ATLAS.ti². We created codes for computational concerns and suggestions mentioned during
each step in the pipeline and for the follow-up questions regarding trust and working in-
terface. In total, we used 22 codes to label different aspects of each theme. We extracted a
total of 137 quotes, each labelled with one or multiple codes. The quotes that are included
in the description are verbatim.

6.4 Findings
In this section, we present our findings grouped by each step in the pipeline illustrated
in Figure 6.1. We will report participants’ feedback on various aspects of functionality,
including their perceived level of control over the process and the adequacy of insights
provided. Additionally, we will discuss their perspectives on the tool’s effectiveness com-
pared to manual or fully automated processes, as well as the extent to which their domain
and business knowledge contributes to the process.

6.4.1 Input Data
The input data step is relatively straightforward. Once the user specifies the base table,
target column and dataset repository, they can proceed to remove additional tables from
the workflow and inspect the collection of tables that HILAutoFeat will process. Next, we
present our findings.
Functionality & Knowledge. Concerning the depth of the insights, we received nu-
merous suggestions on how participants expected to visualise the tables and the type of
information missing from our current insights. On the other hand, the positive feedback
centred on the ability to remove tables based on their domain knowledge and inspect how
this operation affects the final augmented table.

“If you’ve got a repository of a large number of files and you know specifically

²https://atlasti.com/

https://atlasti.com/
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there are one or two that are not good for your use case, then being able to remove
these ones and look at the repository is useful.” (P3)

Although none of the participants identified any deficiencies in the current method of
controlling the data input step, we received a suggestion for enhancing functionality by
enabling users to work with a view of the table instead.
Effectiveness. Our participants reported that it is easy to load a dataset repository, re-
move tables, and visualise a quick overview, especially compared with the manual process
and especially to the automatic process, which is usually a black box. By having con-
trol over the tables in the dataset repository, rather than working blindly with the entire
dataset, the participants began to trust the process.

6.4.2 Find Relationships
Recall that finding the relationships between tables is computed automatically upon the
specification of the necessary hyper-parameters. Once this process is completed, the user
can control the subsequent processes, such as adding, removing, or updating any relation-
ship. Moreover, the user can visualise these relationships and receive an explanation of
how they were computed (Section 6.2.1).
Functionality & Knowledge. Participants noted that the functionality we introduced,
particularly the ability to update relationships, is very helpful. They appreciated being able
to use their knowledge to remove relationships, finding this feature especially beneficial.

“For some of these tables, assuming that you have some context, try to adjust
some of the relationships.” (P17)

We were praised for limiting the operations to only the three essentials (i.e., add, re-
move, update), thus ensuring that the user is not overwhelmed. The participants did not
identify any deficiencies in how they could control this step. However, we received sev-
eral recommendations for enhancing the functionality related to insights into the process.
These suggestions included improving the visualization of relationships, adding the ability
to edit table names, and enabling the visualization of non-matching tables.
Effectiveness. The human-in-the-loop approach for identifying relationships has been
reported to be much easier than the manual process, as it accelerates the workflow. Addi-
tionally, the interface for visualising relationships is considered an added benefit.

6.4.3 Compute Join Trees
Recall that computing the join trees is entirely automatic. However, the users are pre-
sented with a visual representation of these join trees accompanied by an explanation of
how they have been generated. The users can modify a selected join tree by adding or
removing a node from the tree as explained in Section 6.2.2. Moreover, they can also visu-
alise the set of selected and discarded features, which they can manipulate by adding or
removing any feature (Section 6.2.3).
Functionality. Our participants appreciated the functionality for controlling the process,
such as adding and removing tables (i.e., nodes in the tree) or features, and expressed
overall satisfaction with the workflow. Our participants deemed the insights provided at
this stage of the pipeline the most useful.



6

110 6 Feature Discovery: a Human-in-the-Loop Approach

“I think the analysis that you show is rather complete and provides really useful
information.” (P3)

They reported that seeing the scores for each metric associated with each feature was
particularly helpful, and these scores enhanced their trust in the tool. The explanations
accompanying the visual representations were found to be easy to follow, and the visu-
alization of the entire workflow helped them gain a comprehensive understanding of the
data. Suggestions for improving the insights focused on visualising join trees. Partici-
pants recommended incorporating dynamic and interactive views, sorting features based
on different criteria, and adding options for data preparation methods.
Effectiveness. Participants reported that the entire pipeline is significantly faster than
the manual process, resulting in substantial time savings. They highlighted that the au-
tomated aspects of the pipeline reduce the need for repetitive and labour-intensive tasks,
allowing them to focus on more critical and strategic aspects of their work. Additionally,
the participants appreciated the reduced cognitive load that typically accompanies man-
ual processes. By automating routine tasks, they could allocate their cognitive resources
more effectively towards analysing results and deriving insights.

6.4.4 Evaluation
The human-in-the-loop evaluation of the join trees includes several options: evaluating
the updated tree, the best-performing tree according to the automatic approach, or all
top-k generated trees. Users have the flexibility to choose between these evaluation pos-
sibilities at any stage in the workflow. This flexibility allows users to tailor the evaluation
process to their specific needs and preferences, ensuring that they can focus on the most
relevant aspects of the data. Furthermore, we have enabled the automated materializa-
tion of the join tree, providing users with the capability to download the tree and perform
additional processes independently. Next, we report our findings.
Functionality & Knowledge. Participants reported that evaluating the tree after each
update is very helpful. The ability to materialise the join tree and visualise it was also
beneficial, as it allowed them to use their domain knowledge to verify whether all the
desired features were taken into account. Participants suggested several enhancements
to further improve control over the process. These suggestions included the ability to
customise the machine learning model and support for asynchronous runs. Customising
the ML model would allow users to tailor the analysis to better fit specific requirements or
preferences, while asynchronous runs would enable users to continue other tasks without
waiting for the process to complete. While participants found the insights provided by
the tool to be helpful, they identified a need for better visualization formats for the results
and feature importance.
Effectiveness. All the participants reported that this entire workflow is significantly eas-
ier and more convenient compared to the manual process.

“I cannot imagine you can get something better by manually doing this. Even if
you spend time, but, again, I would probably try the first time to do it both ways,
see how it goes and then just use the tool from there.” (P17)
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6.4.5 Follow-up & Remarks
Next, we report the results from our follow-up questions, including participants’ sugges-
tions, preferred working interface, and trust in the tool. Additionally, we present insights
derived from discussions with participants during the pipeline demonstration, such as
computational concerns.
Suggestions. As part of the follow-up questions regarding additional remarks and sugges-
tions, all participants emphasised the importance of integrating the tool with databases
and providing support for file types beyond those demonstrated. Enabling direct con-
nections to databases could facilitate smoother data import, thus reducing the overhead
of working with dataframes. Additionally, supporting a wider range of file types would
make the tool more accessible and valuable for users working with diverse datasets.
Working Interface. We asked the participants what their ideal prototype for HILAut-
oFeat would be: a Python library in Jupyter Notebook, as demonstrated, or a graphical
user interface. All participants reported that a graphical user interface is not necessary.
They found the tool in its current format to be much easier to understand, provided that
some of the visual insights are improved. This feedback suggests that enhancing the ex-
isting visualizations within the Jupyter Notebook environment would be more beneficial
than developing a separate interface. Participants appreciated the direct integration with
their existing workflows and the flexibility offered by the Python library format.
Trusting the Tool. Participants reported that breaking down the process into distinct
steps helps them use the tool more effectively. Additionally, providing clear explanations
of the process and scoring enhances their trust in the tool. Overall, they indicated that
they would use the tool to verify assumptions and distil information.
Computational Concerns. A few computational concerns were reported, such as the
potential for long training times during the evaluation, which can result in failures and dif-
ficulties in handling large datasets with the chosen dataframe tool. Participants noted that
prolonged training times can hinder productivity, as they may need to wait for extended
periods or experience interruptions due to system failures. Additionally, the difficulty in
managing large volumes of data can lead to performance bottlenecks and limit the tool’s
scalability.

6.5 Conclusion
Our findings suggest that HILAutoFeat offers the users the possibility to distil informa-
tion. Given a large collection of tables, manually performing feature discovery implies
inspecting the tables and selecting the most relevant features for the augmentation. This
manual process takes a tremendous amount of effort and time to complete. Assuming that
the user is unaware of the quality and relevance of the information in the data repository,
HILAutoFeat helps users by automatically filtering out irrelevant tables. Now, the users
have an overview of the relevant tables and features and can choose the most suitable join
tree for their subsequent processes.

Moreover, assuming that the dataset repository is smaller (i.e., as presented to our
participants) and that the user knows the datasets, our findings suggest that HILAutoFeat
and the users can work together. While the users rely on HILAutoFeat to perform auto-
matic time-consuming computations, they can apply domain and business knowledge to
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enhance the feature discovery process and create the best-performing augmented dataset.
These findings support and answer our last research question:

RQ3: Can human expertise and domain knowledge enhance the automatic feature dis-
covery process?

We conclude that incorporating the user’s domain knowledge is instrumental in shap-
ing a significantly more robust and tailored training dataset, thereby enhancing the overall
effectiveness of our feature discovery approach.
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7
Conclusion

This thesis researched methods and approaches for designing and developing high-quality
training datasets for ML models. Distancing from the traditional model-centric paradigm
that prioritises model development, we adopted a data-centric paradigm focused on en-
gineering high-quality datasets. Throughout this thesis, we have researched the effect of
integrating dataset discovery approaches in data marketplace platforms to facilitate high-
quality data acquisition and designed and developed two feature discovery approaches:
automated and human-in-the-loop.

This concluding chapter summarises our main findings. We discuss the limitations
encountered during our research, critically reflecting on the areas where our work could
be improved or expanded, present potential future work directions, and express our final
remarks.

7.1 Summary
In this section, we present a summary for each part of the thesis, highlighting the results
and contributions of our work and revisiting the research questions that guided our study.

7.1.1 Tabular Data Acquisition with Data Marketplaces
In Part I of this thesis, we explored the evolving landscape of data marketplace platforms
in data-centric AI, emphasising their role in facilitating the acquisition of high-quality
datasets for ML applications. We followed the examples from data lakes, where finding
related datasets is facilitated through metadata management and dataset discovery ap-
proaches [70, 146]. As such, in the first part of the thesis, we asked:

RQ1: How can dataset discovery approaches enable and facilitate data acquisition in
data marketplace platforms?

To address RQ1, in Chapter 2, we explored data marketplace platforms and the data
acquisition process within these platforms. Our research revealed that while considerable
focus is on developing pricing algorithms for data assets, less attention is given to discover-
ing relevant and related assets. This gap highlighted the opportunity for further research
into dataset discovery approaches within data marketplace platforms.
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To better understand the needs and challenges faced by users of data marketplace plat-
forms, we conducted a survey involving 122 participants representing both data providers
and consumers. The survey aimed to uncover the specific requirements and difficulties en-
countered by these users. Our findings indicated significant market interest and demand
for a comprehensive portfolio of services supporting users in publishing and purchasing
assets. For data providers, the main concerns involved asset pricing and the development
of contracts, which represented significant barriers to entering the marketplace. On the
other hand, data consumers were primarily concerned with the ease of discovering and
acquiring assets and the quality of the data they obtained.

Guided by the concerns and needs identified through our survey, we developed an
open-source data market platform. As such, in Chapter 3, we introduced the Topio plat-
form, designed to enhance the exploration and discovery of data assets for both providers
and consumers. This platform incorporated and enhanced existing methodologies for data
profiling, dataset search and discovery, and data recommendations, making these capabil-
ities available through open-source libraries.

Our preliminary usability evaluation uncovered challenges, particularly regarding the
pricing of assets. We opted not to provide a pricing solution, leaving this decision to the
providers, which was a struggle for them. However, the evaluation also highlighted the
ease with which data consumers could purchase assets. Furthermore, our demonstrations
to a diverse audience showcased the capability of the platform to allow users to discover
relevant datasets effortlessly. Users could engage with the platform in various ways, from
casual browsing to deep analysis within a notebook environment, thus facilitating effec-
tive data acquisition. By integrating dataset discovery approaches, the Topio platform not
only aided users in finding the data they needed more efficiently but also encouraged the
exploration of new datasets that might not have been initially considered.

7.1.2 Automated Feature Discovery
In Part II of this thesis, we addressed the challenge of automatically discovering relevant
features for augmentation within a vast data repository. The process of feature discov-
ery has traditionally been addressed through distinct components: identifying related
datasets using dataset discovery approaches, using data integration methods to join or
union these datasets, and subsequently applying feature selection techniques to choose
the most relevant features (e.g., columns) for an ML model [36, 93]. Consequently, these
crucial data preparation steps have been excluded from the AutoML pipeline, which aims
to automate ML applications for real-world problems. Existing approaches to automate
dataset augmentation or feature discovery have offered limited support for users and have
predominantly relied on the capabilities of the ML model alone [36, 129]. Given these con-
siderations, the research question we asked in the second part of this thesis is:

RQ2: How can we enhance the automation of the feature discovery process to create
high-quality datasets for machine learning applications?

To this end, in Chapter 4, we introduced a novel approach to feature discovery, named
AutoFeat. This approach distinguished itself by exploring transitive join paths, going be-
yond the single-hop paths (e.g., star schemata) typically supported by ARDA [36]. Further-
more, AutoFeat employed heuristics to assess feature relevance and generated a ranked
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list of features, which was a more efficient method compared to the approaches that ex-
ecuted the ML model after every feature augmentation [36, 129]. Moreover, AutoFeat
enhanced flexibility in joining datasets by supporting multiple join columns for each pair
of tables, transforming the joinability into a multigraph structure, in contrast to the single
join possibility supported by existing methods [36, 129].

Our evaluation of AutoFeat against the existing works [36, 119] and the simple, yet ex-
haustive, approaches involving joining all tables and then applying feature selection algo-
rithms demonstrated that AutoFeat achieves similar effectiveness in identifying relevant
features for ML models. These results were accomplished in a fraction of the time com-
pared to our baselines, highlighting the efficacy of our pruning strategies and heuristic-
based ranking function. Finally, the datasets augmented by AutoFeat showed enhanced
quality for ML applications, proving the substantial benefits of our innovative approach
to automated feature discovery.

7.1.3 Human-in-the-Loop Feature Discovery
In Part III of this thesis, we shifted our focus towards the user experience in automated
feature discovery systems. While automation alleviated the burden of manual tasks, it
often created a gap between the functionality of the system and the actual needs and
preferences of end-users. This disconnect could be attributed to the inability to consider
the specific expertise of users, which could otherwise make the process more tailored and
effective. The challenge, therefore, lay in integrating user-centric design principles into
the automated feature discovery process to ensure its efficiency while aligning closely
with user requirements and enhancing user engagement. Hence, we asked:

RQ3: Can human expertise and domain knowledge enhance the automatic feature
discovery process?

To answer our final research question, RQ3, in Chapter 5, we conducted 19 semi-
structured, think-aloud use-case studies involving data specialists (e.g., data scientists,
data engineers and ML engineers). They were tasked with augmenting a base table with
additional features to train an ML model. Participants worked on their machines using
their preferred set of tools, allowing us to observe their real-life methods for data augmen-
tation and feature discovery without introducing bias by suggesting tools or techniques.

The findings revealed that participants predominantly employed a hybrid approach
to feature discovery. During the initial data exploration phase, they manually browsed
through tables, constructing mind-maps to note important features, connections between
tables, and potential join keys. The data exploration step seamlessly transitioned into the
integration step, where participants began to employ automated methods to determine
join keys and assess correlations between columns. Further automation was observed
in the data preparation processes, which they revisited throughout the entire pipeline.
However, the feature selection phase remained hybrid; participantsmanually reviewed the
integrated tables to verify the join results while mapping out the most relevant features.
This manual verification was complemented by training the ML model to compare the
feature importance scores.

A significant takeaway from the studywas the participants’ preference formaintaining
control over the process. Despite recognising the benefits of automation, they expressed
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a reluctance to rely entirely on fully automated tools. They valued the ability to directly
interact with the data, which allowed them to gain insights and ensure the integrity of the
process. This preference highlighted the need for developing advanced tools that balance
automation with user control, ensuring that data specialists could leverage the strengths
of both approaches to optimise their workflows.

In response to the insights gained from our user study, in Chapter 6, we developed
HILAutoFeat, a human-in-the-loop approach for feature discovery. This system enhanced
the automated methods previously discussed in Part II by incorporating user control at
every step of the process. This allowed users to add their expertise and knowledge to the
workflow. We integrated features such as explanations and visualisations, giving users
deeper insights into the automated processes. To evaluate HILAutoFeat, we surveyed a
sub-group of participants from the previous study. Although we had prepared a set of
questions, we could deviate from our questions, allowing for a discussion with the par-
ticipants about the task we were presenting. Thus, the participants were encouraged to
motivate and explain their answers so that we could better understand their opinions.

The findings from this survey indicated that the human-in-the-loop feature discov-
ery approach not only enhanced the users’ confidence in their results through increased
control but also alleviated the burden of manual exploration through insightful automa-
tion. Participants appreciated being able to “see inside” the black-box automated processes,
which helped them trust the results. In conclusion, the human-in-the-loop methodology
proved essential in developing high-quality training datasets, as it balanced the efficiency
of automation with the effectiveness of human expertise.

7.2 Limitations
We acknowledge multiple limitations that affected this thesis. First, our research was
based on interviews conducted with a relatively small number of professionals. Even
though we had included professionals with varying levels of experience and occupying
different roles, their workflow might not have been representative of that of the general
population.

Second, regarding the internal validity of our studies, a threat is that the answers partic-
ipants gave to the open-ended questions might not have represented their actual opinions
and workflows due to of biases and memory limitations. Maybe socially desirable answers
were given since the researchers involved in developing the tool interviewed the partici-
pants, thus making the participants reluctant to express negative opinions. Even though
we offered training and explanations before the interviews, the expressed opinions might
have differed if the participants were more familiar with the tool or had experienced us-
ing it in real-life scenarios. We partially circumvented this bias by including in the study
design the use case scenario and direct observation of participant actions on their regu-
lar machines. Still, participant actions may have been affected by observer expectancy
biases. Moreover, the use case setup may have affected the observed workflows. For this
reason, the use case was selected to represent a real-world scenario, and follow-up ques-
tions were included in the interview protocol to capture participant reflections on more
complex scenarios.

Third, concerning data processing, in the case of a thematic analysis, decisions on
the approach are guided and limited by the underlying aim of the study [19]. The dif-
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ferent workflows and opinions of the participants were integrated yet described exten-
sively, giving context and providing quotes to illustrate and substantiate our interpreta-
tion. Nonetheless, this study has yielded multiple undocumented insights into how data
practitioners operate in the real world. Those insights can impact how database research
is shaped in the future.

Furthermore, the datasets used for our evaluations, though sourced from previous stud-
ies or well-known and widely used open-source platforms (e.g., OpenML), may not have
mirrored the complexities and nuances of real-world data. This aspect of our research
design could impact the applicability of our findings to a broader context. Moreover, our
experimental approach involved using modified datasets specifically to highlight the lim-
itations of other methods, which might not provide a complete picture of how these ap-
proaches would perform under typical real-world conditions.

7.3 Future Directions
Following, we present directions for future work based on our research findings.

7.3.1 Data Marketplace Platforms
Fair Markets. Future research and development in data marketplace platforms should
prioritise addressing the concerns of data providers, particularly regarding the pricing
of data assets. Existing research offers various pricing mechanisms designed to support
data providers and consumers [57, 133, 156], which could be further refined or adapted to
the evolving market dynamics. Moreover, methods developed to prevent arbitrage should
continue to be enhanced to maintain fair trading conditions [25]. More research in this
direction is needed to create a fair market for data.
Data Protection. The rise of generative AI poses new challenges, mainly the ease of gen-
erating datasets that might compromise the quality of data available in the marketplaces.
These artificially generated datasets could mislead data consumers into purchasing inac-
curate and non-representative data. Therefore, extensive research is required to develop
robustmechanisms verifying data quality and authenticity inmarketplaces. Protecting the
integrity of data assets is another crucial concern, and techniques such as watermarking
offer potential solutions [3].
Transparent Data Sources. Finally, ethical considerations and potential biases in data
selling must be carefully managed. It is essential to ensure that the origins of data assets
are transparent and ethically sound. Issues such as data being sourced without the owners’
consent, as seenwith data generated by users of web browsers often gatheredwithout their
explicit knowledge, must be addressed. Implementing stricter regulatory compliance and
ethical standards for data acquisition and sales could help safeguard the interests of all
stakeholders involved in the data marketplace. The General Data Protection Regulation
(GDPR) is an example of regulating and protecting the data. However, its implementation
is localised [61].
Privacy-Preserving Data Acquisition. Data acquisition continues to be a complex area
of research, mainly due to privacy concerns, which rank among the primary worries for
users of data market platforms [108, 192]. Data providers often hesitate to share detailed
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information about their assets beyond basic metadata, including data samples. This reluc-
tance stems from a desire to protect proprietary information and maintain privacy. How-
ever, without the ability to review the data, data consumers may be reluctant to make
purchases. The risk perceived in buying unseen data is significant, as it could lead to
expenses that do not meet their specific data needs or expectations. Privacy-preserving
methods have already been proposed in the literature [80, 108], and future work should
focus on integrating these methods into discovery and acquisition approaches.
Enhanced User Experience. From our demonstrations, we could derive that future data
market platforms should incorporate more flexible query capabilities. Supportingmultiple
query types, such as allowing users to upload a table and then automatically suggesting
other related and relevant tables for acquisition and augmentation, could significantly
enhance user experience and platform utility.

7.3.2 Feature Discovery
Deployment in Marketplaces. Building on our previous research on data marketplace
platforms, the automatic feature discovery approach presents a promising path for enhanc-
ing data acquisition in these marketplaces. By combining this approach with an improved
query mechanism, data consumers could benefit significantly, as it allows them to pur-
chase specific features from a dataset rather than acquiring the entire dataset.
Deployment in Production. Deploying this method in an industry setting would also
provide substantial benefits for future research. Such real-world applications would al-
low us to critically evaluate our design decisions within a practical context and observe
the scalability challenges firsthand. Future work on automated feature discovery meth-
ods should consider the vast volume of evolving heterogeneous data, ensuring that the
solutions developed are robust enough to handle real-world complexities.
Integration with AutoML. Integrating feature discovery into the AutoML pipeline rep-
resents a natural progression for this automatic approach, offering users a comprehensive
end-to-end solution for ML tasks within data repositories. While specific steps from the
data preparation pipeline have already been automated with the intention of integration
into the AutoML pipeline, further research is needed to fully unify all steps into a cohesive
automated system [63, 99, 171]. Data quality is a critical factor in the successful adoption
of automated feature discovery in AutoML pipelines. Future initiatives should focus on
understanding the impact of data quality on data augmentation processes and developing
methods to automatically enhance this quality.

Finally, future work could leverage automatic feature discovery to mitigate bias within
datasets actively. This could be further enhanced by incorporating user input into the pro-
cess, allowing for a more tailored approach. We explored a human-in-the-loop approach
in Part III of this thesis, aiming to refine the process of automatic feature discovery.

7.3.3 User-Centric AI
Large Scale User Studies. Future work should include an in-depth analysis of data spe-
cialists’ workflows. To achieve this, conducting large-scale user studies is essential. These
studies will provide valuable insights into the processes and tools used by data specialists,
enabling us to better understand their needs and the challenges they face. Such research
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will also help identify areas where additional support and research could streamline their
workflows and improve overall efficiency.
Industry Collaboration. Further analysis and deployment within an industry setting
would greatly benefit the human-in-the-loop feature discovery approach. By observing
how users interact with the tool in real-world scenarios, we can better understand its
limitations and the enhancements required to facilitate broader adoption. Exploring these
areas will enhance the utility of the tool we designed and developed, ensure its robustness
and user-friendliness, and encourage wider acceptance and use within the professional
community.

7.4 Final Remarks
This thesis has advanced the research and development within the data management com-
munity guided by the principles and objectives of data-centric AI. However, our findings
and contributions extend beyond data-centric approaches and pave the way for creating
a synergy between data-centric, model-centric, and user-centric AI. By exploring the in-
tersections of these paradigms, future research can balance the strengths of these areas,
producing more robust, effective and intuitive AI solutions.
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