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Preface

The International Symposium on Ice is sponsored by the International Association of Hydraulic
Engineering and Research (IAHR). It has been a regular biennial forum since 1970 for scientists,
engineers and researchers to exchange information on the many cross-disciplinary topics of ice
engineering.

This is the 19" IAHR International Symposium on Ice and the general theme this year was
“Using New Technology to understand Water-Ice Interaction”. The new technology falls into
three basic groups, which are: Measurements and Instrumentation, Remote Sensing, and
Numerical Simulation. A large portion of the papers used some aspect of these three
investigative strategies to solve problems and to give us a better understanding of water-ice
interaction.

Special sessions were held on Oil Spills in Ice, Ice on Compliant Structures, Remote Sensing,
Numerical Simulation and the Ice Crushing Process. A unique special session of 9 papers on ice
process considerations for the remediation options to address PCB contamination in the river bed
sediments of the Grasse River was also held. Climate change and environmental considerations
were considered in papers throughout the sessions. Other topic areas were Freeze-up Processes in
Rivers and Oceans, River Ice break-up and Ice Jam Formation, Ice Measurement Technologies,
Ice Effects on Hydropower Generation, the Effect on the Ice Regime due to Dam
Decommissioning, Sea Ice Ridging, Ice Properties, Testing and Physical Modelling, Ice — Shore
and/or Structure Interaction, Icebergs, Ice and Navigation, and Ice Mechanics.

On behalf of the organizing committee | wish to thank the many people who traveled long
distances and at considerable expense to contribute technically, as well as socially, to this event.
I know that this event has been an experience that we will all treasure, and that the knowledge
exchanged and friendships formed and solidified will help us solve ice problems in the future.

I would like to acknowledge the University of Alberta, the Canadian Hydraulics Centre and
Alberta Environment for providing the backbone of support and experience to organize and run
the symposium. The sponsors were also of great help to keep registration costs down and we are
all indebted to them. Finally I would like to thank BC Hydro for providing staff and resources to
organize this event; without this the Symposium would not have been possible.

Best Wishes

Martin Jasek, M.Sc., P.Eng.,

Chair of the Local Organizing Committee

19" IAHR International Symposium on Ice

Senior Engineer, British Columbia Hydro and Power Authority (BC Hydro)

July 2008
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19™ IAHR International Symposium on Ice
“Using New Technology to Understand Water-Ice Interaction”
Vancouver, British Columbia, Canada, July 6 to 11, 2008

Why Does Ice Fail the Way it Does?

Garry W. Timco
Canadian Hydraulics Centre
National Research Council of Canada
Ottawa, Ont., KI1A OR6 Canada

Abstract

Floating ice has been observed to fail in a variety of ways. Observations of ice show that it can
deform in a plastic-like manner, break into small pieces, contain large cracks, and pile-up in
large features that can contain a wide range of ice block sizes. In some cases, ice does not fail at
all and it exists as large level ice floes. This raises the question: “Why does ice fail the way it
does?”. This paper explores the various failure modes of ice. The observations are related back to
the mechanical properties of the ice and it shows that the unusual mechanical, rheological and
fracture properties of ice can explain the observed failure behaviours.
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Introduction

When the Organizing Committee invited me to present a keynote lecture at this 19" TAHR
Symposium on Ice, I thought about many topics that I could address. However, one particularly
leapt to mind. It is something that is important for both sea ice mechanics and river ice
behaviour. That is, how and why does ice fail the way it does? This paper will explore this issue.
I will do that by taking you on an overview of the ice in the Beaufort Sea. Although I am using
this as an illustrative example, many of the aspects are paralleled for river ice. Let’s begin our
journey.

Nearshore Fast Ice

If you hop into a helicopter and head out over the Beaufort Sea in November, the first thing you
see is long stretches of usually wind-swept level ice. Figure 1 is a good example of this. This
level ice can extend for several kilometres. It is usually very flat and quite boring. This can be a
good thing if you are trying to traverse over ice but not too instructive in terms of ice failure. Or
is it? Why is this ice so flat? Let’s come back to this question later.

- o VS -

Figure 1. Photograph showing the level wind-swept fast ice close to the shore.
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Pockets of Thin Ice
If we fly further offshore, we start to see a lot of features that look like the one in Figure 2. You
can see from the colour gradation that something is different here.

Figure 2. Photograph showing an area where there are different ice types with quite different ice
thickness.

If you look closely at the bottom part of the photo, you will see a large crack that has separated
the ice. The ice at this time of the year is about 0.3 to 0.4 m thick and yet it appears to crack quite
easily. Why is this so? The fracture of the ice can be related back to the very low fracture
toughness of ice. Several investigators have looked into this, including Urabe et al. (1980), Urabe
and Yoshitake (1981a, 1981b), Timco and Frederking (1983), Shen and Lin (1986), Urabe and
Inoue (1986), Tuhkuri (1987), DeFranco et al. (1991), DeFranco and Dempsey (1994) and Stehn
(1994). The fracture toughness depends on the loading rate and the ice type, with less variation
due to temperature and grain size. Typical values of the “opening mode” (i.e. mode-1) fracture
toughness (K.) for small samples were measured in the range of 115 kPa-m®>. Dempsey (1989)
has found that a proper experimental arrangement is essential to ensure that the value measured
represents the true fracture toughness of ice. Many of these earlier studies did not do this, and so
their reported K. values are not material properties for ice. Kennedy et al. (1994) and Dempsey
et al. (1999) report on large-scale field programs to measure the fracture toughness of sea ice.
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Dempsey and his colleagues have shown that for thick first-year sea ice, the size independent
fracture toughness is on the order of 250 kPa-m®>. But what does this have to do with the large
fractures that we see in Figure 2? Well, Dempsey has taken this a step further and has provided
estimates for the large-scale tensile strength for sea ice. For the large fracture lengths shown in
Figure 2, the tensile strength would have been roughly 0.02 MPa.

Let’s look again at Figure 2. In this case, there is a fracture in the ice. The ice at the bottom of
the photograph is landfast and typically does not move. What caused the fracture to occur? If
there was an offshore wind blowing across the level landfast ice shown in Figure 1, it would
induce a stress in the ice cover. We can estimate the shear stress (z;) from the wind using

r,=c, p,v,” where ¢, is the air drag coefficient, p, is the density of air and v, is the wind

speed. If this wind blows across an ice sheet with a length “L” (i.e., from the shore to the edge of
the ice), the tensile stress per unit width in the ice (o;) will be o; = 7, L / h where & is the ice
thickness. This equation shows that the maximum stress in the ice cover will be at the shore line
because the wind is “pulling” the whole sheet away from the shore. But the ice doesn’t break
there — it breaks somewhere further out in the fast ice. Why is this so? I believe that there are
several reasons. First, the shore ice is partly anchored by the local coastal topography. Second,
there is usually a thickness gradient in the ice, with thicker ice being closer to shore. There are no
hard evidence measurements on this for this time of the year but we will make this assumption. It
1S a reasonable one — the water close to shore is less saline, so it doesn’t have the same low
freezing point as ice further offshore in more saline water. And third, the currents are relatively
slow in this region and ice thickens quickly. With these assumptions, let’s look at how things tie
together. We can determine the ice thickness that would fracture by re-arranging the above
equations as follows:

[1] h=c, p, v, (L-x)/o0,

where x is the distance offshore of the point where the fracture occurs. Let’s assume that the drag
coefficient is 0.0028 which is the drag coefficient used by ice-ocean modellers to forecast ice
drift along the Canadian east coast (Prinsenberg and Peterson, 2002). If we use p, = 1.3 kg-m™, a
high storm wind speed of 15 m-s”', and a large-scale tensile strength of 0.02 MPa, and if we
assume that the ice sheet extends a distance of 15 km and the fracture distance (x) occurred about
7 km offshore, the estimated ice thickness in this case (using Equation 1) is about 0.3 m! This
calculated thickness value is very close to the thickness of the ice at this time of year.

Let’s look at Figure 2 once again. We see that there are different colours of ice so we know that
there is a wide variation in the ice thickness in this region. This is very important to the ice
failure process. If the wind shifts and blows onshore (or in any direction other than the one which
caused the ice to open), this region is a potential weak link. A sufficiently large compressive
stress will close it and cause the ice there to fail. This failure could take place with a variety of
failure modes.

Let’s look at how this might happen.
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Plate Rafting and Finger Rafting

If we continue our flight further offshore, we get into a completely different type of ice regime.
Here, there are large floes moving around and bumping into each other. If the floes are still
relatively thin (say, less than 0.5 m) the ice can raft. Typically there are two types of rafting. In
one case, which we can call Plate Rafting, one ice sheet slides up over another one and as the
ice floes converge, the ice sheets continue to slide over or under each other. From the air, and
even if you’re standing on the ice, this looks like level ice. But this can be very deceiving. Often
ice that appears level may actually be rafted and this can significantly increase its thickness. The
cold “top” will come in contact with the warmer bottom ice and if there is sufficient thermal
reserve (as there is with growing cold ice), it doesn’t take long for the ice pieces to freeze
together. You can tell if there is rafting by taking a core and doing some thin sections or by
estimating the expected ice thickness using an ice-growth equation to see how well they agree.
From the air, it’s not possible to identity this type of rafting. However we know that it will not
occur after the ice is shore fast — it needs movement for this to happen.

The second type of rafting is called Finger Rafting. This is an interesting mode of failure.
Figure 3 and Figure 4 show two examples. Figure 3 shows a recent finger rafting event since this
ice was just outside the edge of the fast ice when the photograph was taken. On the other hand,
the finger rafting shown in Figure 4 occurred a considerable time before the photograph was
taken so we are seeing a remnant of this process. This rafting feature was well inside the fast ice
at the time the photograph was taken so we know it did not occur recently.

Figure 3. Photograph showing recent large-scale finger rafting in the Beaufort Sea in November.
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Figure 4. Photograph showing another example of large-scale finger rafting in the Beaufort Sea.
This photograph shows the remnants of the rafting process because this ice is well
within the shore fast ice region.

During finger rafting, the ice fails by “intertwining” itself with another ice sheet. The reason for
the term “finger rafting” is quite obvious because ice appears like interlocked fingers. Once this
rafting process starts, the energy in the ice sheets will be dissipated by crushing along the
boundaries between the “fingers” and by the friction of one sheet sliding over another. The
process can produce large fingers sometimes hundreds of meters long.

Rafting is an interesting phenomena but poorly understood. It is easy to see when it occurs in
thin ice (say up to 0.5 m) but it may also occur in thicker ice. There is some anecdotal evidence
to this effect but no hard evidence to support this. It can be very important for many situations
both for sea ice and also river ice. For the latter, finger rafting generally does not occur because
the ice is too brittle and does not “bend” as easily as thin sea ice. Tuhkuri et al. (1999) have
done interesting tests to investigate this in the lab and in the field.
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Out to the Edge
Let’s keep on going and fly to the edge of the competent ice. On our way, we will see many
examples of finger rafting and numerous patches of thin ice and very rough ice. But let’s go to
the ice edge now.

When we get there, we will see some open water and ice that is highly deformed and consists of
what appear to be large flat ice floes with very rough edges (see Figure 5). In some cases, there
will be a number of large isolated floes just off the edge of the ice boundary (see Figure 6). In
some cases, we have to look closely to see if this is the edge of the fast ice, or whether this ice is
actually pack ice. You can see the difference if you look closely — pack ice often shows regions
of water or thin grey ice between the floes. In any event, this is a place to be very cautious if you
plan to land the helicopter. A change in wind direction can send floes moving off to the north.

Figure 5. Photograph showing the edge of the pack ice region in the Beaufort Sea in April. The
polar ice was pushed away from this ice edge by an offshore wind.
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Figure 6. Photograph showing a large number of individual ice floes at the edge of the landfast
ice edge. With a northerly wind, these floes can be pushed together to form a complex
ice feature.

Ridging

Figure 5 is a powerful photograph — look at how rough some of the ice is. There are countless
regions of rough ice. How did this happen? In this case, if there is an onshore wind, the wind
pushes the ice floes together. We can get rafting and finger rafting as we discussed. We can also
get ridging as the floes move together. If the floes come together with their broad sides hitting
each other, a Compression Ridge will often form. These are often snake-like features (see
Figure 7) or can be straight (Figure 8 — see also Barker et al, 2008a) that can go on for long
distances (often kilometres). They are a more-or-less linear jumbled mess of ice blocks of
various sizes. We will discuss the reason for the differences in size in the next section. If the
floes slide past each other, a Shear Ridge will form. These ridges are also conglomerates of
broken ice that are fairly localized in width (as opposed to rafting which can extend for large
distances). Shear ridges are usually more linear (i.e., not as snake-like as a compression ridge)
and they have very steep walls. We didn’t see any during this trip over the ice. Shear ridges are
not as common as compression ridges. Timco and Burden (1997) summarized the properties of
sea ice ridges. In general, the ridges have a sail height to keel ratio that is just over four (so there
is a lot more ice below the ice surface than we see above it). Several investigators have discussed
the forces associated with ridge building (e.g., Sayed and Frederking, 1984, 1986; Hopkins,
1998) but we won’t go into this here.

Ridges are an important feature in the Arctic. They affect shipping and over-ice transit and they
are a factor in the design loads for offshore platforms. The list of references for ridges is far too
extensive to treat here. Several years ago, Ken Croasdale, Brian Wright and I wrote a report on
ridges and it has a lot of useful information (Timco et al., 2000). It is interesting to note that
newly-formed ridges are a loose agglomeration of ice pieces. With time, they begin to freeze
together and become more formidable ice objects. Multi-year ridges can occur too (although we
didn’t see here), that can be extremely thick (up to about 20 m) and very strong.
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Figure 7. Photograph showing a compression ridge. Note that the ice is piled up in a quasi-linear
fashion and it also meanders in a snake-like fashion. The ice is piled below the ice
surface to a depth of over four times the height of the ice above the ice surface.

Figure 8. Photograph showing a section of a compression ridge.
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Grounded Ice Features

Let’s get closer to the ice surface and look at the types of failure and deformation that there is in
the ice. It is striking. There are regions of very large ice features. Figure 9 shows an example.
These broken ice piles have grounded on the sea bottom and stabilized there. In many cases in
the Beaufort Sea, these Grounded Ice Features occur on the relic berm of past drilling sites (see
Barker et al. 2008b). Let’s take a closer look at them.

Grounded ice features are very distinctive. And they are very rough. They influence much of the
failure processes in the Beaufort Sea. For example, Figure 10 shows two radial cracks
propagating through an ice sheet that is interacting with a thick grounded ice floe. The cracks
are long — they can run for several kilometres. It is interesting to observe these cracks. When I
cross the ice, I always try to find the path of least resistance and look for low spots to traverse.
Cracks don’t seem to care about that. They generally run right through ice ridges and floating
rubble fields with no apparent care for the roughness of the ice. Sometimes the ice fracture will
bifurcate. There is no obvious reason why they do so. These large scale fractures can be
important if they release the confinement of the ice sheet and allow it to move freely. If the ice is
under large compression, they do little to relieve the stress.

7

Figure 9. Photograph showing a grounded rubble field. If you look closely, you will see the
author (in red) and colleague Brian Wright traversing this feature.
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Figure 10. Photograph showing two large radial fractures in the ice sheet as it pushes against a
large grounded ice floe.

Now let’s drop down to the ice and see what it looks like. Figure 11 and Figure 12 show some
good examples. There are some striking things to note. First, the ice is very rough. You can get
an idea of this from Figure 12, which shows a wildlife monitor in the middle of a rubble field.
Second, is the haphazard arrangement of the ice blocks. There often does not appear to be any
systematic account to explain how the ice blocks got that way. But it is clear that the ice was
under considerable compression for the ice blocks to be pushed up this way. Third, the ice blocks
have a large variation in sizes. Many of them are relatively small. As we saw in Figure 10, large-
scale fracture can occur but in this case there is more to it. There has been a considerable amount
of fracturing taking place. Why is this so?

Let’s take a look at the process that might occur to make this formation. It is clear that there is
considerable out-of-plane movement of the ice during this compression event. The ice blocks in
the vicinity of the wildlife monitor in Figure 12 appear to be about 0.8 m or so in thickness. The
lengths of the ice blocks are longer than this, about 3 to 4 meters in length and about the same
dimensions in width. Why should this be so?

Let’s look at an ice sheet that is pushed over top of an existing rubble pile. When that happens,
the ice loses its buoyant support because it is no longer in the water (see Figure 13). In that case,
we can treat it as if it were a beam that is uniformly loaded (by its own weight). Let’s calculate
the stress in this beam and compare it to the flexural strength of the ice.
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Figure 11. Photograph showing a natural pile-up of ice. Note the wide range of ice block sizes,
the general haphazard arrangement and the interesting “balancing” block in the top
right section of the photograph.

L >

Figure 12. Photograph showing the roughness of the ice and the wide range of block sizes.
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Figure 13. Schematic illustration of an ice sheet being pushed over a rubble field. In this case,
the ice loses its buoyant support and it will break at a maximum length "L".

For a uniformly loaded beam, the strength is given by o, =6 W L’/ (bh*) where W is the

distributive load per unit length, L is the beam length, b is the beam width and % is the ice
thickness. In this case, the load per unit length would result from the weight of the ice block so it
is W= p b h g where p; is the density of sea ice (taken as 900 kg-m~ — see Timco and
Frederking, 1996), b is the width of the beam, /4 is the ice thickness, and g = 9.8 m-s. We can
re-arrange this equation to solve for the maximum length of the ice piece that could exist without
the buoyant support of the water. That is given by:

(2] L= [O-f hi@3p, g)]o.s

Figure 14 shows the calculated length as a function of the ice thickness for various flexural
strengths of the ice. Note that it is independent of the width of the ice blocks. Timco and O’Brien
(1994) have developed an equation that relates the flexural strength (o) of sea ice to its brine

volume (vy) as o, =1.76 ¢ V% We can use this to estimate the flexural strength and using

Equation 2, see what this length could be for cold sea ice. Let’s assume that the salinity of the
ice during the growth phase was about 5 parts per thousand, and that the average ice temperature
was -12 °C (this would correspond to an air temperature of about -25°C or so). This would give a
flexural strength of about 700 kPa. Let’s look again at Figure 12. Here we see a large ice block
behind the wildlife monitor which is about 0.8 m thick. So we can estimate that for an ice block
of this thickness, the maximum unsupported length before fracture is about 4.5 m. This is not a
bad estimate of the block size we actually see. Thus, this simple calculation of the maximum
block size in a rubble field appears to provide some explanation for the maximum size of the ice
blocks.
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Figure 14. Maximum block length as a function of ice thickness and flexural strength for the
simple model developed in Figure 13.

There’s more to a rubble field than this. Standing in the middle of a rubble field is quite an awe-
inspiring experience. You cannot help but be overwhelmed by the forces required to create it.
We discussed the maximum block size above, but in fact you don’t see too many large blocks.
Many of them have broken into much smaller pieces (see Figure 15). We also see this
phenomenon occurring in ridges. This occurs when the ice feature takes shape dynamically.
There is always a considerable amount of secondary breakage due to the jumbling of the ice
when the ice starts to pile up. You can see this from virtually every photograph of a rubble pile
or ridge. You can also see differences in the thickness of the ice blocks in the rubble piles. This
is a reflection of the distribution of the ice thickness in the parent ice sheets that formed the
rubble pile (Figure 2).

Have a look at Figure 16. It shows a large grounded rubble field with virtually everything we
have discussed so far. You can see the large fracture in the ice at the front of the rubble field.
Notice also that there are many large blocks, none of which appears to be longer than that
proposed in Figure 14. It is easy to imagine that these formed when the ice sheet was pushed
over the rubble pile. Also, take a look at the range of sizes of the ice pieces in the rubble field.
There is a wide range of block lengths and widths, as well as thickness. Clearly this was a very
dynamic pile-up event. There have been some theories on the forces associated with these
features (see e.g. Sodhi and Kovacs, 1984). Timco and Barker (2002) have shown that natural
pile-up heights can range up 14 m above the waterline. Total pile-up heights from the seabed (i.e.
including the ice below the waterline) are then significantly higher than this - up to about 30 m.
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Figure 15. Photograph showing a large pile-up of highly broken ice. Note the crack in the ice in
foreground. This ice sheet is “bowed” when it rode up over the ice rubble in a Plate
Rafting process. This ice block was more than 0.5 m thick suggesting that this type of
plate rafting can take place even with thick ice floes.

Figure 16. Photograph of a grounded rubble field. Note the large fracture in the foreground, the
large blocks in the rubble field, and the wide range of sizes of jumbled ice pieces.
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Evidence of remnant forces is everywhere. Figure 17 shows a photograph of Anne Barker
standing on top of a large block of ice. But look at the wall behind her. It is about 10 m high
above the waterline and well grounded on the seabed. It is a shear vertical cliff. How did this
feature form? It appears that the region where Anne is standing was once part of this large
grounded rubble pile. However it appeared to be “sheared off” during a storm event. The ice
block on which Anne is standing is quite thick and formed late in the winter. This wall was a few
hundred meters long. Obviously it took very high forces to create, both in terms of piling the ice
to this height and then shearing off the parts that were not well grounded.

Figure 17. Anne Barker standing beside a vertical wall of ice. The total height of the ice feature
was more than 10 m above the waterline.

I hope that these few photos and this description give you a sense of these ice features. They dot
the landscape in the Beaufort Sea, and although most are formed on relics of previous berms or
artificial islands, there are also regions of ice grounded directly on the seabed. They are
important. They tend to “anchor” the ice and help establish the boundaries for fast ice. Satellite
imagery shows that they often extend the edge of the landfast ice further offshore (Barker et al.,
2008Db).

Fast Ice Revisited

As you can see from the photographs here, ice fails if floes break apart and ride over one another
when they collide. There can be very large forces driving the ice to these failures. But now let’s
go back and look at the first ice we saw — the level, shore-fast ice. Why is this ice level near the
shore? It appears that it is held by the local morphology of the coastline which prevents large
movements. But we need these large movements to generate the necessary conditions for the
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types of ice failures that we have discussed. Once the fast ice starts to form along the coast, it
grows in situ and thickens throughout the winter season. After it is firmly anchored, all of the
“action” occurs at its edge. We have seen that grounded rubble fields will also help to anchor the
fast ice. As the ice edge moves outward, these grounded ice features will help to stabilize the ice
sheet. Also, we see from the wind drag on the ice sheet (Equation 1), as ice thickens, more ice
fetch is required to create the stress necessary to fracture it. This also contributes to the outward
growth of the edges of the land-fast ice.

So far we have looked at a number of ice failure features. These can be explained from the
known mechanical and fracture properties of sea ice. But sometimes you see something that is
outside the ordinary. Let’s look at those now.

Plastic Ice Sculptures

Take a look at Figure 18. This is very different from what we have seen so far. Look closely and
you will see that the ice has deformed in a plastic-like manner — see the curvature of the ice
blocks. What’s going on here?

Figure 18. Plastic-like ice sculptures

This feature was observed at the southern edge of a large grounded rubble field. It was
photographed in April when the air (and ice) were starting to warm up after a cold winter. This
ice is buckling due to the thermal expansion of the ice cover. This is fast ice that is pushing
against the shore and against this feature. I don’t know what is happening at the shoreline but it
is clear that this ice is failing in a very interesting fashion against the grounded rubble field.
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When we were at this site, air bubbles were rising through the water in front of this feature. The
water is not snow melt (it was very salty). It resulted from the slow out-of-plane buckling of this
thinner ice. Why does this happen? Let’s take a quick look at ice rheology to see if we can
explain it.

If a load is suddenly placed on ice, the ice immediately deforms elastically. However, depending
upon the level of the load and the duration of its application, the behaviour of ice may be
influenced by several different strain components. Sinha (1978, 1979, 1989) discussed the
rheology of ice and he describes four deformation mechanisms which are important for
polycrystalline ice:

1. elastic deformation from the atomic bonds changing length

2. delayed elasticity from sliding at the grain boundaries

3. viscous deformation from the movement of dislocations within grains

4. deformation from the microcracks in the ice.

The total strain in the ice is usually considered as the resultant sum of these separate strain
components; i.e.

T _ d
[3] Sij_gfj+8ij+8;'vj+€fj

where the superscripts refer to the total strain (7), the elastic strain (e), the delayed elastic strain
(d), the viscous strain (v) and the strain due to cracking (c). Because ice is an anisotropic
material, the strain tensor (i j) is used. The first term, which represents the elastic behaviour, and
the second term, which represents the delayed elastic response, are of particular importance for
situations where relatively small strains are important. The concept of delayed elasticity is
interesting since this strain is not permanent. It is fully recoverable after removal of the load. But
it is not instantaneous. This delayed elastic creep is sometimes referred to as primary creep or
recoverable creep. The third term in Equation 3 represents the viscous creep (or secondary
creep) of the ice. It is permanent, non-recoverable deformation. It becomes apparent when the
delayed-elastic strain rate approaches zero. When this occurs, the viscous strain-rate begins to

dominate with a rate dependence of the form ¢&,(f ) = B o" where B is parameter dependent

primarily on temperature and ice type. The value of the exponent » is normally taken to be 3
(Glen's law). After a long time under compressive loading, the strain rate increases and tertiary
creep begins. When that happens, microcracks begin to form at grain boundaries. These
microcracks, in sufficient numbers, begin to coalesce and cause accelerating deformation rates.
This is the fourth term in this equation.

So how does this help explain what we see in Figure 18? Although there have been some studies
of the creep of sea ice (Sinha et al. 1992), we still don’t know the rheological expression for sea
ice so we look again at the one that Sinha (1978, 1979, 1989) developed for freshwater ice. The
axial strain (g;) for isotropic ice at time ¢, in pure randomly-oriented polycrystalline ice of grain
size d, subjected to a uni-axial stress g; at a temperature 7 was given by Sinha as:
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[4] 6= (%) 4 ei(U)() [I-exp-(art ]+ ot (2

where E is Young's modulus, € is the viscous strain rate for a reference stress o,, ¢; is a
constant corresponding to the reference grain size d;, ar is the inverse relaxation time, and b, s
and n are constants. He determined that for ice, s = 1 and b = 1/n, and n = 3 because of
intergranular dislocation mechanisms, and provided the following values for pure ice at a

temperature of 263 K: E=9.5 GN-m?; ¢; =9 X 107, a7 =2.5 X 10*s"; é» =1.8X 107 s and
n = 3. These values represent a system with the grain size d in meters with d; = 1 m, stress in
MPa with g, = 1 MPa, and time ¢ in seconds. The first three terms of this equation correspond to
the first three terms in Equation 3 and represent the elastic (term 1), primary creep (term 2), and
secondary creep (third term) respectively. The form of the equation for tertiary creep is not well
understood although there have been many studies to investigate the role of microcracking in the
overall ice behaviour (see e.g. Gold 1960; Sinha 1988, 1989; Jordaan et al. 1992; Schulson
2001).

If we differentiate Equation 4 with respect to time, we see that the delayed elastic strain rate is
directly proportional to stress, whereas the viscous creep rate is proportional to the third power of
stress (Sinha 1978). This means that the former will decrease more rapidly with time than the
later, given increasing stress. In our case, the loading takes place over a long time frame (days)
and it occurs at a low rate. When we were looking at the ice feature in Figure 18, we could not
observe the ice movement but it was clear that the ice was very slowly deforming and buckling.
Thus, the secondary or viscous creep is the important one here. In short, the ice has time to
slowly deform and it does this in a plastic-like manner. Sanderson (1984) dealt with this situation
in his analysis of the thermal ice forces against an isolated structure. He has shown that the
typical strain rates in this case are on the order of 10® s™. Very slow indeed!

You don’t see many of these types of features because ice loading is usually much more rapid
than this and the ice fails in a brittle manner. But there have been recorded observations of these
types of failures (creep buckling) at offshore structures (Sudom and Timco, 2008).

Final Comments

I hope that our journey out across the Beaufort Sea has helped reveal the types of ice features
encountered there. Our straightforward analysis of these features in terms of the mechanical,
fracture, and rheological properties illustrates that they can be reasonably explained. Ice failure is
an interesting phenomenon. Ice is a unique material. As we saw, it can readily fracture but it can
exhibit plastic—like behaviour as well. This makes every trip onto ice an exciting adventure.
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The presence of ice shelves around 44% of thelswasf Antarctica means that the coastal sea
ice in this region is influenced by processes tiae place at the base of ice shelves. In
particular, theoretical studies estimate that basgtwater may contribute as much as 0.2 m to
the sea ice thickness over significant portionghef sea ice cover. Thus the sea ice in the
vicinity of an ice shelf forms due to heat transfertwo heat sinks: the atmosphere and the
ocean. The reason the ocean can act as a heds gl it, in turn, has interacted with an ice
shelf. Over the past decade we have conducted dearuof experiments that examine the
contribution that platelet ice makes to the land&esa ice of McMurdo Sound, Antarctica. Our
winter measurements have conclusively linked thesgmce of loose platelet ice in the water
column with its incorporation into the sea ice aovéo explain the appearance of ice crystals in
the water column we examine the oceanographic @saag autumn progresses into winter.
From mid winter a layer develops at the ice-watderface that eventually becomes 10s of
meters thick and is 10s of mK below itssitu freezing point. We estimate the contribution to
the sea ice cover by heat rejection to an oceanicand find that it is significant and of the
order of magnitude predicted by models. While pesgrtowards understanding and quantifying
the contribution of ice shelves to the ocean aralise has been made, there are still many
mysteries.

! The work described in this paper is that of Greg Lehyr@raig Purdie, Inga Smith, and David Dempsey
(University of Otago, Dunedin New Zealand) , Mike Willign€Craig Stevens, Natalie Robinson (National Institute
of Water and Atmospheric Research, Wellington, New Zealand)Tan Haskell (Industrial Research Ltd, Lower
Hutt, New Zealand), as well as the author.
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Sea ice in Antarctica

The extent of the sea ice cover around Antarctimaes annually from 4 to 18 million Km
(Zwally et al, 2002), with the rapid, spring de@eaeing a result of ice breakup due to the
onslaught of the swell of the Southern Ocean. Téregntage of multiyear ice in the Southern
Ocean is therefore very small. Sea ice thicknessmhtions, representative of the last 2 decades
and corrected by a model estimate of the sampliag, lshow that the ice of the marginal ice
zone of Antarctica is, on average, 0.5 to 1 m tl{itknmerman et al, 2004). Sea ice near the
continent is thicker. If we focus attention on tbeast, we immediately note a significant
difference between the coastal sea ice of the Atitavhen compared to that of the Arctic.

Figure 1 demonstrates that the sea ice abuts &é abng 44% of the coastline of Antarctica
(Drewry et al, 1982), with

[130% of this ice shelf having ¢ . indian
draft of over 200 m (Weeks an  Weddel Pl a g NN Ocean
Mellor, 1978). The presence c g , Sea ; Fimbulisen = 4.~

these deep ice shelf cavitie f&wﬁ? H

influences the thickness of th Ky Filchner |

sea ice in the vicinity. | L;g% Amﬁﬁ
Modelling studies by Bellinghausen

Timmermann et al (2002) ani | >* - §  Rome Eact \,
Hellmer (2004) have explorec {i_rx"‘a West Antarctica g'
the difference in the sea ic Amundsen % Antarctica Ross /
thickness distribution betwee sea Sﬁ\, /5
configurations modelled i “% 4
without interaction with ice- S P

shelf cavities in relation to L oacifc
those with ice-shelf cavities Ocean

These models predict that ove } . .
extensive areas of the Southern Figure 1. Map of Antarctica with ice shelvi

Ocean sea ice is up to 0.2 m highlighted in blue. Only ajor ice shelves have be

thicker because of the presence labelled.
of the ice shelf cavity.

The ice pump

What is the mechanism that causes the cavity blermatice shelf to contribute to sea ice
thickness? The contribution arises because medtirige base of the ice shelf produces a flux of
relatively fresh, cold water, causing the sea imeec to be thicker (Hellmer, 2004). Further the
freshwater flux stabilizes the water column, redgcdeep convection and heat transfer to the
surface (Hellmer, 2004). This redistribution of lm@ss occurs through a mechanism, sometimes
called an ice pump (Lewis and Perkin, 1986). Theeeal physics lies in the fact that the
freezing point of sea water decreases as presepth/dncreases and as salinity increases
(Foldvik & Kvinge,1974). The freezing of sea waterthe early winter produces saline water
that is close to, or at, its surface freezing poi@bnsider what happens if such a water parcel is
moved isothermally downwards through the water molufigure 2 illustrates a hypothetical
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The ice pump:
a hypothetical example

ice shelf

-

T=-1.91°C T=-1.91°C
S = 34.70 S = 3455
pr=T;! ST “dissolving” [y = 1. 1
- of ice shelf S| =T 1

S = 3470 =) f

Figure 2: A hypothetical example of the production of supercooleder by interaction wit
an ice shelf at depth, whefe= water temperatur& = salinity, T; = freezing temperaturand
p = pressure. Water on the left is at its freeziogpp T = T;. It descends ishermally beneat
the ice shelf and’; decreases. Salinity decreases because of disgabfince shelf in a
attempt to maintain phase equilibrium. As wategsigo right)T; rises and < Ts.

example. At depth the freezing point is depressadl the water parcel will find itself in an
environment where the freezing point is below tbiual temperature of the parcel. If it comes
into contact with an ice shelf, the fluid of thergel will therefore be above its freezing point
causing the ice of the shelf to dissolve in annapteto return the fluid to the liquidus. Thus the
salinity decreases, raising the freezing pointwfmarcel. If the water parcel now rises towards
the surface, the freezing point rises further bseaf the release of pressure. Once it reaches the
surface the water parcel will be at a temperatetevb its freezing point: i.e. it is supercooled.
These processes are described in detail in RoBif9jland Jacobs et al (1979; 1992). Crystals
of ice may then nucleate in the water to relieve spercooling.

Models pioneered by Jenkins and colleagues (Jenk@#®l; Hellmer and Jacobs, 1992; Jenkins
and Bombosch, 1995; Bombosch and Jenkins, 1995d8um and Jenkins, 2004) are more
realistic than this simplified picture conveyed figure 2. These models describe a 2-D,
turbulent plume driven by buoyancy to rise up alding upward-sloping base of an ice shelf.
The models include the entrainment of warm watemfidepth, nucleation and precipitation of
ice crystals in the plume, secondary nucleatioicefcrystals, and freezing and melting at the
base of the ice-water interface, with much of tHeysics informed by advances in the
understanding of river ice (for example, Daly, 19B&mmar and Shen, 1995). Complexities in
3D have been considered, including topography (&viis et al, 1998) and the Earth’s rotation
(Holland and Feltham, 2006).
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Figure 3 (a): Platelet ice attached t
ropefrom a depth of 10 m in the wa
column. Photo: Greg Leonard.

Figure 3(c). Individual platelets, found at tl
ice-water interface, may be very large. Phi
Brett Grant.

Figure 3(b): Platelet ice can be wi
loosely attached and in large volumes.
Photo: Greg Leonard.

Frazil, marine and platelet ice

At this point we need to introduce some

terminology. Ice found as tiny crystals

drifting in the oceanic water column at

depths from the surface to 250 m

(Littlepage, 1965; Dieckmann et al, 1986;

Penrose et al, 19949 usually calledrazl

ice. When these crystals accumulate and
consolidate onto the base of an ice shelf
(Souchez at al, 1995) it is calledhrine ice.

For example, basal melting and freezing
rates for the Filchner-Ronne ice shelf have
been simulated using a model of the type
described above (Holland et al, 2006) and
compared to marine ice thicknesses of the
region measured by Sandhager et al (2004).
Of course the frazil-laden plume may

extend beyond the edge of an ice shelf,
depositing its burden beneath the sea ice.

This ice is calleglatelet ice (see Figure 3 for examples). Although their origans believed to

be identical, there is a significant differencevil#n marine ice and platelet ice: while marine
ice forms in conditions where there is negligibdatflux to the atmosphere, platelet ice forming
beneath sea ice does so in an environment whem@splraric heat flux is the dominant term in
the heat budget. It is the formation of platetet that has been the focus of our attention for the

past decade.
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Platelet ice in McMurdo Sound, Antarctica 0

Let us explore the structure of coastal sea icsecto

an ice shelf. Platelet ice has been observed
numerous locations around Antarctica, including tt

Ross Sea (Tison et al, 1998) and the Weddell & _g g
(Gunther and Dieckmann, 1999). However we wi
focus on McMurdo Sound not only because it is ol
field site close to the New Zealand and US Bases, | £
also because the earliest discovery of platelemias =
made there by scientists of the British Antarcti o
Expedition 1910-1913 (Wright and Priestley, 1928). S
the Sound it is common, as illustrated in the exarop
Figure 4, to find that the predominant ice typeeafly
winter is columnar ice, with platelet ice appearin -1.5
frozen into the sea ice cover in mid to late winte
(Paige, 1966; Jeffries et al, 1993; Gow et al, 199
Smith et al, 2001; Jones and Hill, 2001; Leonardlget

-1+

Jeuwn|od

2006), Concurrently layers of loose crystals appar _20
the base of the sea ice cover (Dayton et al, 19¢
Crocker and Wadhams, 1989). We will use the ter...
platelet ice to mean both these loose accumulatdn
ice that are trapped by buoyancy at the ice-we
interface, or that attach themselves to mooringsli
suspended in the water column (see Figure 3(a)
(b)), as well as crystals that have been frozen ihé
sea ice cover; so-calleihcorporated platelet ice.
Figure 3 (c) shows that individual platelet icestajs at
the ice-water interface can become really verydady
typical ice structure through the late spring sea
cover of McMurdo Sound in shown in Figure 4.

The most reliable method of identifying incorpochf@atelet ice is by making thin sections and
measuring the orientations of the crystal c-axescolumnar sea ice (shown in Figure 5), the
crystal c-axes lie in the horizontal plane and fanmorizontal girdle fabric, represented by
points around the perimeter of the Schmidt netveAical thin section of columnar sea ice (see
Figure 5(a)) graphically illustrates the verticalundaries of crystals that extend over tens of
centimeters, while platelet ice crystals (see Fgbfa)) have smaller vertical extent and may
display fluted edges. The c-axes of platelet icewshin Figure 6(c) shows the crystals are

oriented in a disordered fashion.

Nucleation in the water versus growth at the interace?

In the past few years, there have been three wseaestions that the New Zealand group has
focused upon for the sea ice cover of McMurdo SoWddrk done in McMurdo Sound in the
1980s and 1990s (Jeffries et al, 1993; Gow et @8} identified two possible ways in which
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The ice crystal structure as a funct
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Horizontal thin section

Vertical thin section Horizontal thin section Vertical thin section

~—1lcm ~— lcm

Figure 5: Columnar sea ice, (a) vertical tl Figure 6. Incorporated platelet ice, (
section, (b) horizotal thin section and (i vertical thin section, (b) horizontal tF
Schmidt net showing distribution of crys section and (c) Schmidt net show
c-axes. distribution of crystal c-axes.

platelet ice might find its way into the ice coveither through unrestrained nucleation of new
crystals at the ice-water interface and their sgiset growth there; or by nucleation and growth
of crystals in the water column, followed by risethe underside of the ice cover. Does one
process happen to the exclusion of the other? Sweanthis we conducted an experiment over
the winter of 2003, making real-time observatiohthe freezing of incorporated platelet ice into
the sea ice cover. &)

Figure 7 indicates the relationship between 8'8(1)5_ (a)§ ' x :
platelet ice amount and the temperature in tEeO' X Lk :
water close to the ice-water interface. The t@_o oosl %
panel shows the temporal evolution throu _0:010_ ;“ -
winter of the deviation of the temperature :
the water at 10 m (or 20 m) depth fromiits 2 (b) -

situ freezing point. Negative values indicate = 06 {3 %
supercooled water. The lower panel shows az | ‘I’
rather subjective measure of platelet ice in theE = | Y

water column, derived from the quantity % 0.2 2 (I) ; :
observed on ropes etc. Figure 7 demonstrate | , e o0 o o
that when the temperature of the upper water ar Apr May Jun Jul Aug Sep Oct
column was lower, then there were more
loose crystals in the water column.

Figure 7: (a) Deviation from in situ freezir
We can also compare the water temperatt temperature at 10/20 m averaged over
with the strength of the backscattered sign previous 48 hours and (b) an estimate of
from an acoustic Doppler current profile amount of phtelet ice attached to cabl
(ADCP). There is now a mounting body o Negative values in 4(a) indicate the prese
evidence that the acoustic backscatter fro of supercooling. Error in temperatt
such instruments may be used as a proxy ' deviation is shown on left. [From Leonard
frazil ice in the water column (Dieckmann e al, 2006]
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j = Gow: 1880
mg’éﬂg{{; o .Jones: 1882
average + Jeffries: 1990
little *» Crocker: 1986
minimum

°  McMurdo Sound

* J McMurdo Ice Shelf
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Figure 8. Map of relative abundance of platelet ice overMdecdo Sound, based «
measurements of Gow et al, 1998; Jones and Hill120effries et al, 1993; and Crock
1988. Triangle marks the site of the winter 2003asueements. [From Langhorne et

2006]

al, 1986; Penrose et al, 1994; Marko & Jasek, 2088¢ek and Marko, 2008; Morse and Richard,
2008). Leonard et al (2006) demonstrated that AB@RAal strength in the 2003 experiment
correlates with the ocean temperature close tacthwvater interface.

Thus water temperature correlates with plateletdiant’ as well as with ADCP signal strength.
Finally we compare ADCP signal strength measuredecto the interface at the time of freezing
with the crystal orientations in the sea ice coWée find there is excellent correlation between
frazil ice in the water column and incorporatedtgiiet ice in the sea ice cover (Leonard et al,
2006), conclusively linking incorporated platelet iand the time-history of the appearance of ice
crystals in the water column. However, once attdcpkatelet crystals do continue to grow at the
interface (Smith, 2001, Smith et al, 2001, Leoretrdl, 2006).

Why does platelet growth switch on?

The second research question is concerned withegses in the near surface ocean: what
happens in the water column to “switch on” plateetgrowth?

Previous research (Lewis and Perkin, 1985; Bar®g81 Barry and Dayton, 1988) has shown
that in late spring there is a core of relativelgrm, saline water near the ocean surface on the
eastern side of the Sound, while cold, less saliaiger occupies the near-surface environment of
the western Sound. We compare such observatiomsaniither subjective map of platelet ice
abundance (Barry, 1988; Langhorne et al, 2006)pckpred in Figure 8. Superimposing the best
estimate of circulation of the Sound (Robinson,£00ve may conclude that relatively warm,
saline enters on the eastern side of the Sounde whbld, less saline water exits on the west.
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However we must remember that this is the situatidate spring and summer when platelet ice
is well-established. How do the properties of tteer column vary through the winter to bring
about the appearance of platelet ice?

Oceanographic measurements in 2003 at the sitersbawFigure 8 show the presence of this
warm core in late autumn. However by early wintex water column to 250 m has been cooled
below its surface freezing point: that is below freezing point if the water were raised to the
surface adiabatically. Lewis and Perkin (1985) hamated out that the only way in which water

may be cooled below its surface freezing pointyishbving been in contact with an ice shelf.

Thus we may conclude that by early winter the watdahe upper ocean (to 250 m) close to the
2003 site had interacted in some way with the legfs

There is a second prominent attribute of the nadase oceanography. Directly beneath the ice-
water interface of growing sea ice there is alwayayer of water that is well mixed because of
the rejection of cold, dense, saline water upoeZrey. A particularly striking feature of the
McMurdo winter oceanography is the presence ofld lband of water, held by buoyancy at the
base of this mixed layer. As winter progresses thixed layer becomes denser and the cold
water of the band is eventually able to gain actesthe ice-water interface (Leonard et al,
2006).

What effect does this cold band have on water imatel¢ adjacent to the interface? Leonard et
al (2006) have shown that within 0.15 m of therifsiee thein situ supercooling increases from
0.006+ 0.004C in mid May (late autumn) to 0.0#50.004C in September (late winter). Thus
as winter progresses, a layer develops immediailyw the ice-water interface that eventually
becomes 10s of meters thick and is 10s of mK bé&®wn situ freezing point. This supercooled
layer increases in thickness and in extent of sugmding in an episodic manner through the
winter.

What is the contribution of heat flux to the ocean?
Finally we have examined the contribution of héat fo the ocean to the sea ice thickness in the
presence of platelet ice. In other words we aslgtyplortion of the sea ice thickness has grown
as a result of heat flux to the ocean rather thanatmosphere’By equating the oceanic heat
flux to the difference between the conductive Heat through the sea ice and the latent heat
released by freezing at the interface (Purdie ,e2@06), we have estimated the contribution to
the sea ice cover by heat rejection to an oceamitc S hat is, heat flux to the oceds, is found
from

dd _  oT

oL =—kZ

1]
= [
dt 0z w

b

whereH is ice thickness is time, Z—T
z

is temperature gradient in the sea ice closedaddi-
b
water interface angn, L and k are respectively sea ice density, latent heat twedmal
conductivity. Figure 4 demonstrates that, at th@32@inter site, 0.25 m of the total incorporated
platelet ice growth of 0.70 m was due to heat ftuxhe ocean. Thus, approximately 35% of the
incorporated platelet ice was due to heat fluxhi dcean, the remaining 65% being conducted
upwards through the sea ice. This suggests thatdfGbe total ice thickness at that site grew as
a result of heat flux to the ocean (Langhorne e2@06).
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Conclusions

Considerable progress has been made over thewwastigcades in our understanding of the
processes that take place at the base of an itfe @@ how these processes influence the mass
balance of the ice shelf, ocean and sea ice. Modedtudies have been particularly successful at
providing insights. However there are enormouslehges in making observations to guide and
confirm the model predictions. Some of the obsésmal conclusions of the New Zealand group
are given below.

* Our experiments conclusively link the presencelafgbet ice in the sea ice cover to the
time-history of the appearance of ice crystal®enwater column.

* Platelet ice forms due to heat flux to the oceanyall as to the atmosphere. In our
experiment 35% of the platelet ice thickness wastdiheat flux to the ocean.

* The upper ocean is entirely below its surface fregpoint from early winter, implying
contact with an ice shelf.

» There is a layer ofn situ supercooled water adjacent to the ice-water iaterfthat
increases in thickness and degree of supercoddingraer progresses.

* There is a band of very cold water held by buoyaaicthe base of the mixed layer. As
winter progresses and the mixed layer becomes dengeto salt rejection from sea ice
formation this cold water gains access to the ia¢gewinterface.
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Abstract

A review of the many different factors influencing ice friction and their interdependence with
respect to different friction regimes clarifies our understanding of the big picture of ice friction
and sheds more light on the complexity of ice. Although the study of friction has a long history,
ice friction has only been investigated during the last century. Underlying mechanisms of friction
on ice are important to our understanding of glacial movements, cargo and ice breaker ship hull
design, ice sports, and the grip of shoes and soles on icy roads. The basic physical concepts of
boundary, mixed, and hydrodynamic friction apply to ice friction. However, these friction
regimes must be described with respect to the thickness of the lubricating liquid-like layer on ice,
as well as temperature of the ice, sliding velocity, the contact area between ice and slider, normal
load exerted by the sliding object, relative humidity, and also properties of the slider material
such as thermal conductivity, hydrophobicity, hardness and surface roughness.
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1. Introduction

Reynolds (1901) was the first to scientifically investigate the matter of sliding against ice. He
attributed the low friction against ice to pressure melting; this explanation was widely accepted
among scientists for almost 40 years. However, Bowden and Tabor (1939) suggested that
frictional heating is the main contributor to the low friction coefficient on ice. Heat generated by
the first contact between the asperities of the two surfaces melts part of the ice surface. The
produced melt water lubricates the succeeding contact between the two surfaces. During motion
different friction regimes play an important role depending on several factors, e.g. temperature,
velocity, normal load, apparent contact area, roughness, relative humidity, thermal conductivity
and hydrophobicity.

2. Friction regimes

Ice friction is generally described with respect to the thickness of the liquid-like layer on ice.
Many researchers, such as Béurle et al. (2006-1), Buhl et al. (2001), Evans et al. (2004), Kozlov
and Shugai (1991), Lehtovaara (1987), Makkonen (1994) applied concepts of dry and wet
friction to describe friction on ice. The physics of friction clearly show that real dry friction on
ice under atmospheric conditions cannot exist, and it is necessary to include the general physical
concepts of dry, boundary, mixed, and hydrodynamic friction.

Dry friction is the moving contact between two absolutely clean surfaces, which is characterized
by the breakage of adhesive bonds and takes place in total absence of any kind of lubricant or
foreign substance (Bowden and Tabor, 1950). The narrow perspective of this definition inhibits
any kind of motion, since surfaces without any trace of air or other substances between them will
bond together like the bulk of the material. True dry friction thus has only a theoretical
importance. A very thin liquid-like film is present on the ice surface under all conditions. Instead
of considering dry ice friction, we should actually refer to the physics of boundary friction.

Boundary lubrication on ice is characterized by the temperature (T) in the contact zone being
everywhere below the melting temperature (Ty), and the thickness of the lubricating liquid-like
layer (h) being far smaller than the surface roughness (R) (Kozlov and Shugai, 1991).

everywhere in contact zone: T <T_ and h<<R

Frictional resistance arises from the shearing of adhesive bonds, which are formed between the
mating asperities of the two surfaces in contact. The number of contacting points, which makes
up the real area of contact, influences the friction force directly. It depends on the applied load
and the hardness of the surfaces but is independent of the sliding speed as long as the film
thickness remains constant and no more ice is melted by frictional heating (Bhushan, 2002;
Persson, 2000; Bowden and Tabor, 2001). For the width of this regime the thermal conductivities
of both surfaces play a fundamental role, since they define where frictional heat acts.

Mixed friction is found when the surface temperature rises above the melting temperature (Tp) of
ice at some points within the contact zone, and the thickness of the liquid-like layer (h) is still
less than the characteristic roughness of the surfaces (R), the friction regime reaches the so called
mixed friction.

at some points in contact zone: T >T_and h<R
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In this regime, the load of the slider is partly supported by the surface asperities and partly by the
lubricating layer. This was just recently confirmed by temperature measurements by Baurle
(2006-1). It is obvious that the increased thickness of the lubricating layer reduces solid-solid
adhesion and enhances the lubrication. However, at the same time the lubricating melt water
enforces the build-up of capillary water bridges between the asperities, as shown in figure 1.

Figure 1. Capillary bridges between asperities of contacting surfaces during sliding.

slider

capillary bridge
ice

The capillary bridges act as bonds between the surfaces, but do not support the applied load.
They exert an additional drag force on the slider, and capillary bridges should be taken into
account when discussing friction against ice. The problem herein, however, is that no physical or
experimental model was found yet to describe the contribution of capillary bridges to the friction
force. Generally, as the name of the friction regimes already tells, thermal conduction, ice
melting and capillary drag contribute to the frictional resistance.

Hydrodynamic friction exists if everywhere in the contact zone the temperature is above the
melting temperature (Tr), and the thickness of the lubricating layer between the two surfaces is
greater than the height of the asperities.

everywhere in contact zone: T >T, and h>R

The lubricating layer, not the surface asperities, carries the applied load. If the load is very high,
a part of the lubricating layer might be squeezed out between the surfaces. However, for
hydrodynamic friction, it is assumed that the thickness of the lubricating layer remains greater
than the height of the asperities. The area of real contact is identical to the surface area (A) of the
slider (Bhushan, 2002). No solid-solid contact occurs during the sliding movement.
Consequently, shearing of the lubricating layer contributes to the friction force. Capillary drag
forces must be included in the case of ice friction, since they play a fundamental role in the
frictional resistance in the regime of hydrodynamic friction.

The above discussion is summarized in figure 2.

Figure 2. Friction regimes relevant to ice friction in an adaption of the Stribeck curve.
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Many researchers (Evans et al., 1976; Oksanen and Keinonen, 1982; Akkok et al., 1987, Stiffler,
1984, 1986) have attempted to model frictional heating theory as it applies in friction against ice.
No model so far sufficiently describes the interaction of all physical phenomena contributing to
and interacting in ice friction. The biggest problem in modeling is the unknown contribution of
drag forces from water bridges.

3. Influence of different parameters on friction coefficient

Many factors influence the thickness of the lubricating liquid-like layer on ice and thus the
coefficient of friction, which is widely used to assess the ease of motion on ice and is defined as:

Fr = u*Fy [

where Fr is the frictional force, Fy the normal force, and [ the coefficient of friction.
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3.1. Temperature

Since the first ice friction studies (Bowden and Hughes, 1939), many researchers have confirmed
the dependence of the friction coefficient on temperature (Buhl et al., 2001; Slotfeldt-Ellingsen
and Torgersen, 1983; Bowden, 1953; Bowden and Hughes, 1939).

Figure 3. Temperature dependence of ice friction.
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Figure 3 illustrates the temperature dependence of the coefficient of friction for a stainless steel
(SS 304L) slider against ice with a normal force of 3 N at 3 different speeds. Overall, the
coefficient of friction decreases first with increasing temperature and rises again when the
temperature exceeds the optimum temperature for this slider’s load and velocity, which is at
around 4 °C. At slow speeds this effect is more pronounced. Obviously, at low temperatures and
slow speeds the friction is dominated by boundary friction conditions. In the hydrodynamic
regime at temperatures close to the melting point the thickness of the lubricating liquid-like layer
becomes large enough to not only facilitate the motion but also to add to the resistance through
the built-up of capillary bridges. However, the onset of this increase in friction depends largely
on the material nature and weight of the slider.

3.2. Velocity

The experimental results regarding the influence of velocity on the friction coefficient are
controversial. Bowden and Hughes (1939) and Boden (1953) first observed that friction against
ice decreased with increasing velocity, as shown in figure 4.

Figure 4. Velocity dependence of ice friction.
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Evans et al. (1976), who were first to model ice friction mathematically, confirmed these
findings both experimentally and theoretically. Many other researchers (Kuroiwa, 1977;
Calabrese, 1980; Akkok et al., 1986; Montagnat and Schulson, 2003; Marmo et al., 2005) further
confirmed the same dependency with different experimental set-ups and materials. Baurle et al.
(2006-1) even extended the study to as high velocities as 10 m/s. These findings showed that at
higher velocities more frictional heat is produced than at slower speeds, resulting in a greater
melt water production along with more lubricated facilitated motion.

Contradicting results like an increase in the coefficient of friction with velocity were found by
Koning et al. (1992), who did friction tests with skaters on ice at -4.6 °C. However, no
conclusions about the underlying mechanisms were drawn. Similarly, Jones et al. (1994) found
that friction increased with speed during their experiments with a 100 N slider at +1 °C. With
ice-against-ice experiments, Oksanen and Keinonen (1982) found the same relationship at
temperatures above -5 °C. They extended the mathematical model from Evans et al. (1976) and
found that the thickness of the melt water layer and therewith the coefficient of friction is
proportional to v’ for temperatures close to the melting point. Therefore, the increase in friction
can be explained through the overproportional increase in drag forces from shearing the
lubricating layer. The onset of this increase is obviously largely dependent on the size, weight
and material nature of the slider, as was also shown recently by Albracht et al. (2004) and Béurle
et al (2006-1).

3.3. Apparent contact area and load

Generally, research findings agree that the frictional force increases with increasing normal force
(Bowden and Hughes, 1939; Bowden, 1953; Lehtovaara, 1987; Béurle, 2006-2). The impact on
the friction coefficient, however, cannot be explained easily.
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Bowden and Hughes (1939) first performed experiments on the influence of the geometric area
of the slider surface on the friction coefficient. Their experimental results have shown little
dependence on the geometric contact area. However, Béurle (2006-2) studied the influence of the
geometric size of the slider under more controlled conditions. Figure 5 illustrates Baurle’s (2006-
1, 2006-2) experimental data with exponential curves fitted through the data points.

Figure 5. Area and load dependence of ice friction.
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The friction coefficient increases with increasing geometric contact area of the slider. This result
contradicts Leaonardo da Vinci’s second law of friction, which implies that friction force is
independent of the apparent area of contact, and Bowden’s discussion on the area of contact
(1952). However, the findings can be explained by the nature of the ice and the lubricating
liquid-like layer. The larger the geometric area of the slider, the more capillary bridges can be
built up between the two surfaces, resulting in the increase of the frictional resistance in the
mixed and hydrodynamic friction regimes. Furthermore, the slider with the larger load shows
lower friction, due to a greater amount of contacting points, contributing to frictional heating and
to a thicker water layer.

3.4. Roughness

In 1699, Amonton attributed friction to roughness (Dawson, 1998). This led to the assumption
that smooth surfaces show less friction. Calabrese (1980) measured the friction coefficient as a
function of sliding speed for steel with different degrees of roughness and confirmed that
roughening increases the friction coefficient. Ducret et al. (2005) came to a similar conclusion
after measuring friction of sliders against ice of different roughness. Generally, increasing the
roughness of a surface leads to more interlocking asperities during the sliding movement, which
increases the wear rate and overall friction in the boundary friction regime. However, few studies
exist on the influence of roughness on ice friction. Itagaki et al. (1987) compared different steel
types regarding their surface structure and conductivity. Their results imply that smooth surfaces
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lead to an increased actual contact area, where adhesive forces between the surfaces result in
higher friction compared to rough runners at temperatures around -8 °C. On the other hand, at
temperatures closer to the melting point rough sliders show higher friction than smooth ones.
This can be explained through the greater surface area that is available for capillary bridges to
build up.

3.5. Relative humidity RH

Calabrese (1980) performed friction experiments with steel sliding against ice at different
relative humidity conditions. His results are depicted in figure 6.

Figure 6. Relative humidity dependence of ice friction.

FN=177.9N, T=-29 °C
0.7

0.6

0.5 A

® 10%RH
O 30%RH
v 50%RH

0.4 -

0.3 1

0.2 A

coefficient of friction p [-]

0.1 1

0.0

0.0 0.2 0.4 0.6 0.8 1.0 1.2

velocity v [m/s]

Relative humidity has a strong influence at the onset of the sliding movement. The higher the
humidity, the more lubricated is the sliding interface and the lower the frictional resistance.
Unfortunately, no further experimental data exist for the influence of humidity at higher
temperatures.

3.6. Thermal conductivity k

Applying the frictional heating theory to ice friction, Bowden and Hughes (1939) performed
experiments on the influence of the slider’s thermal conductivity on the friction coefficient. They
compared the friction coefficient of a hollow ski with a copper surface to the one of the same ski
construction filled with mercury. Air has a thermal conductivity of about 0.025 W/mK and
mercury of 8 W/mK. The friction of the mercury filled ski was higher compared to the hollow air
filled ski. Even though no further details are given about the exact experimental conditions, this
result implies that the friction of a good thermal conductor is higher because less heat is available
at the surface to melt the ice. Further experiments carried out by Itagaki et al. (1987) with steels
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of different thermal conductivity have also shown this relationship between thermal conductivity
and the friction coefficient. However, Albracht et al. (2004) could not find a significant influence
of thermal conductivity on ice friction in their experiments with different materials.

3.7. Hydrophobicity

Bowden (1953) conducted experiments on the wettability of different materials and found that
friction was highest for surfaces that wet easily. This can be explained by the enhanced build-up
of capillary bridges between the sliding surfaces. However, it should be considered that a change
in hydrophobicity was only achieved by using a different material. Therefore, the impact of
hydrophobicity cannot be investigated independent of changing thermal conductivity and
material hardness. Furthermore, as was pointed out before, roughness and material surface
structure also play an important role.

4. Conclusion

It is well understood that friction against ice involves boundary, mixed and hydrodynamic
friction. However, it is difficult to predict which regime dominates for a given set of parameters.
Different mathematical models were developed to describe friction against ice. The dependence
of friction against ice on temperature, velocity and normal load is well understood. However, the
influence of material specific parameters such as thermal conductivity, surface roughness, and
wettability of the slider are very difficult to isolate. Therefore, their individual impact on ice
friction is not easily described. The contribution of capillary drag on ice friction, especially,
lacks a profound understanding. Future research is likely to go in these directions.
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Mathematical characteristics are derived for quasi-steady, anisotropic plasticity models where ice
and mixed layer inertia are neglected. These models are appropriate for resolving daily-averaged
ice motions. The focus here is on the mathematical properties of sea ice dynamics models; there
are no numerical simulations. Stress characteristics depend on yield surface shape defined by
¢ =0. The directions of these characteristics are at angle x to the x-axis

2
_a¢i(a¢J_a¢ o4
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The system of equations is hyperbolic (two real characteristic directions), parabolic (one
direction), or elliptic (no directions) depending on whether the discriminant is positive, zero, or
negative. The system can behave differently at different locations depending on the stress state
o. Velocity characteristics satisfy a similar equation if ¢ is replaced by the appropriate

potential function y, and are coincident if a normal flow rule is assumed (y = ¢ ). We believe

that leads form along characteristic lines. This relationship has been confirmed in a few cases
for isotropic models by comparing satellite images with simulated results. It is expected to
remain valid for anisotropic model results.
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1. Introduction

Large-scale leads are the features that allow pack ice to deform. Lead formation, deformation,
and evolution has been modeled most frequently by plasticity constitutive laws that treat the ice
cover as a continuum, but admit stress and velocity discontinuities that are interpreted as
deforming leads, rafts, and ridges. At smaller scales, fracture mechanics is used to describe the
formation and growth of cracks that describe failure of the brittle ice [e.g., Dempsey, 2000;
Schulson and Hibler, 1991; Schulson, et al., 2006] More recently, Schreyer, et al. [2006]
introduced a decohesion model to describe failure. Our goal here is to derive the mathematical
characteristics of a quasi-steady, anisotropic plasticity model and to suggest how leads might
form and evolve along them, thus showing that a plasticity model can describe this behavior.

Shapiro and Burns [1975] and Marko and Thomson [1977] first described the rectilinear patterns
seen in many sea ice images. Shapiro and Burns [1975] and several other authors [Nye, 1975;
Sodhi, 1977; Erlingsson, 1988; Pritchard, 1988] described the mathematical characteristics
associated with isotropic plasticity models of sea ice dynamics and argued that the sliplines are
aligned with the rectilinear lead patterns. However, since the development of anisotropic
plasticity laws within the past decade or so [Coon, et al., 1992, 1998; Pritchard, 1998a; Hibler
and Schulson, 2000; Taylor, et al., 2006], there has been no comparable description of
mathematical characteristics associated with the anisotropic plasticity laws. This paper aims to
provide that description. Unfortunately, the characteristic analysis has not yet been completed
for the fully time-dependent set of equations that describe sea ice dynamics behavior. Thus, the
analysis presented here describes only characteristics and their potential discontinuities for the
quasi-steady system of equations. These models resolve temporal changes having periods of a
day or longer, but not synoptic scale motions that include inertial and tidal oscillations.

For many years, isotropic plasticity laws have been used in numerical models. This approach
began with the Aidjex elastic-plastic (EP) model [Coon, et al., 1974; Pritchard, 1981] then
continued with the Hibler [1979] viscous-plastic (VP) model and the Hunke and Dukowicz
[1997] elastic-viscous-plastic (EVP) model. Many studies since that time have used these
models. Later, an anisotropic plasticity law (AEP) was introduced to describe lead formation
directly [Coon, et al., 1992, 1998; Pritchard, 1998a]. The AEP model is quite fundamental and
simple; all behavior can be described in terms of the deformation of ice having a single
orientation. It can be thought of as an evolving lead that may raft or ridge. The AEP law
assembles the oriented behavior by incorporating the amounts of ice in all orientations. Isotropy
1s a state where each orientation of ice covers the same area fraction [Pritchard, 1998a].

2. A Quasi-Steady Anisotropic Sea Ice Dynamics Model

The highest resolution continuum models attempt to describe ice behavior over length scales of
order 10 to 20 km and time scales of order 3 hours. These models include tidal and inertial
oscillations, and require a fully dynamics formulation. We have not yet studied the mathematical
characteristics of these fully dynamic models, but have limited our attention to the more tractable
quasi-steady formulations. In the quasi-steady formulations, all time derivatives are neglected.
This approximation is appropriate if time is resolved to no shorter than about a day. The
essential elements of such quasi-steady ice dynamics models are described next.
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3.1. Quasi-steady Momentum Balance

The horizontal momentum equation describes the balance between Coriolis and sea surface tilt
accelerations, external forcing by wind and water tractions, and internal stress divergence

m(fkxv+gVn)=1,-7,+V-o [1]

where m is areal mass density, v is ice drift velocity, f is the Coriolis parameter, k is a unit
upward normal, x is the vector cross product, g is the gravitational constant, 77 is sea surface

elevation, T, is air stress, T,, 1s water stress, and V-6 is divergence of the internal stress ¢, a
second-order tensor having horizontal Cartesian components

6= {O-xx O-xy:| . 2]
Ox Oy

The air and water stress are usually modeled as quadratic functions wind and ice velocity relative
to the current beneath the mixed layer [e.g., McPhee, 1982]. Only the highest order derivatives
affect the characteristic directions so it is not necessary to specify the air or water stress laws in
detail. The governing equations in characteristic coordinates do depend on the specific form of

the water stress law, but those solutions are beyond the scope of this paper.

3.2. Anisotropic Elastic-Plastic (AEP) Constitutive Law

When a lead is open, a uniaxial stress state exists. Figure 1 (left) shows the yield surface for a
new lead with zero strength. It is a line parallel to the o -axis, and it is independent of this

stress component, although one could allow the tensile strength to decrease with increasing
confining pressure [Schreyer, et al., 2006]). The direction of each such feature must be retained
as part of the solution. Since behavior can differ in different directions, the constitutive law must
be expressed in the three stress components (axx,ayy,axy), rather than stress invariants as in

isotropic laws. As ice grows in the lead, its strength increases. The rectangle shown in Figure 1
(right) is a simple yield surface that can be used for a lead containing ice having nonzero strength
[Coon et al., 1992, 1998]. The tensile, shear, and compressive strengths are independently
defined. Each may depend on the ice conditions in the lead. This arbitrary shape can be
replaced by a more realistic shape when more information is available. A thickness distribution
is needed for each lead to define strength parameters in terms of ice conditions. Both thermal
growth or melt and mechanical redistribution can affect its evolution.

The yield surface for a lead may be expressed easily in coordinates & and 1, which are aligned
along and across the lead, respectively. The stress components in these directions are
(055,077,7,65,7). Each lead yield surface must be expressed in global coordinates. This is

accomplished by using the transformation for the stress tensor ¢ = Qt -6-Q, where 6 and ¢ are
stress components expressed in global and lead coordinates, respectively, and Q is rotation

cos —sinf
oz o)

sinf cost
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Figure 1. Lead yield surface. Left: A new lead. Right: An evolving lead.

Graphically, the yield surface for a lead in the € direction is in a plane through the pressure axis
o; that has angle 26 from the o, -axis. Thus, for an open lead the yield surface line is at this

angle on the tensile cut-off cone.

To form the composite yield surface, a yield surface is determined for ice having each
orientation. The stress state cannot violate the yield criterion of any of these features

4;loK;)<0 4]

where K ; represents strength variables that depend on the thickness distribution of the j-th

feature. Then the composite yield surface is the limiting surface of stress states that are within
all of the individual surfaces. This is an advantage of the Coon et al. [1992, 1998] constitutive
law. It requires only that we determine the yield surface and flow rule for ice having a single
orientation and it combines this information into a complete yield surface and flow rule.

Coon, et al. [1998] define isotropic ice as all of the consolidated multiyear and heavy first-year
ice surrounding the leads. Pritchard [1998a] defined isotropy as a state containing equal
fractions of ice having all orientations. These definitions are similar, but the latter requires that
the isotropic yield surface have a (belted) diamond shape. It must be composed of the tensile
cut-off cone (with generators at a 45 degree angle to the pressure axis), a compressive cone with
the same angle to the pressure axis, and a cylinder whose shape depends on the shear strength of
the lead yield surface. The isotropic yield surface is shown in Figure 2 for the lead yield surface
shown in Figure 1. Here p* and p, are isotropic compressive and tensile strengths.

AN

N

_p* ?_‘;‘O
Figure 2. Isotropic belted diamond yield surface.

or
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Plastic stretching is defined to be orthogonal to a potential function . If a normal flow rule is
assumed, then the potential function equals the yield surface w =¢. If the stress state is at the

intersection of more than one of the individual yield criteria (and this will occur frequently), then
the plastic stretching is composed of contributions from each of the deforming features

m
D, =2 4N; 5]
=

where N; =0y ;/0¢. If a normal flow rule is assumed, the tensor is orthogonal to the yield
surface ¢; . Here m is the number of branches undergoing plastic deformation. The multipliers
A; must be nonnegative. Plastic stretching of the j-th lead controls its redistribution. The flow
rule for each lead may also be expressed in lead coordinates and transformed into global
coordinates using N ; =Qtj ‘N-Q j (there is no sum on j in this equation). A similar

relationship exists for stretching, plastic stretching, and stress.

For the EP law, stress satisfies a linear elastic relationship
c=M:e [6]

where M is elastic modulus tensor and e is elastic strain. To date, the linear elastic behavior and
the kinematic relationship remain identical to the isotropic EP model relationships. It would be
more consistent to introduce different elastic moduli for ice having each orientation because the
moduli must depend on the thicknesses of ice having that orientation. The elastic strain rate and
plastic stretching are related by the kinematic expression [Pritchard, 1975]

é—W-e+e-W=D—Dp 7]

where D is stretching and W is spin, which are the symmetric and anti-symmetric parts of the
velocity gradient, respectively. If rotation satisfies dR /dt = W - R, equation [7] becomes
lRrer)ore
—(R"-e-R)=R"-(D-D, )-R. 8
o (o-v,) 8]

Quasi-steady behavior requires that we neglect the material derivative on the left hand side.
Thus, in a quasi-steady model plastic stretching equals total stretching

D,=D. [9]

This is also the kinematic relationship for the VP constitutive law. Thus, in the case of quasi-
steady plastic flow, the EP and VP laws are identical to each other.

3. Mathematical Characteristics

Across a deforming lead, raft, or ridge, the stress tensor and velocity vector can be
discontinuous. A continuum model can describe this ice state by including open water in the
local thickness distribution and a velocity discontinuity in the velocity field. The stress tensor
can be described similarly, but we must consider the traction vector t = ¢ -n, where n is the unit
vector orthogonal to the lead. When the lead is closed, the traction must be continuous [e.g.,
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Nye, 1975], which does not preclude the normal stress component along the lead from being
discontinuous. It is well known that discontinuous behavior can occur only across mathematical
characteristics or sliplines of plasticity models [e.g., Courant and Hilbert, 1962]. Following
Pritchard [1988], we derive the mathematical characteristics for the quasi-static model that
depends only on the two spatial dimensions, not time.

When stress is on a smooth part of the yield surface, the system of equations has six variables:
three stress components (oxx,ayy,oxy), two velocity components (u,v), and the scalar multiplier

A. These variables must satisfy two momentum equations, three flow rule equations, and the
yield constraint. When stress is at the intersection of two (or more) yield constraints with
different slopes, the stress state is constrained by extra equations and plastic flow is composed of
contributions from neighboring surfaces. This case is not analyzed here, although it is discussed.

The highest order derivatives of stress appear in the momentum equations [1]. The quasi-steady
momentum equations balance of Coriolis and tilt accelerations, loads from wind and current, and
stress divergence has components [e.g., Pritchard, 1988, 2001]

oo
ao-xx + Xy — _Tax + wa _ mf(V _ vg)
ox oy
5 5 [10]
o o
a;y ' aiy =ty Ty il =)

where (ug,vg) i1s the geostrophic ocean current and water stress (waafwy) 1S a quadratic

function of the relative velocity (u —Ug,V— vg). Details are not needed to determine
characteristics because only the highest-order velocity derivatives appear in the flow rule
equations. Again, following Pritchard [1988], we form the ratios of the shear component to each
normal component of the flow rule in equation [5], reducing the flow rule to two equations and
eliminating the scalar A. These two equations involve velocity derivatives and stress-dependent

derivatives of the potential surface

oy (aha_vJ_Z oy Ou _

oo ..\ 0y Ox 00, Ox

XX xy ‘ [11]
T O N
00,,\ 0y Ox 00y Oy

A non-normal flow rule is allowed by using the potential function y. The final equation is the

yield constraint [4]. It enters the analysis as a differential form, but we await a coordinate
transformation to characteristic directions before describing it.

The characteristic analysis is performed most simply if the velocity and stress components are
affixed into a five-component solution vector (shown here as the transform)

[12]

t_
Z —{u V Oy Oy ny}.
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Two new independent coordinates ¢ and # are introduced, with coordinate mappings
x=X (5 77)
y=Y(n)

Along each such direction, the governing equations have a derivative only in that coordinate, not
the other. If the subscripted coefficients X ¢ =0X /0¢, etc are partial derivatives, then the

[13]

derivatives of Z along Cartesian coordinates are related to these characteristic directions by

Ja—Z—Y OZ % oL
ox '785 on

gLy Ly L
oy o¢ on

[14]

where Jacobian J = )QY,7 —XnYéc .

The final equations are introduced by differentiating the yield constraint along the characteristic
directions. Since there are two such characteristic coordinates, there will actually be two such
constraints, 0¢/ 0 =0 and 0¢/0n=0. If we assume the yield constraint is satisfied along the

¢ coordinate direction, its derivative expands to the form

0p _ 0 0oy, 0p 00y , 09 00y , 00 K
o Doy O 0oy 86 aaxy & T o&

[15]

where : is the double inner product and the material parameter tensor K can have an arbitrary
number of components. An analogous equation is satisfied along the # coordinate direction.

The factor ‘2’ appears because one must consider all four components of the stress tensor when
forming the derivative, even though the off diagonal terms have equal values.

If all transformed equations are affixed into a matrix form, the governing partial differential
equation expressed in characteristic coordinates becomes

poL . Q— +JF=0. [16]
o¢ on
Coefficient matrices P and Q and the forcing vector F are
- X, % _ g 4 Y, O 0 0 0
00 00y, 00 v
- X, Oy Y, Y 2X,, Yooy 9 0
p_ oo Wy oo yy oo Xy (7]
0 0 Y, 0 -X,
0 0 0 -X, Y,
0 0 op 0 , 0¢
00y 00y 00y
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X W oy, y. 0 0 0
00 y 00y, 00 y
x, Y v M ox, My o 0
Q- 00 00, 00y (18]
0 0 - Y 0 X
0 0 X -
0 0 op 0p , 0¢
0oy 00,y 00,y
0
0
F= —rax+rwx—mfv—vg) . [19]
—ray+rwy+mfu—ug)
op K 09 K
oK o K oy

This set of partial differential equations can be reduced to a set that has a derivative only in the
¢ coordinate direction if and only Q0Z /0y =0. A nontrivial partial derivative solution then
exists only if the determinant of the coefficient matrix is zero |Q‘ =0. Expanding the elements

of Q gives two separate solutions, one for the momentum and yield constraint equations and the
other for the flow rule.

Along the & -direction(s), stress characteristics satisfy
o¢p o¢p o¢

+2X:Y + XX
e ¢A¢
yy Oyxy Oxx

oo

which is derived by forming the determinant of the last three rows and columns. This is a
remarkably simple result for the general anisotropic plasticity law. When written in this form, it
correctly treats the special cases when either X or Yz is zero. It is a bit clearer if direction
cosines are introduced to describe the coordinate mappings. To this end let the & -axis makes
angle x with the x-axis, i.e., X =cosk and Y =sink . Substituting and simplifying gives

2
_a¢+(a¢J_a¢ o¢

0oy, || 90y, 00y, 00

tanx =

54 [21]

80'yy

Along the £ -direction(s), the velocity characteristics satisfy
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xe- Yoy, Wy, W oy, W[y, W Yy, Vg g
00 00y, 00y, 00y, 00 oo

which simplifies to

YeXe
O-yy O-Xy O-xx

[23]

if Oy /0o, #0. This exception is included in equation [23] if x and y are principal coordinates

of stretching. For a normal flow rule (y = @), the velocity and stress characteristics are aligned.

Equation [20] has two real solutions if the discriminant in equation [21] is positive (hyperbolic),
one if zero (parabolic), and none if negative (elliptic). A similar result follows from equation
[23]. The second characteristic coordinate direction # satisfies the same equations as seen when

we set ‘P‘Z 0. Thus, all roots have been determined from equations [20] and [23]. We next

discuss these conditions for several simple examples: failure from an isotropic state, and failure
in a specified direction.

3.3. Isotropic Failure
The isotropic yield surface can be described by rewriting equation [4] into the isotropic form

p=0o5 —blos.p%p,) [24]

where b defines the yield surface shape, o; = %G :1 is the negative pressure, o = ,/%c' 1o’

is the shear stress invariant, and ¢'=06—o0;1 is the deviatoric stress tensor. The gradient with
respect to stress is

9 1y S [25]

oo oy
where b'=0b/ 0o . Substituting these derivatives into equation [20] gives

' o' o'
X(:Xé:(— b"f‘o- XX ) +Y§Y§(—b'+—yy j +2X§Y§(—xy ] =(. [26]
oy oy oy
Express the stress components in terms of the stress invariants and principal direction y
oy + 0y cos oy sin
6:{1 11 €0sY 1 smy }. 27]
onsmy O — O cCosy

Finally, substitute these components into equation [26] and simplify to

COSZ(K — y) =b'. [28]
in agreement with Pritchard [1988]. Two real characteristic directions exist when [b'| </, the

hyperbolic case. They are symmetric about the principal stress axis. One real characteristic
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direction exists when |b’|=1, the parabolic case. It is aligned with the direction of larger

principal stress k¥ = . No real characteristic directions exist when |b ’| > ], the elliptic case.

3.4. Failure across Vertical Line

Consider the case when the yield surface ¢ is independent of the normal stress component o, .

Two solutions to equation [20] exist for the characteristic equation: the first is aligned with the
y-axis

X:=0 [29]

and the second is aligned at angle

tanx = _i—agzﬁ/aaxx

: [30]
20¢/00,,

In this case, a lead can form along the direction of the y-axis. Two special cases arise. If the
yield surface slope is vertical, the second characteristic satisfies x =z /2 and it is therefore
aligned with the first characteristic direction. This system is parabolic as there is only one real
direction. If the slope is less than vertical, the second characteristic direction is at an acute angle
to the x-axis. Since any coordinate system could be used, this case describes the formation of a
lead in any direction (when expressed in lead coordinates).

4. Discussion, Summary, and Conclusions

We have derived the conditions under which real characteristic directions exist at a point. Stress
characteristics depend on yield surface shape. The system is hyperbolic (two directions),
parabolic (one direction), or elliptic (no directions) depending on whether the discriminant D

2
D:( 8¢J __0¢ 0¢ [31]

00y, 00y, 00,y

is positive, zero, or negative. The directions of these characteristics are at angle x to the x-axis

2
_a¢+(a¢J_a¢ o¢
oo, \|oo oo ., 00
tan x = i xg 5 o [21bis]

80'yy

The anisotropic elastic-plastic constitutive law has many desirable properties. Lead systems can
form and evolve. It is tractable to numerical solution methods [Pritchard, 1998b]. The yield
surface can be chosen from simple identifiable deformation processes. However, it seemed that
the system must be parabolic when stress is on the tensile cutoff cone. Although this property
might be desirable, it is also a strong limitation. The AEP law can be extended by allowing a
lead yield surface to depend on the confining stress along the lead direction [Schreyer, et al.,
2006], which could allow the system to be hyperbolic if desired.

800



Thus far, we have assumed that the yield surface is smooth. However, in many cases, two
different surfaces (perhaps a lead and the isotropic surface) intersect to form a corner. We have
introduced the methodology for defining plasticity behavior in this case, but have not presented
the characteristic analysis. Pritchard [1988] showed that no real characteristic directions could
exist when stress is at a corner on an isotropic yield surface. The same might be true for the
anisotropic model, but we must study this case in more detail. We now argue as follows.
Assume that two surfaces intersect at an angle, but that the intersection is made smooth by a
small fillet radius. The previous analysis shows that real characteristics may exist when stress is
on the fillet radius and that their orientations vary smoothly between orientations determined
from the neighboring surfaces. We ignore pathological cases here. As the fillet radius is shrunk
toward zero, the characteristic directions span the same range, but the stress approaches a single
state. Thus, at a single stress state, many directions would be characteristic, which is
meaningless. We could look at the velocity characteristics expressed in terms of the stretching
tensor, but this work has not yet been completed.

We have tacitly assumed that leads form along characteristic lines. Pritchard [1981] showed this
to be true in a Beaufort Sea simulation and the assumption has been made by others who have
studied characteristics [e.g., Shapiro and Burns, 1975; Nye, 1975; Sodhi, 1977; Erlingsson, 1988;
Pritchard, 1988], but more simulations are needed to confirm this association. The essential
point is that leads are important features for offshore operators, whether physical scientists,
biologists, navigators, or drillers. Furthermore, they are easily seen in satellite images and are
therefore useful for testing model behavior.

This analysis has been limited to quasi-steady plasticity models. While valuable for models
resolving daily ice motions, more work is needed to understand fully dynamics systems where
time is an independent variable, not simply a parameter.

As we learn more about the existence of discontinuous model behavior, it would be wise to
incorporate them into our numerical methods explicitly. Numerical schemes used today do not
describe discontinuities explicitly, but instead approximate them as large differences over a few
discrete elements or cells. Schreyer, et al. [2006] introduced an explicit description for velocity
discontinuities in a decohesion law that might also be useful for describing the discontinuities
that appear along characteristic sliplines.
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Abstract

Numerical simulations with initial random weaknesses have successfully simulated oriented
linear kinematic features. With coulombic plastic rheologies such simulations tend to yield more
prominent faulting features than those with smoothly varying yield curves with a normal flow
rule (Hutchings et. al., 2005). Less well appreciated is the dependence of the simulated
intersecting angles of such features on the flow rule and degree of dilatation in fixed flow
coulombic failure criteria. To rectify this situation a general derivation of the equations of
motion for a system undergoing plastic flow and forming linear kinematic features is presented
which demonstrates that optimal intersecting faults coincide with the mathematical
characteristics of plastic flow in such faults. These characteristics depend on the flow rule as
well as the friction angle of the coulombic failure criterion, a result which is verified numerically
using numerical simulations with heterogeneous strengths and fixed wind forcing together with
weakening or strengthening. Also presented is a scaling relation for spacing of linear kinematic
features depending on wind stress gradient, average ice strength, and the distribution of
weaknesses in the ice pack.
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1. Introduction

Detailed spatial observations of the Arctic pack ice velocity field from SAR imagery (e.g.,
Kwok, 2001) show concentrated regions of deformation, especially shear strain. A perspective
view of such features, commonly referred to as linear kinematic features (lkf), is shown in Figure
1. Since the Arctic pack ice is most commonly considered (Hibler, 1979;Pritchard, 2001)) to be
some type of highly heterogeneous rigid plastic continuum, the similarity of these features to slip
lines observed in classical plasticity theory has been noted by a number of authors(Pritchard,
1988; Overland et. al., 1995). While not necessarily inconsistent with plastic deformation
features other authors have emphasized the similarity between these features and the brittle
fracture of biaxially stressed pack ice in the laboratory (Schulson and Hibler, 2004).

Another seemingly similar, but quantitatively different explanation of these zones is to associate
them with coulombic failure zones in two dimensions (Marko and Thompson, 1977, Overland et.
al., 1995). In this strictly static force based explanation, sliding friction along any surface (line)
in two dimensions is related to the normal force acting normal to the surface via some friction
coefficient in an analogous manner to say a particle sliding down an inclined plane. With this
idealization for a given stress state with fixed principal axes ratio it is easy to show by rotating
the stress tensor to given co-ordinate system, that there are conjugate lines along which failure
can occur at a minimum stress level with the intersection of the most likely failure directions
dependent on the friction coefficient. This explanation differs subtly from the plastic flow
definition (Mendelson, 1968) with the slip line being a particular manifestation of plastic flow,
possibly smooth, occurring over a region. In the friction only based argument, for example,
there is considered to be a discontinuous slip no matter how small the scale is. In plane strain
plastic flow based on von mises plasticity theory, on the other hand, in a region of smooth plastic
flow occurring over a finite region (which for plane strain must be pure shear flow with no
dilatation) there are still sets of slip lines in existence even though there is no particular
discontinuity occurring in say, the middle of the flowing region.

Analogous to two dimensional analyses used in soil mechanics , rheologies of two dimensional
pack ice do not always assume normal flow. This is mainly because the system is being
described as two dimensional only as opposed to a special case of three dimensional plasticity;
plane strain for two dimensional systems from Von Mises theory for example. Two dimensional
pack ice rheologies necessarily become more complex because of this.

The extension of slip line/characteristic theory to normal flow rheologies in two dimensions,
most notably the elliptical yield curve proposed for sea ice by Hibler(1979), has been carried out
by Pritchard (1988). In the case of pure shearing deformation, he recovers the classic Von
Mises result yielding slip lines intersecting at 90°, while flow with dilation characteristics occurs
with more acute intersection angles. As in classic plastic flow, these characteristics can exist in a
region of smooth plastic flow. However, the concept is that these characteristics would be
associated with linear kinematic feature directions and character given appropriate boundary
conditions and flow field. In some sense this derivation points out some of the limitations of
normal flow rule descriptions of two dimensional sea ice failure and flow. For example suppose
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we have a coulombic failure criterion, based on the friction coefficient concept, with no
dilatation.

In this paper an the slip line/characteristic line theory is extended to more general two
dimensional pack ice rheologies largely making use of a more direct physical model of linear
kinematic features; namely that they are a zone of plastic failure and flow obeying both the
friction and flow characteristics of an assumed rheology, possibly coulombic. This approach
reduces to the normal flow results in that limit, but otherwise yields different results. The most
notable result is that intersection angles of characteristics, or in our case linear kinematic
features, depends not only on the friction coefficient but the assumed flow characteristics of the
material, especially the material failing in the failure zone. A true slip line can be recovered in
this derivation by assuming no dilatation, and the angles will be less than 90° for a non zero
friction coefficient. However, they will differ (larger) from angles based on simple static friction
arguments. The difference can be traced to the essential physical model rather than the
mathematics. Here for such a case plastic flow over a finite region must be allowed for, so for
example, the failure zone is considered to be an arbitraily narrow region of pure shearing flow.
We note that since this is effectively an implict assumption in plastic continuum models of pack
ice, it is not surprising that this theory has generally been shown to be consistent (Hutchings et
al, 2005; also see examples below) with simulated linear kinematic features using such models.

shear deformation
rate (%/day)

0.2

0.1

50

50

0 o

Figure 1. Example of intersecting linear kinematic features obtained from sequential synthetic aperture
radar (SAR) images over a three-day period in the central Arctic Basin (see Kwok (2001)).
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2. Conceptual framework and scale independent assumptions

To describe the large scale sea ice continuum we consider a rigid ‘plastic’ rheology with some
type of non normal flow rule. The yield curve (Figure 2a) we will use later in the paper with the
viscous plastic (Hibler, 1979) numerical approximation of rigid plastic flow is the modified
coulombic rheology of Hibler and Schulson (2000). The two dimensional failure stress of this
rheology has been taken from biaxial compression brittle failure tests (Schulson and Nickoleyev,
1995) of fresh water Ice. The flow rule for the coulombic failure portion of this yield curve is
taken to vary smoothly from pure dilation at the tensile cusp to pure shear at the intersection of
the compressive cap and the constant coulombic failure surface. It can be shown to be fully
energy dissipative. This overall yield curve reflects the qualitative character of the failure
observed in the laboratory inasmuch as under compressional failure of uniform ice an failure
zone with initial divergence forms. The initial opening is due largely to a series of oriented wing
cracks forming and then deforming in the failure zone. More details on the rheology and its non
normal flow rule are given in Hibler and Schulson(2000). The main point here is that it has a
non normal flow rule. An additional implicit assumption is that this yield curve applies to all
scales from the laboratory to the geophysical scale, albeit with different strengths (Schulson and
Hibler, 2004).

The basic idea of linear kinematic features as a plastic failure zone may be gotten from Figure 2b
which shows numerical simulation results of deformation under a constant stress ratio forcing at
the boundaries of a rectangular grid. (See Hibler and Schulson (2000) for grid and numerical
details.) Basically in this numerical simulation a center grid cell has been taken weaker than all
the other cells so as to initiate or nucleate symmetric damage (actually deformation) strikes.
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Figure 2. a(left hand panel):A coulombic yield curve with non normal flow rule based on laboratory
observations of the brittle failure of ice. The dotted lines are stress states for very small strain rates.
2b(right hand panel): intersecting deformation failure zones obtained by using this yield curve in a
numerical bi-axial stress experiment with a single weakness at the center of the grid. See Hibler and
Schulson (2000), for more details and scale of deformation in 2b. Darker shades indicate higher strain rate
invariants.
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Although the forcing is much simpler than that applying on the geophysical scale, these
deformation zones bear a pronounced similarity to the linear kinematic features shown in Figure
1 above. What we wish to do here is to show that these oriented deformation zones are
effectively mathematical characteristics of the equations of motion of a plastic system obeying a
yield curve, say, similar to Figure 2a. The fact that they have qualitative similarities to the
oriented deformation features in Figure 1 is already clear. To carry out an analysis
demonstrating this we will further idealize these failure zones as shown in Figure 3a to be an
arbitrarily thin deformation zone with the ice on either side moving rigidly. In this deformation
zone and the adjacent rigid ice normal continuity of stresses applies so that referring to the figure
0,, and 0,, are both continuous, while 0,, may be different in the thin ice and the thick ice as the
two stresses do not share a common face.

While there are substantial similarities between these oriented failure zones and the slip lines that
occur when classical volume conserving 3-D plasticity theory (say Von Mises) is applied to a
two dimensional plate, there are important differences. Some of these differences may be
deduced from the two dimensional yield curve and pure shear flow (rule) (Figure 3b) that applies
from Von Mises Theory applied to a two dimensional plate undergoing plane strain (Mendelson,
1968). The main point is that the Von Mises yield curve, being a very special case of the full
three dimensional cylinder yield surface, for plane strain has very restrictive deformation
allowable (only pure shear) with a particular type of failure along (dictated by the tangent to
yield curve) such that the friction characteristics are independent of confining stress. In this case
the idealization of Figure 3a still applies, with the caveat that pure slip along the deformation
zone is now occurring and hence pure shear in the zone.

XX

Figure 3. a(left hand panel): Schematic of narrow idealized deformation zone occurring thru relatively
‘rigid’ sea ice. 3b (right hand panel): Schematic of particular allowable flow and stress for von-mises
plain strain occurring in a thin two dimensional plate.
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3. Equations of motion of Plastic Flow in Oriented Failure Zones

To obtain the equations of motion in the region of the failure zone consider two intersection
failure zones as shown in Fig 4a with a close up view of the strain along one of the failure zones
shown in Fig 4b. Two intersecting failure zones are not essential to the argument; rather the
important point is that the principal stresses in the rigid ice are taken to be aligned as shown by
the boundary arrows in Fig 4a. Since wind and water drag body forces apply to this system the
stresses in the rigid ice are not constant. However, by considering the failure zone sufficiently
small the stress and strain state there (and the boundary stresses along the sides) may be
considered constant.

Considering this region to be in steady state motion (accelerations may also be considered as
d’alembert forces) under fixed wind and water drag forces, we may derive the equations of
motion in the normal engineering fashion (Fung, 1977) by considering the region of 4a (or 4b) to
be arbitrarily small with the stresses on opposing faces to differ by differential amounts do.
Note that with the failure zones present, we are essentially carrying out a double limiting process
here whereby the failure zones are arbitrarily small compared to the scale of the differential
element used to obtain the stress derivative. Summing up the stresses on the face and going to
the limit of do ~ 0 we obtain the normal equation of motion for the differential element

0701" a w d

— VL =F*+F"+F (1)
a l l 1

X

where we have used tensor notation with repeated subscripts summed over i,j =1 to 2 for the two
dimensional system. Here F, F, and F are the i’th cartesian components of the wind drag
and water drag forces and acceleration expressed as a d’alembert force.
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Figure 4. a(left hand panel) Schematic of strain and stress in the region of two intersecting narrow failure
zones. 4b(right hand panel): amplified view of one of the idealized narrow failure zones together with
rigid motion vectors on either side of the zone.
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3.1 Relation of stress and strain rate to failure zone orientation

To proceed further we need to relate the stresses at the faces of the failure zone to the failure
zone orientation. For this purpose we consider a coulombic failure curve with fixed dilatation
and friction shown in principal axis space in Figure 5a. More general cases may be considered
by linearizing the stress strain relations in the stress region of interest. Figure 5b shows the
various stresses and principal axes in the failure zone with the boundary stresses represented in
terms of ratios. In the case of Fig 5a, the principal axis yield curve may be related to shear and
compressive stresses along any given face at failure in a well known manner by os = uo, + b
where O; is the shear stress along the line, o, is the normal stress, u is the coefficient of friction
and b is some constant related to cohesive strength (see for example Hibler and Schulson, 2000).
In the case of plane strain with von mises plastic flow p = 0.

e

5 I":lll|= a|C"m| +1 \
/

" a=cos(2 0')

(b)

Figure 5. a(left hand panel): Coulombic yield curve and flow rule for fixed dilatation in principal axes
space. 5b (right hand panel): Stress states in rigid ice and in a narrow deformation zone.

To derive the orientation dependence for a the fixed dilatation fixed friction failure criterion (Fig.
5a) we take the failure in the deformation zone to be given by o5’ = o’ + 1 where without loss
of generality for this argument we have taken a particular cohesive stress so that o’ = 1 at o, =
0. Referring to Figure 5b, the appropriate mohrs circle construction for the stress state in the
deformation zone is given in Figure 6a. From these figures the shear and compressive stresses
across the deformation zone are given by

a-r

7=(ao, +1)sin2¢) =0,

sin(26) (2)
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o=0,-(ao, +1)cos(2¢) =

(1+r) (1-r)
5 o 5 cos(20) 3)

where the first term on the right-hand sides of (2) and (3) comes from the deformation zone ice
stresses and the second term comes from the ‘rigid ice’ ice stresses. Note that ¢ is the
orientation of the principal axes of the stress state inside the failure zone and may be determined
(see below) from the flow rule and the isotropy of the material inside the zone. Eliminating o’
from equations (1) and (2) we obtain an equation relating the stresses in the rigid ice next to the
failure zone to the orientation of the failure zone and principal directions inside the failure zone

(i+n (-1

y y

d-r

cos(20) = o, Tsin(ze)[wl 1 )

asin(2¢) a’

To find the orientation of the failure zone and hence effectively the equations of motion we
minimize oy with respect to 0 by differentiating (4) with respect to 0 and then setting do,/d0
equal to zero. In the special case that the dilatation angle in Fig. 5a is constant then ¢ is also
fixed as it is dictated by the strain rate during plastic failure at the interface and since the failure
zone is arbitrarily thin there is no strain rate on a face perpendicular to the failure zone. Under
these conditions (see also the strain mohrs circle construction in Fig. 6b) this procedure yields a
preferred lead orientation angle 6. satisfying

1-acos(2¢) _ L

0= e

I+

)

where we may think of u. as the effective internal angle of friction coefficient for normal and
shear stresses along a face (line) parallel to the failure zone. Hence knowing the stress state in a
region we may determine the orientation of an expected failure zone by rotating the stress tensor
to a given face until the normal and shear stresses on that face agree with a relationship T = p.
O, + b where b is some cohesive stress not critical to the direction argument.

shear stress
shear strain

normal
stress

normal
strain

g
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Figure 6. a(left hand panel): mohrs circle construction for the stress state inside the deformation
zone of Figure 5b. 6b (right hand panel): mohrs circle construction for the strain rate state inside
the deformation zone of Figure 5b.

Clearly the important point here is that the flow rule enters this process by dictating the angle
¢ inside the deformation zone. In the special case of a normal flow rule the failure angle 0 is the
same as would be deduced by the friction across an arbitrary face related to the compression
across that face by a friction coefficient which is directly related to the principal axis slope of the
yield curve in Figure 5a. This algebra is shown more completely by Hibler and Schulson (2000),
but briefly that from figure 5a and the mohrs circle constructions in Figure (10) and assuming
isotropy it is easy to show that cos(2¢) = a. Substituting this result into Equation (5) yields
tan(20)= +- tan(2¢) so that 6. = ¢. Relating the slope of the failure surface in Fig. 5a to the
internal angle of friction across a face w(see Hibler and Schulson, 2000), one then obtains
tan(20,)=+-1/u which is the classic result for orientation of failure, based only on stresses and
friction.

An important part of the result here is that the deformation angle will be equal to the internal
angle of friction result only for a normal flow rule. Analysis of the above equations shows that
‘fixed dilatation’ flow rules always yield larger intersection angles than a normal flow rule. For
example, for a coulombic model as in Figure 9a, but with a pure shear flow rule as proposed for
example by Flato and Hibler (1992) and with small dilatation by Tremblay and Mysak (1997),
internal angles of friction () of 90°, 55°,44° and 30° yield intersecting deformation angles of
45°, 51°, 55° and 63°. These can be compared to the predicted intersection angles for a normal
flow rule of 0°, 37°, 46° and 60°. For the von mises case at the allowable failure stress the
tangent stress line corresponds to a zero internal angle of friction and hence intersection angles
of 90° occur for the normal flow rule which applies.

3.2 Characteristics of velocity equations of motion

At this point we turn to obtaining the velocity equations of motion in the deformation zone or
alternatively the velocity gradients between the ‘rigid motions’ on the zone boundaries. While
the algebra above is somewhat extensive, it ultimately reduces to an effective friction coefficient
ue (Equation 5), dependent on the flow and friction characteristics of the assumed yield surface
of material failing in the deformation zone. In particular the effective stress equations of motion
for the plastic failure occurring in the coulombic failure zone are simply that the compressional
stress o on the face is given by some value

o=El (6)

where El is given more specifically by Eq. 3; and within some cohesive constants the shear
stress T across this face is given by

T=UeO (7)
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where . is the effective friction coefficient in Eq. 5. It is important to note here that all the
information on the flow rule enters in this analysis via ¢, the principal angle of the strain rate in
the failure zone, which in turn depends on the fact that there is no stretching or compressing
strain along the lead together with the dilatational flow rule.

To determine the equations of motion in terms of velocity derivatives and hence determine the
mathematical characteristics, we write the stress conditions (6) and (7) on the faces of the failure
zone in strain rates in the zone. To do that in a form complete enough to determine the
characteristics we utilize the general framework developed by Hibler (1977;1979) for expressing
plastic stress in terms of strain rate via a generalized Reiner-Rivlin fluid. In particular, referring
to Figure 5b for the configuration and orientation of the x and y cartesian axes, within constant
pressure terms not relevant to the characteristics argument, the three stress components in the
lead are given by

ou v
oxx=(n+é)£+ég 8)
v ou
Uyy=(77+C)5+C£ )
ou v
o, - "[F 5} (10)

where 1 and € are in general functions of the invariants of the strain rates so that these equations
may be effectively viewed as linearized equations in the region of interest in the deformation
zone.

At this point we need to determine the strain rate in the lead . A rather tedious approach would
be to determine the strain rate in the lead co-ordinate system and the principal axes of the strain
rate. One could then rotate the strain rate to the X, y co-ordinate system. However a much more
direct approach is to use a generalized tensor Gauss theorem and integrate around the square box
in the failure zone noted in Figure 5b. In this figure we have assumed the relative symmetry of
the ‘rigid motion’ of the ice surrounding the failure zone.

Carrying out these integrations and utilizing the stress strain rate equations 8-10 rotated to yield
stresses on the face parallel to the lead, it is easy to show that the resulting stress equations 6,7
are given in terms of velocity gradients across the failure zone by

@+y@=A (11)
ox dy
@+y'&=B (12)
dy ox
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where yy = tan°0 and 0 is now defined as in Figure 5b and is the appropriate angle for the failure
zone for this particular effective friction. Moreover A and B are functions of other constants and
angles defined above. However, it is well know that this system of two first order equations

represents a hyperbolic second order partial differential equation with a characteristic equation
(Mendelson,1968)

d 2
(—y) —tan’6=0. (13)
dx

Solution of this simple characteristic equation yields two real characteristics with slopes

ﬂ=itant9 (14)
dx

which since the 0 in Fig. 5b is chosen to be the angle of the stress zone with the specified stress
conditions, clearly coincide with directions of the two possible deformation zones locally. As a
very easy special case, consider pure shear across the failure zone. In this case it is very easy to
derive equations (11) and (12) with y=y’=l. Hence characteristics are slip lines with intersections
at 90° for this special shear case corresponding to von mises plane strain (Figure 3b).

Briefly summarizing the above derivation: by writing down the equations of motion using a
double limiting procedure the problem of orientation of deformation zones is reduced to either an
energy minimization or confined stress minimization problem locally. Solving this minimization
problem yields orientation of the deformation zones and information on the stresses at the faces
of the deformation zones. Expressing the two stresses on the face in the case that the intersection
angle is properly solved for yields effectively two equations of motion for the velocity gradients
in the deformation zone. These two partial differential equations trivially have characteristics
aligned with failure zone. As the stress state smoothly curves (as long as plastic flow is
occurring) in an actual boundary value solution of sea ice drift using some approximation of
rigid plastic flow, the characteristics smoothly curve in space and could be traced out over any
plastic flow region in a numerical simulation.

Finally, we note that while the von mises plain strain problem is very restrictive, the normal flow
rule two dimensional elliptical yield curve proposed by Hibler(1979) whereby the other stress
states in say, Figure 3b, are available, has been widely applied to the modeling of sea ice
dynamics. Pritchard (1988) has analyzed this case with more traditional energy methods and
finds sets of characteristics that are consistent with our deformation zone analysis here for the
case of normal flow. Insight into this special case of normal flow and differences with the non
normal flow case may be gotten from numerical results in Hibler and Schulson (2000) showing
that stresses in the deformation zone and the ‘rigid ice’ region are identical on all faces at the
optimum orientation angle for a normal flow rule, but not for a non normal flow rule. Hence
strictly speaking the theory here really only applies when weaknesses, cracks, etc cause zones of
failure to develop, whereas normal flow rule theory can apply to uniform strength plastic flow
everywhere with mathematical slip lines everywhere although not necessarily observable as a
relatively discontinuous slip line.
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4. A simple spatial scaling argument for linear kinematic features

As opposed to von mises plain strain, linear kinematic features, which we argue develop in a
similar manner to brittle coulomb failure in the laboratory, almost certainly largely arise from the
presence of imperfections, cracks and generally heterogeneity in strengths and orientation of
weaknesses in the sea ice pack. In addition to the heterogeneous character of pack ice, however,
irregular boundary conditions arising from complex shore lines can result in particular failure
zones as demonstrated by Pritchard et. al. (1977) in the Beaufort sea. This concept of random
weaknesses can also be used to develop a general scaling theory for the spacing between linear
kinematic features, a procedure which yields insight into the general character of sea ice flow
yielding collections of deformation zones as opposed to regions of smooth plastic flow.

Considering sea ice to be a one dimensional plastic system with zero stress under opening and
fixed stress under closing, the one dimensional flow for a constant strength system under a
ramped wind field can be analytically obtained (see e.g., Hibler1984) yielding a result shown
schematically in Figure 7a. This result is consistent with two dimensional viscous-plastic
simulations with fixed strength and uni-directional wind forcing (Hibler,1984). This result is
counter intuitive at first glance because except for an initial region of rigid flow the system is
uniformly converging (or diverging depending on the wind direction. Moreover in this uniform
converging region the ice is undergoing free drift because the plastic stresses are constant
spatially with zero gradient.

In practice, however, the basic paradigm for the formation of oriented flaws under wind fields
with uniform stress gradient, is the presence of weaknesses, possibly oriented, within the ice
field which can nucleate failure zones. These failure zones divide the ice into relatively rigid
plates separated by faults. In principle a scaling derivation for spacing may be carried out by
considering two-dimensional plates, but the mathematics is somewhat involved. The basic
concept can be understood more simply by considering a one-dimensional ice pack with equally
spaced random strength weaknesses.

Fw=AX/2

Wind

Y

Ice Vel
v)

-P-AP

Figure 7. a(left hand panel): Schematic of wind speed and ice velocity for constant ice strength boundary
value solutioin. This general behavior applies whether the wind direction is to the right or left, with the
ice velocity being negative when the wind direction is to the left. 7b (right hand panel): Schematic of
stress variation and wind variation over a rigid region in the one dimensional spacing analysis.
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For such a one dimensional system assume that the ice is confined by a wall on one side, and a
free stress boundary condition on the other side (Figure 7b). The ice is forced along x toward
the wall by a wind stress with constant gradient F, = (Ax/2), and by a linear water drag F,,. The
velocity profile of the failing area will be stepwise, with regions between weak flaws moving
rigidly. On a single rigid region between, say, two equal strength flaws of equal compressive
failure strength -P, there is a balance between the water drag and the average air drag

3

F,=—", 15
w= (15)

where X, is the length of the rigid region. Locally within the rigid region there is an imbalance
between air and water body forces, that is balanced by the stress gradient according to

9 _F_F, (16)
ox

Integrating the stress over the rigid region, and applying boundary conditions we find that the ice
stress in the rigid region (see Figure 11b) is

o= 2t p (17)

Let us imagine now that there are other stronger flaws within the rigid piece, with say the
weakest ‘stronger’ flaw having a strength —P - AP. If this flaw occurs in the middle, it is clear
that there will be a maximum allowable value of of X, beyond which the rigid ‘floe’ breaks in the
middle. This argument leads to a scaling for the spacing Ax between failure zones of

Ax =~ | — (18)

Since in this simple one dimensional case each weakness can be considered a ‘floe’ boundary, it
is clear that depending on the gradient of the wind field collections of floes will clump together
to form a relatively rigid region.

Hutchings et. al. ( 2005) have tested this scaling argument with the viscous plastic rheology
(Hibler, 1979) via a series of one-dimensional numerical experiments with random weaknesses.
A typical one d simulation (not shown) easily demonstrates the formation of initial failure points
with stepwise motion as assumed in the theoretical example above. The scaling was verified by
carrying out a variety of simulations with different wind gradients providing excellent agreement
with this simple one dimensional theory. This simulation also demonstrates the ability of the
highly nonlinear viscous plastic rheology, whereby rigid flow is modeled by a state of very slow
and very viscous flow, to simulate rigid motion and effective discontinuities in velocity.
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An important aspect of this scaling argument is that it is not necessary to have a discrete length
scale that is dictated by say, ice floe size. Indeed, depending on the boundary conditions and
body force gradient discrete floes may ‘stick’ together, a concept which brings rheologies based
on a uniform kinematics of collections of different floe shapes (Bratchie, 1984; Wilchinsky and
Feltham, 2006) into question. Instead we imagine that random weaknesses at all scales in the
pack ice provide the basis for spacing between linear kinematic features together with gradients
in the body forcing fields. One likely source of weaknesses, could be randomly oriented cracks
of different lengths with the length serving effectively as an anisotropic strength of varying
magnitude. In general this overall view is consistent with a scale-invariant view of pack ice
rheology, proposed by Schulson and Hibler (2003), whereby the same ‘plastic’ rheology is
assumed to apply at all scales.

5. Simulation of oriented features for a particular non normal coulombic failure criterion.

For a two dimensional system with random weaknesses, the formation of oriented failure lines
requires weakening to occur. This is because localized weaknesses will typically be surrounded
by stronger ice that prevents oriented failure strikes from propagating, especially in the presence
of water drag (not present in Figure 4a) Plastic failure points when a random distribution of
strengths is utilized can however serve as nucleation sites for initiating failure leading to oriented
concentrated failure zones. In practice if the wind and water drag are chosen properly as well as
weakening rates this general procedure can be very effective in simulating linear kinematic
features (Hibler,2001; Hutchings et. al.  2005).

Since the rheology (Hibler and Schulson,2000) shown in Fig. 2a has a variable flow rule with a
fixed friction angle over the non convergent region of the yield curve the theoretical intersection
angle between linear kinematic features depends on the overall strain state induced in the pack
ice. Moreover, because of the varying flow rule the theoretical expected angle for characteristics
is difficult to determine analytically and is most easily done by numerically minimizing the
dissipation energy in an ideal weak deformation zone as shown in Fig 3b. Numerically
determining the expected intersection angle for given strain rates yields Fig. 8a which shows the
angles for the modified Coulombic rheology of Figure 2a. Also shown are the expected angles
for a normal flow rule elliptical yield curve, also determined numerically. However these
elliptical results apply to any normal flow rule rheology by the above analysis.

Because of the dependence of characteristics on strain, a particularly effective procedure to
simulate intersecting linear kinematic features is to construct a wind field forcing so that the
expected ice drift state would be expected to have a uniform strain everywhere. In addition,
since steady solutions without, say, inertial oscillations typically display pure shearing due to
coriolis forcing (true also observationally when inertial periods are averaged over) to get a
variety of strain rates for comparison to theory it helps greatly to consider water drag with no
turning angle. This overall procedure can effectively be used to compare theoretical and
expected ‘characteristics’ or angles of intersecting deformation zones (Hutchings et. al.,2005)

How effective this procedure can be is demonstrated in Figure 8b and Figure 9 where a wind

field guaranteeing free drift with principal axes ratio of one to 4 (with no water drag turning
angle) is used together with free drift boundary dirchelet conditions. To obviate advection
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effects, the simulation is carried out in a virtual mode where by the ice is not advected but is
weakened gradually in time as divergence occurs locally. Hence there is really no true time scale
for weakening as the ice does not advect. As can be seen from Figure 9b, the initial deformation
field is rather chaotic without any clear oriented structure. However as weakening is allowed to
occur lineated fields in the strain rate begin to form with approximately 60° intersection angles,
and after sufficient weakening as shown in Figure 12b become very pronounced. Similar results
for this idealized forcing can be obtained for the elliptical yield curve with normal flow. There is
some dependence on the wind gradient in the simulations with stronger wind gradient inducing
more oriented features with somewhat smaller intersection angles.
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Figure 8. a(right hand panel):Numerically determined half intersection angles versus ratio of absolute
strain rates for dilatory strain rates up to pure shear for the modified coulombic yield curve of Figure 2a
and for a elliptical yield curve with normal flow rule. 8b (right hand panel): Shear strain field simulated
by utilizing a wind field such that uniform dilatory strain is expected over a region of pack ice, together
with spatially random strengths. This panel shows the simulated shear without weakening or
strengthening.

The multi-scale character of deformation (Fig. 8b) and linear kinematic features (Fig. 9)
demonstrated by these viscous-plastic (vp) simulations also refute the assertion by Weiss et. al.
(2007) that a vp rheology cannot be used to effectively simulate essential features of fracture.
The difficulty of course, is that in Weiss et al.’s comparison of strain to stress, a non-stiff viscous
closure was assumed to apply to the vp conceptual model. To properly simulate features as in
Fig. 8b and 9 a very stiff closure must be used (strain<.001/day for creep) so that ‘rigid’ motion
is effectively modeled and to insure that ‘rigid’ deformation energy losses are negligible. These
limits are off the scale in the so called ‘viscous’ comparison of Weiss et. al (2007) ; instead their
comparison applies to plastic failure. Moreover with random weaknesses, as used here, there
will be a nested set of yield surfaces similar to what Weiss et. al. (2007) claim can only be
achieved by non vp models with different yield surface shapes.

Although not shown complications arise when a turning angle in the wind is utilized (see
Hutchings et. al.,2005). Beyond the pure strain problem, here the two dimensional wind stress
field is not alligned with the resulting ice strain field in contrast to the no turning angle drag case.
As a consequence orientated deformation zones in only one direction are preferentially obtained
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with this direction depending on whether a ‘high’ or ‘low’ pressure forcing is used. Since most
sea ice models used in climate models make use of the ellptical yield curve, or if not than a
normal flow rule, the pure shear case yields a much more pronounced 90 degree intersection
angle not in agreement with observations. Inspection of very high resolution simulations by
Mazlowski et. al, (2000) for example, is an example of this. The modified coulombic failure
does better although the angle is still a bit large. In general much of the issue here may be due
the simple boundary layer drag being used here which also damps out inertial variability (Heil
and Hibler, 2002 ) In reality, and resulting from embedded simulations, where no boundary
layer drag is used, the ice undergoes substantial inertial variability with attendant wide swings in
the deformation rate rate ratios. Indeed, Hutchings et al (2005) showed that including an
imbedded model in basin wide simulations resulted in enchanced linear kinematic features. A
major point here is that the embedded model has no artificial energy loss to water drag, so
considerably more energy is available for forming complex deformation features.
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Figure 9. Simulated linear kinematic features obtained by utilizing a wind field such that uniform dilatory
strain is expected over a region of pack ice. Random strengths are allowed initially and weakening
without advection is allowed to occur. Linear kinematic features develop naturally in the simulation as
weakening progresses and serve to divide the pack into regions of relatively rigid motion.

6. Concluding Remarks

The basic theme of this paper has been to introduce a general theory for failure zones in the
Arctic pack ice which are construed to be narrow zones where plastic failure, in general obeying
a non normal flow rule, is occurring. The main results of this theory are that not only the friction
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characteristics but the assumed flow characteristics affect the expected intersection angles of
expected linear kinematic features. Numerical simulations of a heterogeneous ice pack clearly
demonstrate the capability of existing nonlinear viscous plastic rheologies to simulate such
features, provided damage, in terms of weakening pack ice in the zone, is allowed to occur.
Moreover the intersection angles simulated agree generally with the theory, and in the limit of
largely pure shear deformation are significantly more acute than normal flow rule rheologies.
The angles are less acute than what may be obtained from simple sliding friction arguments.
However such arguments must necessarily assume a clean sliding friction across a given line
over very long distances. Because of the complex failure processes occurring on both the
geophysical scale (irregular flows, jagged leads, cracks and ridges) as well as on the lab scale
(complex wing crack formation) it seems that in practice a finite failure zone is indeed a very
physical assumption.

We also note that the overall conceptual framework used here differs considerably from the
kinematics of floes approach used to develop ice rheology utilized by a number authors. Here a
complex mix of heterogeneous and possibly oriented weaknesses with the application of
dynamics leads to the formation of typical ‘ice floe’ scales, or at least the scale for separation of
major linear kinematic features. The essential concept here is that the kinematic approach
(specifying a given plane strain field on a system of idealized floes) is almost impossible to
justify as arising from an actual solution of body forces applied to the pack ice, inasmuch as
depending on the boundary conditions and external forces, various flows end up either sticking
together or possibly fracturing. Otherwise a true momentum balance is not achieved.
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Developments of sea ice polycrystals from the sea surface are simulated under two-dimensional
approximation by combining numerical models for crystal growth, salinity diffusion and flux of
heat. Anisotropic growth of ice crystals from a number of nuclei and their mutual impingements
are numerically reproduced by a simple and novel technique, named Voronoi dynamics. In an
extreme case where the growth rate is isotropic and the initial salinity is zero, resultant
microstructure consists of Voronoi polyhedron. Discharge of salt from solidified region and
salinity condensation at the solid-liquid interface are also taken into the simulation. Diffusion
process of salinity and heat flux are evaluated by solving equations for diffusion and heat
conduction, and growth of ice crystals is affected by these two factors. Results show that layer
of granular grains are formed near the sea surface and columnar shaped grains develop below it.
Brine regions are mainly formed along grain boundaries in the layer of granular grains, while in
the region of columnar shaped grains, brine regions exist both along grain boundaries and inside
grains. Columnar shaped crystal grains consist of ice platelets growing in the vertical direction
and brine layers are sandwiched between them. Mechanism for the formation of this
substructure, ice platelets and brine layers is discussed in terms of Mullins-Sekerka type
instability of solid-liquid interface and temperature gradient due to cooling from sea surface.
These microstructural features are in accordance with experimental observations.
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1. Introduction

Sea ice covers a vast area of oceans near the north and south poles and has many impacts on the
environment of the earth (e.g. Weeks and Ackley (1982), , Wakatsuchi (2002), Eicken (2003)).
An important effect among those is that the sea ice reflects sunlight and obstructs thermal energy
to be absorbed in sea water. Therefore, the process of growth and decay of sea ice is a matter of
interest.

When the sea water starts to freeze, most of salt content is discharged from ice crystals into
liquid area because the solubility limit of salt in the crystal lattice of ice is very small. However,
a number of small volumes of saline water, called brine regions, and air pores remain in crystal
grains of ice or at grain boundaries. That is, sea ice is a porous material which is composed of
pure ice crystals, brines and air inclusions. Microstructures of such ice crystals with many brine
regions play a major role in the macroscopic mechanical response of ice sheet. For example,
strength of sea ice is affected by brine content and its distribution in the sea ice, as well as its
grain size and temperature. Assure (1958) developed pore microstructural model of sea ice and
analyzed the relationship between the brine volume and macroscopic strength of sea ice. By
using a Monte Carlo percolation model, Golden et al. (1998) showed that sea ice has a fluid
permeability when volume fraction of brine regions is higher than 5 %. As stated above,
physical behaviors of sea ice are closely linked to its microstructures and studies on the
microstructure are very important.

Shape of ice crystals is determined by the environmental conditions under which the ice has
formed (Weeks and Ackley (1982)), and its behaviors also changes with the shape. So far, the
growth process of ice crystals at molecular scale were studied by using molecular dynamics
simulations (Noda et al. (2004)), and pattern formation of ice crystals were analyzed by using a
discotic ice crystal model (Yokoyama et al. (2000)). Experimental observations of pattern
formation of ice crystals in supercooled water (Shimada et al. (1997)) were also made. However,
behaviors of sea ice are also largely influenced by their mesoscopic structure where a lot of
crystal grains and brine regions contribute. In this paper, we focus our attention at the growth
process and interaction of many ice crystals and formation mechanism of brine regions at
mesoscopic level.

In the previous studies, we developed a simple and numerically efficient simulation technique
named Voronoi dynamics for the anisotropic growth of ice crystals and their impingements
(Ohashi et. al. (2004), Kawano and Ohashi (2006), Ohashi and Kawano (2007)). Diffusion and
condensation process of salinity in the seawater was also taken into account recently (Ohashi and
Kawano (2007)), and it was found that Mullins-Sekerka type instability was formed at liquid-
solid interface when the diffusion process governed the growth. This effect induced branching of
individual crystals and resulted in a formation of lamellar shaped structure of ice platelets and
brine layers. However, the effect of temperature gradient was not considered in the simulation.
In this paper, heat transfer by conduction is incorporated into the model and we simulate cooling
process of seawater from the sea surface.

2. Numerical procedure

2.1 Crystal growth model and solidification condition
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Let us imagine the process where crystal grains grow from nuclei of crystals and impinge each
other. During this process, crystal grains which have faster growth rate and earlier nucleation
time occupy larger areas than others. In order to reproduce such process numerically, we use
following technique, named Voronoi dynamics (Fig. 1).

(1) We assume a simulation space which is divided into small cells, and nuclei are put in the
space. Each nucleus has a certain growth rate g, character number k£ and nucleation time. All
the cells are initially given character number “-1”, which means the cells are liquid (Fig.1
(a)).

(2) A time increment Af is set so as that A¢X (the maximum growth rate) is less than the
minimum size of the cell.

(3) Then, we advance the time from ¢ to #+4¢, and check if growths from nuclei reach to each cell.
If growth of a nucleus with the character number k reaches to a cell, and if the cell is
touching to a cell that was already solidified and had character number k, the character
number of the cell is changed from -1 to k, which means the cell is solidified (Fig.1 (b)).

(4) The procedure (3) is repeated with a time interval 4¢ and solidification of cells progresses.
After a certain time increments, aggregates of solidified cells with the same character number
are formed and each of them are individual crystal grains (Fig.1 (c)).

BB solidified cell
Liquid cell @@@ Nucleation position

FIEIEIEIEIEE

-1
-1
-1

-1 | 4
-1
-1
-1

_+__._._._

(@) (b) (©)

Figure 1. Schematic illustration of Voronoi dynamics technique.

In the above procedure, crystal structures are built up as a result of scrambles for the area (cells)
by the nuclei, and only the geometrical effect by the mutual impingement of growth of the
crystallites is considered. However, when ice crystals grow in sea water, salt content in sea
water is discharged from ice crystals into solid-liquid interface during crystal growth, and the
salinity is condensed at the interface and such high salinity impedes the growth of crystals. To
reproduce this effect, we incorporate the following model into the Voronoi dynamics scheme.

When a liquid cell solidifies, salt content in the cell is discharged to its neighboring cells. Fig.3
schematically illustrates the movement of salt content from a newly solidified cell. We assume
that the salt is equally distributed from the newly solidified cell to its neighboring non-solidified
cell(s).

Relationship between salinity Sj and solidification temperature T of sea water is approximately
given by a monotonically decreasing function of S} 2,
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r =225 5315 (250.15<7 <273.15). [1]
S, ~1000

Liquid cells can solidify when the temperature is lower than the solidification point, and this
condition is added to the solidification condition of Voronoi dynamics.

N\ Solidified cell

| Newly solidified cell

\ mian
\\ =

Liquid cell

Figure 2. Discharge of salinity from newly solidified cell.
All the discharged salinity is distributed equally to
neighboring liquid cells.

2.2 Salinity diffusion and conduction of heat
Diffusion of salinity is expressed by Fick’s second low:

2
;alt + a C;alt , [2]
Ox oy

where Cy,r and D denote density and diffusion coefficient of salt, respectively. Salinity diffusion
process occurs only between liquid cells. Temperature 7 changes by conduction of heat and the
temperature distribution is governed by the following equation:

oT o’'T o°T
o _, 2T, 2T, [3]
ot ox> oy’

salt — D
ot

ac (azc

where a is the thermal diffusivity. Physical constants for seawater or pure ice are used in each of
the cells in accordance with their liquid or solid state. Egs. [2] and [3] are discretized by using
the same space grid as the one used for the Voronoi dynamics and solved by finite difference
method with forward Euler’s time integration scheme.

2.3 Growth rate model of nuclei

Generally, ice crystals have a six-fold symmetricity in the basal plane and growth rate is not isotropic.
For the expression of such anisotropic growth characteristics, we assume that c-axis of nuclei is normal to
the simulation space and the growth rate g in the basal plane is expressed by a simple equation given by:

g (0)=g,+g,.x cos(ns6+ oc(k)) ) [4]
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where, gy denotes the average growth rate, g,. gives the magnitude of deviation from the average,
and integer number ny(=6) defines the number of symmetricity, and 6 is the direction of growth.
a, which is given by a random number between 0 and 2x, defines the orientation of crystallites

(Fig. 3).
/ /TB(2 8 ux
/
. L/

<>

0 0

Figure 3. Anisotropic growth rate given by eq. [4].

3. Results and discussion

Let us assume a homogeneous sea water area for the simulation space. Dimension of the space is
50x150mm” and the space stands vertically. The upper edge of the space coincides to the sea surface and
the space is filled with sea water with salinity 35 %o. 30 points are randomly chosen near the upper edge
of the simulation space as the candidate position for nucleation of crystallites. The nucleation is supposed
to takes place when the temperature at the candidate position becomes lower than the solidification
temperature 7. Physical constants of ice and seawater used in the both simulations are shown in Table.1.
Two simulations are performed with different conditions for temperature and growth rate of crystals.

Table 1. Physical constants used in the present simulations.

Ice Seawater

Diffusion coefficient of 10
6.8x10

salt D [m?/s] )

Specific heat c[J/kgK] 2040 4217

D1ffus1V1t2y of heat L 17x10° 0.139%10°

a[m’/s]

Density p[kg/m’] 916.8 1000

In the first simulation, we assume that gy=0.00106mm/s, Ranisorropy=0.3 and n=6. The whole
simulation space is kept at -4°C during crystal growth. Obtained results are shown in Fig. 4.

In the second simulation, g¢=0.1 mm/s and initial temperature in the whole simulation space is -
1°C. Then, the sea surface is cooled and kept at -5°C, while the bottom of the space is kept at -
1°C. In this condition, temperature gradient is developed in the specimen with progress of time.
Obtained results are shown in Fig. 5.

Figs.4 (a)-(e) and Fig.5 (1) show salinity distributions and Figs.5 (a)-(e) depict distributions of degree of
supercooling 6[%] which is defined by:
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c=—"—""x100 [8]
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In these figures, white regions show crystals. Fig.4 (f) and Fig.5 (f) show crystal structure at £=5000s,
where individual grains are identified by different gray colors. Figs.5 (g)-(k) show change of temperature
distribution with time. Fig. 5 (1) is the salinity distribution at £=5000s.

Fig. 4 shows the results of the first simulation where temperature is maintained uniform and
constant throughout the simulation schedule. In the initial stage of crystal growth (Fig.4(a), (b)),
the crystallites grow mostly independently in stellar shape. Salt is discharged from solidified
area to their environments and high salinity layers build up around them. Degree of supercooling
near the ice-seawater interface is small due to the high salinity layers and crystal growth
becomes to be governed by salinity diffusion process. Once this condition is formed,
solidification progresses more at protrudent place where diffusion of salinity is quicker. The
protrusion is amplified with time and the growth is unstable. As a result, the solid-liquid
interfaces which are initially smooth become to be rough and areas of condensed seawater are
formed at small concave regions between protruded solid regions.

In the concave region, space for diffusion is limited and its salinity is not easily lowered. Thus,
the condensed sea water in the concave regions becomes to be difficult to solidify, and the
regions turn out to be non-solidified regions within the grains. This phenomenon is observed not
only in the early stages of crystal growth where granular shaped grains are formed near the
surface but also in the stages where columnar shaped grains are formed at lower part of the sea

ice (Fig.4 (c)-(e)).

Next, we observe the result of the simulation with considering the effect of temperature gradient
(Fig. 5). In the early stages of the crystal growth (Fig.5(a)), where ice crystals has not
completely covered the sea surface, a layer of high degrees of supercooling build up near the sea
surface. Thus, growth rates of the crystals become faster in horizontal direction than in
downward direction, and the growth mainly develops near the surface (Fig.5 (b)). Since the
diffusivity of heat is higher in the ice crystal than that in the seawater, then the temperature in
and around the crystal becomes lower (Fig.5 (g), (h)). Once the surface is covered by the sea ice

70

%00

35

(a)r=50s (b)r=200s (c)r=400s (d)=1000s (e)=5000s (H=5000s

Figure 4. Obtained results when temperature gradient does not exist. (a)-(e) are
salinity distributions and (f) shows crystal structure.
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and the thickness of the sea ice increases (Figs. 5 (i), (j)), temperature distribution in the
horizontal direction becomes more uniform. After that, fluctuation of temperature in the
horizontal direction is kept very small and temperature at deeper level decreases with time (Fig.5

(k).

Growth of ice crystals at solid-liquid interface becomes unstable by the effect of high salinity layers,
which is similar to the case shown in Fig.4, and condensed seawater is trapped within the ice crystals in
the granular zone. However, in the zone of columnar crystals, formation process of brine regions differs
from that obtained in the first simulation. In the zone of columnar shaped grains of Fig. 5, growth rate of
most grains in the downward direction becomes almost the same due to the effect of uniform temperature
in the horizontal direction. Then, growth rates of thin ice arms protruded from irregularities at interface

Close-up

(@)=10s  (b)=30s (c)r=50s (d)=300s (e)r=5000s (H)=5000s

[— —
! R— %
c %o m
-2 4
3 o
4 ||
5 L 35

(@)=10s (h)=30s (i)r=50s (j)=300s (k)=5000s (D=5000s
Figure 5. Obtained results when temperature gradient exists in the specimen. (a)-(e)

are distributions of degrees of supercooling of seawater, (f) is crystal structure, (g)-(k)
are temperature distributions and (1) shows salinity distribution.
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also become almost the same and growth directions also align. Areas of condensed sea water are left
behind between the protrusions, and the tips of the protrusions keep advancing in the downward direction
without connecting each other due to the condensed seawater between them and high temperature around
the tips (Fig.5 (d)). As a result, in the columnar zone ice, lamellar-like structure which consists of brine
layers and thin ice plates are formed in the vertical direction (Fig. 5 (e), (f)).

Fig.5 (1) shows the distribution of salinity at £=5000 s. We find that salinity near the sea surface is higher.
This is because the temperature is lower near the sea surface (Fig.5 (k)) and solidification is easier. As a
result, areas of brine regions near the sea surface become smaller than those in the lower part of the sea
ice.

4. Conclusion

In this paper, we numerically simulated the growth process of sea ice polycrystals by using
models for crystal growth, salinity diffusion and heat conduction. The results can be
summarized as follows.

1. By the effect of temperature gradient, fine branching arms of growing crystals aligned in
vertical direction, and they formed lamellar like structure.

2. By the effect of temperature gradient, sizes of brine regions became smaller near sea surface
than those at deep place of the sea ice.

3. By the effect of temperature gradient, salinity in the brines at shallower place in the sea ice
crystal was higher than those at deeper place.
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A new concept for offshore offloading in ice-infested waters is tested in the Large Ice Tank at
the Hamburg Ship Model Basin. The test scale was 1:24, and the model was equipped with
propulsion and a dry mooring system. The concept, Arctic Tandem Offloading Terminal
(ATOT), comprises two units; a moored offloading icebreaker (OIB) and an offloading tanker
moored in tandem.

The three basic operational modes of the ATOT are; the OIB moored alone, close loading mode
and distant loading mode. These modes are related to the following physical environmental
conditions: 1) the OIB moored alone in severe ice conditions, 2) close loading in medium and
heavy ice conditions, 3) distant loading mode in light ice conditions and open water. The system
is disconnectable making it promising for year-around operation in challenging environments
such as the Eastern Barents and Kara Seas.

The OIB is connected to a sub-surface turret mooring and riser system while the tanker is
moored on a dry mooring through deck winches on the OIB. The OIB is a purpose designed
vessel for operation in ice with azimuth propulsion units fore and aft with an installed power of
20-40 MW depending on the ice conditions to operate in. The sub surface mooring system of the
OIB contains a heavy duty spread mooring system with a preliminary horizontal station keeping
load capacity up to 40 MN. The mooring system will be connected via a quick disconnectable
turret system to the OIB. During the summer of 2007 a series of model testing of the concept was
performed showing promising capabilities.
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1 Introduction

All-year offshore offloading of hydrocarbons is considered to be a critical factor for safe and
sound oil production in ice-infested waters. The present experience with offshore offloading in
ice is quite meager. Exceptions are the loading of oil at Varandey in the Pechora Sea and
extended-season operations off Sakhalin. Meanwhile substantial efforts are made to identify the
technical challenges and to develop robust concepts for all-year offshore offloading in Arctic
waters. StatoilHydro has together with industry partners developed a new offshore offloading
terminal for oil in ice intended for both shallow and deep waters. This concept, the Arctic
Tandem Offloading Terminal (ATOT), is in an early development stage and the concept features
and preliminary design are presented herein. The concept is designed for conditions occurring in
the Barents Sea, Kara Sea and off Sakhalin and is tested in extreme first year sea ice conditions
met in those areas.

The model tests were performed at the Large Ice Model Basin at Hamburg Ship Model Basin
(HSVA). The ice tank is 78 m long, 10 m wide and 2.5 m deep. The model test was performed in
a model scale, A=24 which fulfils the Froude and Cauchy similarities (Aston, 1986). Level ice
and first year sea ice ridges were produced according to HSVA in-house developed ice
production method and to ITTC-Recommended practice (1999a,b,c). Details of ridge production
are found in Jensen et al. (2002) and Heyland et al. (2002).

2 Potential concepts for arctic waters

An overview of some concepts for offloading in ice is presented in Bonnemaire et al. (2007). The
concepts are grouped into: 1) A variety of fixed terminal designs, 2) Loading behind a GBS
structure 3) Tandem loading from a fixed tower or moored vessel, 4) Single anchored vessels and
5) Sub surface moored vessels. There are various obstacles connected to all these concepts such
as ice drift and drift changes. The present work aims at presenting possible solutions to key
challenges and also use of attractive elements of the offloading concepts outlined in Figure 1.

1
\Predominant direction

Figure 1. Offloading concepts for operations in the Arctic. 1) Terminal with pronounced ice drift
direction, 2) Loading from a Gravity Base Structure, 3) Tandem loading from a production
vessel and a loading tower, respectively 4) Single anchored vessel with ice management and
a sub surface solution.
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3 Some major challenges in ice related to mooring

In cold waters the presence of ice creates a number of additional challenges compared to open
water operations. The major factors are:

e Ice features: type of ice, dimensions and velocities.

e Physical ice properties: strengths, temperature and porosity.

First-year sea ice ridges may exert severe loadings on a moored structure and the keel imposes a
risk for the sub surface system.

Important operational enhancement of a moored vessel in ice is done by introduction of
propulsion appendices. These are important to reduce risk for overloading due to lack of control
of ice accumulation and pile up. Examples are found in Bonnemaire et al. (2007).

Drift and dynamic motions of the ice will govern the challenges related to the operability of a
moored vessel in ice, and such motions may also cause the main ice load events. On the other
hand, land-fast ice may create other challenges related to operations. Drift of sea ice, with land as
an escalation parameter, is also a source for tight ice conditions and pressure in the ice cover,
which in some cases will make operations and management very challenging and probably
impossible to perform. The variability of the ice drift is high and changes in drift directions, zero
drift periods and drift speeds of 1 m/s may be expected dependent on the location.

Figure 1 shows the different concepts that were evaluated and Figure 2 displays results in terms
of downtime corresponding to the needed loading window, presented by Bonnemaire (2005).
From Figure 2 it is seen that the significant change in downtime occurs when the loading
window exceeds 5-6 hours, which is linked to tidal oscillations in the ice cover.

Ice drift downtime
1

0.8
/Tower or SAL -~
0.6/ P
r %
0.4 e

0.2 /’:// _~ Armoured STL

0 5 10 15 20
Min. loading window [h]
Figure 2 Operability in drifting ice; Downtime due to ice drift events for different loading concepts
with full ice management (Bonnemaire, 2005).

Severe ridges may have keels with drafts exceeding the draft of a moored vessel. Icebreaking
bows operate in downwards bending and ice is pushed down as shown in Figure 3. This poses
risk for the sub surface systems such as mooring and risers which have to be considered in the
design. Impact can be reduced by hull design, clearing of appendices from the hull and
installation of propulsion units.
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Figure 3 Under-water pictures taken during testing of tanker concept in severe ice ridge conditions.
Constant ice impact, but no accumulation of ice was experienced during the tests
(Bonnemaire et al., 2007).

4  Features of the ATOT concept in ice conditions and the modeling technique

The Arctic Tandem Offloading Terminal (ATOT) concept comprises two units; a moored
offloading icebreaker (OIB) and an offloading tanker in tandem. The three basic operational
modes of the ATOT are: the OIB moored alone, close loading mode and distant loading mode.
These modes are related to the physical environmental conditions: 1) the OIB moored alone in
very severe ice conditions, 2) close loading in medium and heavy ice conditions, 3) distant
loading mode in light ice conditions and open water. The latter is primarily affected by waves,
and was not a part of the test program. The station-keeping is built around a heavy sub surface
turret mooring on the OIB and a limited force controlled mooring system based on wire winches
between the tanker and OIB in close loading and a flexible hawser system in distant loading
mode. Loading is performed via a double riser system.

Figure 4 The tested Arctic Tandem Offloading Terminal (ATOT) in close loading mode in ice.

4.1 Mooring and riser systems

The basic mooring system of the tanker is in tandem at the OIB stern. The distant mooring
system has a preliminary design of two hawser winches with 150 kN pull in capacity and 2 MN
maximum load capacity. In far mode the tanker is moored 60 m behind the OIB. The tested
configuration for ice operations is the mooring system for close loading comprising two wire
winches on the OIB aft deck, with a preliminary design of 2 MN pull power and 3 MN brake
power, with a payout rate of 1 m/s. The system is able to disconnect within seconds. The load
capacity is based on an operating philosophy that the tanker should have a rapid loading cycle,
1.e. stay in the wake as short as possible and avoid any load scenarios that involve changing drift
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directions of the ice. Figure 5b) gives an overview of the tanker mooring system, and details of
the model set-up is found in Aksnes et al., (2008).

The loading has a preliminary design consisting of two 20 inch risers, flexible hoses between the
OIB and the tanker via an A-frame at the aft of the OIB, and bow loading at the tanker. Double
risers enhance the loading capacity, and make a loading window of 6 hours possible. Also the
flow insurance will be enhanced by several bypass systems that enable circulation in the system.
Figure 5a shows a principle sketch of a flow diagram for the ATOT.

Connection of the tanker will be done by pilot lines from the OIB. This system has to be
developed in more details, but the standard pneumatic line thrower (shooting lines) is a well-
proven solution. Also use of a service vessel is a possible solution, as a standard or a backup
solution.

(b)

11

Figure 5. a) Flow diagram for the ATOT showing the turret and flexible hose system, b) the tanker
mooring arrangement and tanker hose system in distant loading mode.

The sub surface mooring system of the OIB contains a heavy duty spread mooring system with a
preliminary horizontal station keeping load capacity up to 40 MN. The mooring system will be
connected via a quick disconnectable turret system to the OIB. The double 20 inch riser system
needs a special protection towards ice impact. The present design contains an armored riser
system, designed for ice impact of blocks that could be up to 100 to 200 tons. Figure 6 gives an
overview of the sub surface turret and riser design. Model testing was performed with a dry
mooring system, reported in Bonnemaire et al. (2008b). A dry system gives some important
additional features in ice model testing, as the system can move in both X-Y directions, and drift
curvatures are possible to model.

Connection of a turret system in ice is pointed out as a challenging operation. This is not tested

so far. One of the concept features is that the number of connections of the sub surface system
should be limited.
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Figure 6 The ATOT in close loading mode in ice with the sub surface mooring and riser system
displayed.

4.2 Vessel design

The most basic principle in ice breaking processes is the difference between crushing and
bending failure of ice. Transport and escape of ice are critical for maintaining a safe station-
keeping in ice. These are important aspects in design of a vessel operating in ice. Typically the
icebreaking vessels have a high capacity breaking feature in front and aft while the sides have
very limited capabilities in breaking. Figure 7 gives an overview of the icebreaking tanker. The
characteristic features, without large modifications of a traditional tanker, will be a long parallel
mid-body vessel with flat hull sides. The tanker will also have a variable draft in ballast and
loaded conditions. These limitations restrict the capability of the tanker for ice breaking
operations even though the tanker has good ice breaking capability both ahead and astern.

Figure 7 Tanker design, 265 m Ly,, 80 000 DWT, for both ahead and astern ice breaking.
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Table 1 Dimensions of the tanker model and corresponding values in full scale

TANKER Full scale model scale
LOA, m 287.6 11.98
Lpp m 264.2 11.00
B midship, m 35.5 1.48
T, m 15 0.63
Displacement (appr.), t 108 000 7.81
Dead weight, t 80 000 5.78

The OIB is a highly specialized vessel designed with an optimized hull design as an icebreaker
with a reamer solution, but at the time same presenting proper open water performances. This is
obtained by allowing trimming of the vessel in ice to a draft of 14 m and thereby making use of
the reamers while in light ice conditions and open water the draft is only 12 m (see Figure 8).
The vessel is further equipped with azimuth propulsion units both fore and aft. The azimuth
propulsion enhances the maneuverability of the vessel in ice. When the OIB operates in single
mode on its turret, the propulsion will operate in a semi-DP mode to maintain stability and
heading of the OIB in severe ice conditions. The installed power will be dependent on ice
conditions and type of propulsion, and is foreseen to be in the range of 20 MW to 30 MW. The
corresponding bollard pull is 2.5 MN to 4.5 MN dependent of power and propulsion design (i.e.
nozzles). This bollard pull will enable the vessel to operate in severe heavy ice and straight drift
without mooring assistance.

Figure 8 Preliminary OIB hull and propulsion design, 109 m L, 21 000 tons displacement.

Table 2 Dimensions of the OIB model and corresponding values in full scale

(0]]2] Full scale model scale
LOA, m 133 5.54
Lpp m 108.8 4.53

B midship, m 26-30 1.08 -1.25
T, m 13.5-14.0 0.58
Displacement (appr.), t 20 800 1.50
Stem angle, ° 20 20
Flare angle , ° 25 25
Buttock angle , ° 18 18
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4.3 lce operations

The basic mode of loading in ice is close loading. This mode eases the operations in ice by
reducing the impact from ice on the tanker due to the wake made by the OIB. Further this mode
limits the freedom between the tanker and the OIB. The latter has an aft propulsion system that is
designed to minimize ice impact and do ice clearing and avoid possible accumulation of ice. The
forward propulsion units of the OIB will also be used for reducing the ice transport along the hull
and thus minimize the impact from ice on the sub surface systems. A second and important effect
will be the channel widening and thereby increased maneuverability of the OIB. Details of the
operation and model setup are found in Bonnemaire et al. (2008a).

The ATOT quick disconnection system is designed to release the tanker within a short time
window (seconds). Further the OIB has a quick disconnection system via a sub surface turret
system. Prepared for disconnection the turret can be released within a minute. The disconnection
ability together with a risk management system secures a safe operation of the system, and the
design loads and performance of the ATOT in the three modes define the operation envelope:

e The possibility of disconnection associates a high reliability level required for safe
operation and the regularity level needed for cost-effective development and operation.

e The operational envelope and design philosophy can be defined, i.e. shut down
procedures as a part of the overall safety, and rare events such as multi-year ice, icebergs
could be disregarded in design as a shut down condition.

e The collision risk is higher when operating in ice, but the likelihood for a collision is
reduced with the disconnectable system of the OIB compared to a scenario with a fixed
structure. The mooring also makes a softer system that enables energy accumulation
without structural damage.

e Sub surface connection in ice is considered as a much more extensive operation in ice
than open water. The sub surface mooring has a strong design, further the OIB is a high
capacity ice breaking vessel. Together this enables the OIB to stay on in severe ice
conditions, and reduce the number of connections/disconnections to a minimum.

e The concept also operates with a standby/escort icebreaker vessel, included in the risk
management system as an observation and ice watch/management vessel.

e The variability in ice drift and sudden drift changes represent a challenge. Thus the best
approach to maintain a high uptime in such ice conditions is to restrict the loading
window. Loading windows in the range of six hours is believed to have a downtime less
than 40 %, and possibly in the range of 20-30 % in actual drift conditions as measured in
the Eastern Barents Sea.
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5 Model test program and measurements

An extensive measurement program was introduced for the testing. The test set-up included a
number of sensors that gave various measurements. The following measurements were
performed:

e Carriage speed and position,

e OIB response: surge, sway and heave positions and acceleration, pitch and roll angles and
yaw angle rate,

e Tanker response: relative surge, sway, yaw between the vessels, relative elevation
between the OIB stern and the tanker bow.

e OIB azimuth propellers: rotation speed, angular position, torque, thrust (only starbord
bow), horizontal forces on the pods,

e OIB mooring forces: tri-axial forces between the vessel and the mooring column, and the
tension in each mooring cable

e Tanker mooring forces: linear forces in the mooring lines
¢ Dummy mooring buoy: tri-axial forces between the bucket and the OIB hull.
In addition, underwater and above water video records and pictures documented the tests.
The model testing include all together a program of four ice sheets, two with the OIB operation

alone in single mode, and two with the ATOT in close loading mode. Tables 3 to 6 give an
overview of the performed tests.

Table 3. Model test #1000 series, OIB alone

#1000 series — OIB alone — Stiff mooring — Level ice, ridges and rubble field

Model scale Full scale
Ice drift speed: 0.102 m/s 0.5m/s
Level ice thickness: 44 mm 1.05m
Average ice strength: 24 kPa 575 kPa
Max ridge keel depth + sail height: 650 + 90 mm 15.6+2.16 m
Ridge consolidation: Severe (~ 3 level ice thickness)
Rubble field thickness: 180 mm 43m
Mooring stiffness: 7.7 KN/m 4.4 MN/m
Propulsion power: 4x105W 4x7.1MW

End pt for the front Max point of
Curtain of the UlY-video carriage bow of 0I5
1110 series 10 20 20 40 50 0

e e e B A e e e L e s e B e e s e L s s e s s B e L s e e e e e LA s s s s S e

Level ice Ridge
0% 100%

Man-cariage

10 20 30 40

Figure 9 Example of testing trace; overview of model test #1110, OIB in straight mode in level ice
and ridges, spot turning in level ice.
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Table 4. Model test #2000 series, OIB alone

#2000 series — OIB alone — Soft mooring — Level ice, ridges and broken ice

Model scale Full scale
Ice drift speed: 0.102 m/s (#2120: 0.306 m/s) 0.5 m/s (#2120: 1.5 m/s)
Level ice thickness: 39 mm 0.94 m
Average ice strength: 15 kPa 360 kPa
Max ridge keel depth + sail height: 370 + 140 mm 89+34m
Ridge consolidation: Light (~ 1 level ice thickness)
Mooring stiffness: 3.9 kN/m 2.2 MN/m
Propulsion power: 4x60W 4 x4 MW

Lurain
2300 series 10

20 30 40 50 50
L B e L

Broken ice

main-carrage

10 20 30 40 60

Figure 10 Example of testing trace; overview of model test #2300, OIB in variable ice drift, broken
ice.

Table 5. Model test #3000 series, OIB and tanker in close tow

#3000 series — OIB + tanker in close tow — Soft mooring — Level ice, ridges and broken ice
Model scale Full scale

Ice drift speed: 0.102 m/s 0.5m/s

Level ice thickness: 43 mm 1.02m

Average ice strength: 30 kPa 720

Max ridge keel depth + sail height: 540 + 90 mm 13.0+2.2m

Ridge consolidation: Medium (~ 2 level ice thicknesses)

Mooring stiffness: 3.9 kKN/m 2.2 MN/m

Propulsion power: 4 x105W 4x7.1MW

Gurtain
10

3200 series

Level ice Ridge

T o e e o e e e e e e e

TATINN 3
§ e
5
g

Tanker

0%

10 20 30 10

Figure 11 Example of testing trace; overview of model test #3200, OIB and tanker in close tow in
variable level ice drift and strait ice ridge drift, partially managed ice on the side.
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Table 6. Model test #4000 series, OIB alone

#4000 series — OIB + tanker in close tow — Stiff mooring — Level ice, ridges and broken ice
Model scale Full scale

Ice drift speed: 0.102 m/s 0.5 m/s

Level ice thickness: 48 mm 1.16 m

Average ice strength: 20 kPa 480 kPa

Max ridge keel depth + sail height: 620 + 80 mm 149+1.9m

Ridge consolidation: Medium (~ 2 level ice thicknesses)

Mooring stiffness: 7.7 KN/m 4.4 MN/m

Propulsion power: 4x105W 4x7.1MW

Level ife
F0%(100%) Ridge 1g9q;

Figure 12 Example of testing trace; overview of model test #4100, OIB and tanker in close towin

variable level ice drift and strait ice ridge drift, intact ice sheet.

6 Some test results and model performance

6.1

Maneuverability, yaw stability and hull design of the moored concept

The maneuverability and yaw stability of the moored OIB are two linked effects for which a
compromise may have to be found. It was seen for the OIB moored alone:

The helmsman could steer the vessel in level and broken ice without using 100 % of the
installed propeller power.

The turn on the spot trials of the OIB in level ice were quite satisfactory. By oscillating
in yaw, the vessel is breaking the ice with the inclined sides of the bow reamers and
stern. The limited vertical sides of the vessel are then not impeding much the vessel
motions.

The OIB is designed with very little stability in yaw in drifting level and broken ice as
the mooring centre is close to the vessel centre point. The hull design is not optimized
for increased stability in yaw and needs to be taken further. In slow ice drift changes, the
OIB is not designed to yaw on its own to follow the ice drift direction changes, active
propulsion is needed. In sideway drift, the OIB is neither forced to yaw, inducing risk of
large mooring forces in both cases. These mooring load increases can be avoided by
turning on the spot with the propellers during sudden changes of drift direction. During
slow changes of drift direction, the helmsman needs to be well informed on the actual
and upcoming ice drift direction to steer the OIB heading.
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e Inunmanaged ice ridges, if the ice ridge drift presents an angle with the OIB heading, it
can be difficult for the helmsman to steer the OIB during the ridge action, causing large
sideway mooring load increase. However, the OIB has to be prepared and be positioned
well ahead of these events if possible.

Figure 13 Model testing of the OIB in single mode operation, a) in severe First Year Sea Ice Ridge,
b) manoeuvring in ice.

The effects were different for the OIB when the shuttle tanker was moored in close tow:

e The OIB — shuttle train is very stable in yaw as the mooring centre is in the fore part of
the train. In slow drift changes in broken ice, the train follows the ice drift.

e Inlevel ice, the helmsman has little control over the OIB steering as the tanker with its
long parallel vertical sides is embedded in the level ice. In case of ice drift changes, the
OIB can be pushed to "over-steer" and will drift sideways causing increased mooring
forces (see Aksnes et al., 2008).

Figure 14 OIB and tanker in close loading mode in changing drift conditions, intact level ice.
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The OIB is equipped with reamers on the bow sides. The reamers are inclined and making an
angle of 45° with the waterline in a vertical plane transverse to the vessel. In level ice, the
reamers are breaking the ice downwards and the broken pieces are tilted. During severe loading
the Pitching of the vessel will influence the effect of the reamers.

Figure 15 Breaking of level ice by the reamers in level ice

6.2 Comparison of the measured mooring loads with some expected mooring loads

Results on measured loads and observed sub surface ice interactions are presented by
Bonnemaire (2008a,b) and Aksnes (2008).

Table 7 Comparison of maximum measured longitudinal mooring loads (Fycor measured loads
corrected for the propeller forces) with mooring load estimates (Fy est)

| run # | Fyxest/ Fx,cor|
Ice ridges — straight drift
@]15] 1110 0.83 1st run h¢=15.5m
2 200 0.79 2nd run h=8.9m
OIB + tanker 3100 1.28 1st run h=13m
3200 1.25 2nd run he=13m
4120 0.91 1st run hy=149m
4210 0.91 2nd run h =149 m
Average: 0.99
Straight ice drift — level ice
olB 1110 0.56 1st run
2110 0.79 1st run
2200 0.74 2nd run
OIB + tanker 3100 0.87 1st run
4120 0.74 1st run
Average: 0.74

Prior to the testing campaign a feasibility study of the ATOT was performed. It is possible to
estimate the maximum mooring loads that may apply on the moored vessels under certain ice
interaction scenarios. These loads estimations are based on extrapolation of measured mooring
loads on full scale moored vessels in ice or during model testing of vessels in ice. The
extrapolation consists on a scaling and correction of the loads to account for the change in ice
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properties and ship geometry. It is thus interesting to compare the measured loads with the
expected ones.

Table 7 compares some measured maximum mooring loads with mooring loads estimates. The
ability of the mooring load estimates to predict the measured loads vary from test to test, but it is
seen that:
e Inridges, the load estimates fit very well with the measured longitudinal mooring load
corrected for the thrusters forces (99 % fitting on average, See Bonnemaire et al., 2008
for further details).

e Inlevel ice, the mooring load estimates are under predicting the measured loads
(corrected for the thrusters forces), giving only 75 % of the measured load.

7 Conclusions and further work

The ATOT concept is in an early stage of development. The system is designed to operate in
challenging first-year ice conditions. There are several challenges that will be addressed based on
the model testing.

e The present work shows very promising performance of the ATOT concept.

e Ice loads and impacts on the OIB mooring and tanker mooring is found to be within
reasonable design limits.

e The effect of an efficient propulsion system is mainly found to enhance the maneuvering
and ice clearing performance, mooring load reduction (see Bonnemaire 2008) is not
apparent.

e The performance, including dynamic stability of the ATOT in close loading, performance
and limitations regarding variability of ice drift is investigated, and showed promising
results

e The performance including dynamic stability of the single OIB in changing ice conditions
and severe first-year ice are being studied, and heading stability is a challenge that has to
be further investigated.

e Subsurface loading system will have challenges related to transport of ice and ice impact.
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A new concept for offshore offloading in ice-infested waters is proposed. The concept, Arctic
Tandem Offloading Terminal (ATOT), comprises two units; a turret moored offloading
icebreaker (OIB) and an offloading tanker in tandem. The concept was tested at scale 1:24 at the
HSVA ice tank in Hamburg, Germany.

The model tests included the simulation of ridge penetration of deep ice ridges. Four ice ridges
up to 15.5 m deep were built and the offloading concept was towed several times through these
ridges. It was observed that the side mooring loads which are highly dependent on the boundary
conditions contributed significantly (30 % on average) to the maximum mooring loads.

The OIB was equipped with 4 powerful azimuth propellers, 2 at the bow and 2 at the stern.
During ridge interactions those were used for ice milling and for mooring load reduction. It was
seen that their thrust effect was limited due to heavy ice interaction.

The measured mooring loads are compared with mooring load estimates based on former

measurements (model and full scale). The correlation between estimates and measurements is
rather good.
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1 Introduction

The Arctic Tandem Offloading Terminal (ATOT) is a new concept for offshore offloading in
ice-infested waters. The concept comprises two units (see Figure 1): a turret moored offloading
icebreaker (OIB) and an shuttle tanker moored in tandem at the OIB aft. The OIB is interacting
with the incoming ice which may be intact or managed. The loading tanker is moored at the aft
of the OIB in tandem, at a distance of 60 m in open water (distant tow) or inside a notch at the
OIB stern in ice conditions (close tow as shown in Figure 1). See Jensen et al. (2008) for more
details on the concept.

To ensure a proper operability rate for the concept, the downtime due to severe ice conditions or
ice events should be limited. The OIB design basis is that it should be able to withstand the
interaction from severe ice conditions, such as unmanaged deep ice ridges in straight drift. The
operational strategy is that the tanker may disconnect and reconnect to the OIB if required by the
ice conditions, but that the OIB should be able to remain moored as long as possible.

Figure 1 Sketch of the ATOT concept with the turret moored OIB and the tanker moored in close tow

The OIB is thus moored on a strong mooring via a sub-surface loading buoy connected inside a
turret. The OIB is optimized for icebreaking with in particular a spoon icebreaking bow.
Reamers on the side of the OIB increase its maneuverability in ice and break a wider channel to
reduce the ice forces on the tanker. The OIB is equipped with 4 strong azimuth thrusters, 2 at the
bow and 2 at the aft.

The ATOT concept was tested at the HSVA ice tank (Hamburg, Germany) during summer 2007

(see companion papers Jensen et al., 2008, Aksnes et al., 2008 and Bonnemaire et al., 2008). The
concept was subjected to heavy ice interactions and the vessels responses were monitored.
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This paper presents the analysis of the mooring loads during the ice ridge interactions with
straight ice drift. The effect of the thrusters milling the incoming ice is discussed. The measured
mooring loads are compared to load estimates based on former measurements.

2 Model Setup

The testing program included testing of the two vessels, the OIB and the shuttle tanker moored in
close tow. The OIB was moored on the main carriage of the ice tank and pulled through the
testing area to simulate different ice drift scenarios.

The chosen model scale was 1:24, and Froude scaling was chosen to respect inertia and gravity
forces which are dominant in the present problem. The flexural strength of the ice sheet was also
scaled accordingly. The model ice is prepared following a special technique developed in house
(see Evers and Jochmann, 1993).

Four ice sheets were produced in a similar manner, all included a long part of level ice (around
30 m) followed by an embedded ridge and some more level ice (about 7 m). The physical
properties of the ice sheets are summarized in Table 1.

Table 1 Physical properties of the produced ice sheets, level ice and ridged ice (%;: level ice thickness, of
bending strength of the level ice, Ay, s and wy, keel depth, sail height and keel width of the

ridges).
Model scale Full scale

Ice sheet hi [m] ot [kPa] (hx + hs) x wy [m] hi [m] ot [kPa] (hx + hs) x wi [m]
2000 0.039 15 (0.37 +0.14) x 4.5 0.94 360 (8.9 +3.4)x 108
3000 0.043 30 (0.54 +0.09) x 4 1.03 720 (13.0 +2.2) x 96
4000 0.048 20 (0.62 +0.08) x 4 1.15 480 (14.9+1.9)x 96
1000 0.044 24 (0.65+0.10)x 4 1.06 580 (15.5 + 2.3) x 96

2.1 Model of the vessels

Models of the two vessels were built at a scale 1:24 and equipped for the testing. Table 2 gives
the main dimensions of these vessels in model and full scales (see also Figure 2 and Figure 3).

Table 2 Dimensions of the OIB and the tanker models and corresponding values in full scale

OIB Tanker
Full scale model scale Full scale model scale
LOA, m 133 5.54 287.6 11.98
Lpp, m 108.8 4.53 264.2 11.00
Breadth, m 26-30 1.08-1.25 35.5 1.48
Draught, m 13.5-14.0 0.58 15 0.63
Displacement (appr.), t 20 800 1.50 108 000 7.81
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Figure 2 Side drawing of the OIB model with the mooring column and the tanker at the stern (mm, model
scale)

Figure 3 The OIB penetrating a ridge, with the tanker moored in close tow in the background

2.2 Thrusters design

The OIB model was equipped with models of azimuth propellers both at the bow and at the stern
of the vessel. The latter were equipped with nozzles. All propellers were fully controllable in real
time by the captain on the bridge. The available power from the propellers is given in Table 3. It
was increased between test series 2000 and 3000. The power increase aims at giving the
propellers a power reserve so that they will not stop when interacting with ice. More details on
the thrusters use and operational strategy is found in Bonnemaire et al. (2008).

Table 3 Installed propeller power on the OIB model (full-scale value in parenthesis)

Installed power Thrust
Tests 2000 and open water tests | Bow: 2x60W (2 x4 MW) 2 x 45N (2 x 620 kN)
Stern: 2x60 W (2 x4 MW) 2 x48 N (2 x 660 kN)
Tests 3000, 4000 and 1000 Bow: 2x105W (2x 7.1 MW) 2 x 66 N (2x910 kN)
Stern: 2x105W (2 x 7.1 MW) 2x 72N (2 x 995 kN)
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2.3 Anchoring of the OIB

For practical reasons, a dry mooring mounted over the vessel is easier to handle. A new system
giving mooring characteristics independent of the vessel excursion was developed for the test
series.

SIDE VIEW TOP VIEW
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the transverse [
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I ||
«—— Load cell /@ v i
P Wire

ulley | ! [

Spring stopper

Spring ——> P -+

;

Ball joint ——— /Triaxial load cell

Ship bottom

Figure 4 Dry mooring elevation and side view, at rest and under tension

Figure 4 present sketches of the dry mooring principles. A vertical column is fixed to the bottom
of the boat via a universal joint and a 3D load cell. The column is thus fixed in surge, sway and
heave to the vessel. However the column is free to heave in the mooring frame. The column is
mounted on a crossed beam carriage that can move in x and y directions. On each beam is
mounted a cable — spring and load cell mooring line system that control the force in surge and
sway between the vessel and the towing carriage.

Some advantages of this system are:

* The pulling direction of each mooring line is independent of the vessel offset, as it is
practically with a full scale mooring system.

= Large offsets can be achieved (+ 0.3 m with the present springs)

= By choosing the springs stiffness one can obtain a perfectly elliptical or circular mooring
characteristic (in the horizontal plane).

However the mooring vertical force is not modeled, though it might not be a problem. The
application point for the mooring force is also vertically elevated (see Figure 2), as the force is
applied some distance over the hull bottom. In full scale, this force will be applied on the bottom
part of the mooring buoy. This will somewhat influence the heave and pitch response of the
vessel, and more important increase artificially the roll stability under side drift.
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Figure 5 a) View of the mooring frame, b) The dry mooring mounted on the transverse carriage and
connected to the OIB

One interesting concern is the influence of the vessel mooring characteristic (in particular the
eigen-periods of the moored vessel) on the ice load on the vessel. The vessel response will be
dependant on the mooring stiffness. 2 set of springs were used to achieve to different mooring
stiffness's. A soft mooring was used for the open water tests, 2000 and 3000 series, and a stiff
mooring was installed during series 4000 and 1000. The mooring stiffness's are presented in
Table 4.

Table 4 Mooring stiffness and extensibility together with resonance periods of the moored vessel

Model scale Full scale
. . . Approx surge . . Approx surge
Mooring Mooring Mooring resonance period Mooring Mooring resonance period
config. stiffness extensibility stiffness extensibility
(0]]=} OIB + tanker (0]]=} OIB + tanker
1. Soft | 3.9 kKN/m £0.3m 36s 95s 2.2 MN/m +72m 175s 47 s
2. Stiff | 7.7 KN/m +0.3m 28s 7s 4.4 MN/m +72m 13.7s 343s

2.4 Mooring of the tanker in close tow

In two test series (3000 and 4000 series), a tanker model is moored in close tow at the stern of
the OIB. The tanker is then connected to the OIB via two lines and a weight system limiting the
tension in the lines to simulate the towing winches at the OIB stern, Reference is made to Aksnes
et al. (2008) for more details on the mooring of the tanker.

3 Iceridge mooring loads

Each of the four ice sheets included an ice ridge (see Table 1). The recorded mooring loads
during ice ridge penetration events at 0.5 m/s ice drift speed (full scale) are analyzed in the
following. In each ice sheet, the ridges were penetrated several times at different positions. The
boundary conditions give higher confinement during the first penetration.
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Table 5 Comparison of maximum measured mooring loads during ice ridge events in straight drift
(measured loads and measured loads corrected to account for the propeller forces) with mooring
load estimates [subscripts definitions: x: longitudinal force, tot: total horizontal mooring force,
cor: corrected measurements, est: mooring load estimates]

run # Fxcor | Fx Frot,cor ! Ftot Fxest! Fx Fxest! Fxcor
w| 1110 1.08 1.15 0.89 0.83 fstrun  hc=155m
©| 2200 1.47 1.16 1.15 0.79 2ndrun hc=89m
5 3100 1.25 1.21 1.60 1.28 1st run h¢=13m
£| 4120 1.04 1.05 0.95 0.91 fstrun A= 14.9m
* 1 3200 1.17 1.21 1.45 1.25 2nd run he=13m
S| 4210 1.09 1.10 1.00 0.91 2ndrun hc=14.9m
Average : 117 0.99

In all tests, a difference was observed between the maximum longitudinal force and the total
horizontal mooring load (see Figure 6). This difference is due to the non negligible contribution
of the transverse mooring forces in sway.
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Figure 6 Recorded turret mooring forces in time during a ridge interaction (run 1110) (model scale, Fx,
longitudinal mooring load, Fy, transverse mooring load, Ftot, total horizontal mooring load)

As seen in the example in Figure 6, during the ice ridge interaction, the mooring load in surge is
first increasing. The vessel penetrates the ridge and the failure starts. Depending on the failure
main direction, side loads are then building up. The two load components (in surge and sway) are
not simultaneous. The max total mooring load was on average 30 % higher than the max
longitudinal mooring load. The difference was often larger during the second penetration of an
ice ridge, as the boundary conditions were not identical on each side of the vessel.
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It seems that the level of the transverse mooring loads depends little on the longitudinal loads
and more on:

= The angle of penetration of the vessel in the ridge compared to the ice drift direction,

= The direction of failure propagation in the ridge. If the ridge is split, the vessel bow will
try to follow the split.

= The degree of embedment of the ridge.

It is thus important to consider these two load components (longitudinal and transverse)
separated when performing load estimations. This also underlines that ice management on the
sides of the moored vessel is also of high importance.

4 Effect of the moored tanker in tandem on the OIB mooring loads

The OIB breaks the ice in front of the tanker. But the OIB is narrower and the effect of the
reamers is limited during the ridge interactions due to pronounced pitch motion of the OIB in
severe load events. The tanker moored in tandem at the stern of the OIB is then subjected to an
ice load increase when entering the ridge.
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Figure 7 Recorded mooring forces in time during a ridge interaction in run 4120. The tanker is moored in
close tow behind the OIB (model scale values, Fx, longitudinal mooring load, Fy, transverse
mooring load, Ftot, total horizontal mooring load)

An example of the measured turret mooring loads is given in Figure 7. The tanker interacts with
the ice ridge when the OIB is drifting out of the ice ridge. The load peaks due to these effects are
not simultaneous (see time series in Figure 7, the OIB penetrates the ridge at 200 — 220 s and the
tanker at 250 — 270 s). The tanker moored in tandem has little consequences on the ridge
mooring design ice loads (as also reflected in Table 1).
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5 Effect of the propeller use on the mooring loads levels

The OIB is equipped with 4 powerful azimuth propellers and their use is important in the
operational strategy of the concept. The absolute effect of their use is difficult to quantify from
the model test results, as all tests were run with the propellers installed on the vessel. The
following part discusses the mooring loads and the measured forces on the propeller drives
(which are the sum of the thrust forces and the ice forces on the propeller drive).

During the ice ridge interactions the propellers were running backwards at nearly full power with
an outward angle of 20 — 30°. The aim is to combine efficient ice milling and subsurface ice
management together with some possible mooring load reduction due to the rubble disturbance
and the propeller thrust. The measured mooring forces are thus corrected by subtracting the
forces on the propeller drives, such as:

Xx,cor = F;c - F;c,prop [1]
The ratios between the maximum corrected mooring loads and the maximum measured loads are
reported in Table 5. The comparison of the measured mooring forces and their correction shows
that the mooring forces are reduced by 14% due to the propeller action during a ridge interaction.

An important condition for this mooring load decrease is that the propellers do not stop rotating
under during the interaction with the ice ridge.
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Figure 8 Measured longitudinal loads on the azimuth propeller drives and rotation speed during an ice
ridge interaction. At 4230 s the bow of the OIB is in the ridge, at 470 s, the stern of the OIB is in
the ridge (model scale values, b: bow, s: tern, p: port: s: starboard)

The loads from the propeller drives on the vessel were always reduced during the ice ridge
interaction (see Figure 8). Their maximum effect was on average only 38 % of the measured
thrust before entering the ridge. This is probably due to:
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= Increased ice forces on the drives,
= Required power to break the ice,
= Disturbed flow upstream the propellers.

This effect was seen on both bow and stern propellers. In some cases (such as seen in Figure 8)
the total load was opposite to the thrust. However the perturbation on the bow and stern
propellers was delayed in time, such as full efficiency was always available on one set of
propellers. Figure 8 shows also that the ice interaction is non negligible with the stern propellers
with events of coughing on the stern propellers (see also Bonnemaire et al., 2008). The same
type of thrust reduction is seen in during the tests in the rubble field (1320).

6 Comparison of the measured mooring loads with estimates of expected mooring loads

In order to get an estimate of the expected mooring loads on a moored vessel in certain
conditions, it is possible to scale and correct exiting measurements. This will give an estimation
of the load level. The procedure includes:

* Froude scaling of the problem (forces, geometry...) to account for the size difference
between the structures

= Correction of the load to account for differences in aspect ratio or hull form (such as
buttock and flare angles) using empirical formulas

= Correction of the load to account for differences between the target ice properties and the
original ice properties (thickness and flexural strength corrections)

Such correction laws are reported by Wright (1999, based on work by Keinonen et al., 1989,
1991) and by Elvebakk and Lindberg (1998).

Mooring load estimates were calculated for the moored OIB in the tested ice conditions by
scaling results from:

=  Two model test series of turret moored tankers in ice (see Loset et al., 1998 and Jensen,
2002)

= Full scale measurements of mooring loads of the Kulluk conical drilling vessel (see
Wright, 1999).

Table 5 compares the measured maximum mooring loads during interactions with ridges in
straight drift with mooring loads estimates (estimates for the same ice conditions, reported as
F. s in Table 5). The ability of the mooring load estimates to predict the measured loads vary
from test to test, but it is seen that:

= The load estimates fit well with the measured longitudinal mooring load corrected for the
thrusters forces (99 % fitting on average, with an error of about 20 % for each estimate).

= The load estimate are on average 17 % over the measured longitudinal mooring loads,
this is in agreement with what was found on the effect of propellers during ridge
interactions.
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* The mooring load estimates are under the total measured mooring load. But the total
mooring load includes side mooring loads which are not taken into account in the
estimates.

7  Conclusions

The present paper discusses the mooring loads measured on the OIB mooring during interactions
with ice ridges in straight drift. Some main observations are:

= The level of the mooring loads during the ice ridge interactions was often set by the
transverse loads. In reality, those will depend on the embedment of the ridge. The max
total mooring load was on average 30 % higher than the max longitudinal mooring load.

= The OIB mooring load increase due to the interaction between the ice ridge and the
tanker moored in close tow is delayed in time and do not cumulate with the OIB turret
mooring peak loads.

»= The effect of the propellers milling the incoming ice and having a thrust directed
backwards reduced slightly the mooring loads during the ridge interactions (14 % on
average), but the thrusters efficiency was largely reduced due to the ice interactions on
the propellers.

* The comparison of the measured mooring loads with mooring load estimates based on
other mooring load measurements showed a good fit for the longitudinal mooring loads
in ice ridges. However, the estimations do not account for the side mooring loads that are
highly dependent on the boundary conditions

The present analysis of the mooring loads needs to be refined further. A particular aspect of
relevance is the back-calculation of the ice force applying on the vessel and analysis of the effect
of the use of different mooring stiffness's on the ice load.
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Studies on moored vessels in ice usually report on the mooring loads which reflect the structural
response of the vessel and rarely on the actual ice load. In the present study, results from model
tests of an Arctic Shuttle barge at the HSV A ice tank in 1999 are reanalyzed.

A numerical model of the moored vessel is established to back-calculate the ice load applying on
the vessel in both heave and surge. As the heave of the vessel was not measured, it was back-
calculated using a numerical model of the mooring.

The implementation of the dynamic model seems to give realistic time series for the ice load
applying on the vessel. The surge components of the mooring and the ice loads present similar
trends, but the vertical loads differ a lot in magnitude. The statistical properties of the signals
differ as well. The longitudinal ice load presents a larger standard deviation, which is increasing
during ice ridge interactions. The distribution of the measured and the calculated loads are also
compared.
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1 Introduction

Though activities have been on-going in ice covered seas for decades, the experience with the
operation of moored structures is limited. There exist, however, some full scale experiences with
moored vessels in ice, in particular in the Beaufort Sea, with the operation of moored drilling
vessels. With the growing interest for field developments in the Arctic in areas with mid to deep
waters, there is an increasing need to solve the challenges associated with the operations of a
moored long-body vessel in ice. One particular challenge is the required high operability, even in
harsh ice conditions.

Many studies on moored structures in ice report the horizontal mooring loads (see e.g. Loset et
al., 1998, Wright, 1999, Jensen, 2002). However, the mooring loads reflect the structural
response of the moored vessel and will differ from the ice loads applied on the vessel. The ice
load is challenging to measure in both model and full scale as this load applies over a large area
of the hull.

The present common practice for the designer is to use measured mooring loads and to scale
them using scaling and empirical laws to a particular design. Then the structure’s response is
scaled rather than the ice action.

The present paper describes an attempt to back-calculate the horizontal and vertical ice loads

applying on a vessel from measured mooring loads during ice tank testing. A numerical model is
presented, and some properties of the calculated ice loads are discussed.

2 Test setup from HSVA

Figure 1. Sketch of the model tanker in loading position, connected to the mooring system, and close up
view of the turret area with the loading buoy, the model riser, the bow retrievable propellers and
the mooring lines (with their springs).
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The model test of the Arctic Shuttle Barge concept for loading oil took place in the HSVA ice
tank in Hamburg (Germany) in the autumn of 1999, and was performed at a model scale 1:25.
Froude scaling was chosen to respect inertia and gravity loads, which are dominant in the present
problem. The flexural strength of the ice sheet was also scaled accordingly.

The concept is based on a turret moored barge and a pusher that works as the main propulsion
and connects/disconnects to a notch in the aft of the barge (see Jensen et al., 2000b). The barge
is moored on a spread mooring fixed to the loading buoy of the offloading terminal (see Figure

).

The barge has a bow with high icebreaking capability. The bow form is important for the concept
and can be characterized as a spoon bow with 22° stem angle and highly flared frames in the
icebreaking zone. Table 1 shows other geometrical features for the barge. A wedge-shaped
plough at the bow of the barge serves as an ice clearing system of the turret/moon pool area (see
Jensen, 2002, for more details on the test setup).

Table 1. Main geometrical features of the Arctic Shuttle Barge, full scale (Jensen et al., 2000a).

Parameters Ballast Loaded
Water line length, Ly, [M] 255 255
Vessel beam (width), By [m] 38 38
Vessel draft, D [m] 11.5 16
Mass [t] 80 000 120 000

3  Test matrix and testing procedures

The test matrix for the barge in moored condition is shown in Table 2. All tests were run at the
same ice drift speed of 0.5 m/s (full scale), and with the barge bow retrievable propellers (see
Figure 1) washing backwards and 45° outwards. The analyzed tests were performed in 2 ice
sheets, each including an embedded ice ridge.

Table 2. Test matrix (full scale) for the moored Arctic Shuttle Barge. Model scale data is given in
brackets (from Jensen et al., 2000b). The ice drift speed is v = 0.5 m/s (0.1 m/s).

Test
number

3000 | Levelice (Ballast condition)
h=1.2m (48 mm); or = 750 kPa (30 kPa)

3100 | Ridge (Ballast condition)
hi=14.5 m (580 mm)

4000 | Levelice (Loaded condition)
h=1.2m (48 mm); or = 750 kPa (30 kPa)

4100 | Ridge (Loaded condition)
hi=11.3 m (450 mm)

Test setup

The tests were performed with the barge being towed by a mooring system that was placed on a
false bottom, see Figure 2. The system was towed through level ice and pressure ridges. During
the tests, loads in each mooring line and the total loads in a triaxial load cell in the loading buoy

863



were recorded. The surge motion of the barge was also measured. Figure 2 show sketches of the
setup of the mooring system (Jensen et al., 2000b).
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Figure 2. Tank setup during the Arctic Shuttle Barge tests (Jensen et al., 2000b).

4 Data pre-analysis

4.1 Determination of the low-pass cut-off frequency F,¢

The measured signals need to be filtered for the high frequency noise. This is all the more
important when one studies the derivative of the signals with respect to time (e.g. when
determining the acceleration from the measured variation of the position). For each derivation,
the signals are thus amplified in the frequency domain proportionally to the frequency. The high
frequency noise is thus amplified at each derivation.

A cut-off frequency for the filtering is required; its choice should ensure that all processes that
will be further analyzed remain in the filtered signal. It appears that all processes (except
propeller actions) have natural frequencies below 0.5 Hz. However, some uncertainty lies in the
frequency spreading of the ice processes. The bending failure of the ice is thought to have a
frequency range of 0.1-0.5 Hz (applying linear bending theory), but ice will present other failure
modes as well and will interact in diverse manners along the hull.

The energy recorded in the frequency domain over 0.6 Hz was compared during measurements
when the system is at rest and when the system is interacting with ice. The similarity in the
amount of energy suggests that the frequency domain of interest is below 0.6 Hz, and the
frequencies that correspond to the ice action seem to be no higher than 0.6 Hz. From these
considerations 0.6 Hz was chosen as a cut off frequency.
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4.2 Windowing function

The signals are thus filtered by a low-pass filter with a cut-off frequency F¢y (0.6 Hz here). The
frequencies above this limit are removed by using a square window function. This window
zeroes out the responses at higher frequencies that are thought of as noise and not a part of the
signal. Equation 1 shows the principle behind the windowing function.

Y(f > (,ut) 0 [1]
Here Y is the Fourier transform of the signal, and £ is the frequency vector. By performing an

inverse Fourier transformation, the cleaned signal is found in the time domain. Figure 3 shows a
typical signal before and after the filtering process.
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Figure 3. Example of surge measurements (run 3000), with the signal before and after filtering (0.6 Hz
cut-off frequency).

5 Dynamic ice loads on a moored vessel

Many studies on moored structures in ice report the horizontal mooring loads. However, the
mooring loads reflect the structural response of the moored vessel and will differ from the ice
loads applied on the vessel. Figure 4 shows a two-dimensional model of a turret moored tanker
where the ice loads in the x- and z-directions are marked.
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Figure 4. 2D modelling of a turret moored tanker responding to the interaction with ice.

These ice loads applying on the vessel can be back-calculated from the measured mooring loads
and motions of the vessel by considering the system dynamic equilibrium:

Mij=F,

ice

(1)+F,,, (t)- Aij-2B(M + A)n-Cy [2]

moor

where M is the tanker mass matrix, n the vessel displacement matrix, F;. the ice loads, F,,,- the
mooring loads, A the added mass, B the damping matrix and C the restoring matrix. The system
is solved in the X-Z vertical plane with the vessel centre of gravity as reference point (origin):

F,(1)=(M+A)oij+2Bo(M+A)oqj+Cn-F, (1), [3]

ce

where the circle, o, denotes element-wise multiplication, and:

n=|n(t)| [4]

M+A=|M+4, |, [5]
I, + Ass
B 4{ ¢ “
= 5 . =q. - .
’ T\ M+ 4, 161
1S
(0 0 0
C=|0 C; C4f, [7]
_0 C35 C55
E;1o<>i‘,x (t)
Fmoor (t) = Fmoor,z (t) > [8]

F,...(t)L,+F,,, (1)Z,

moor,z moor,x
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F,
Fice (t) = F;ce,z (t) : [9]

And where 7;, 13 and 75 are the surge, heave and pitch motions of the barge, Zr and Z,. the
vertical distance between the centre of gravity and the point of applications of the mooring and
ice loads.

The vertical motions of the barge were not measured. A 3D numerical model of the mooring
used in the model tests was elaborated to calculate the 3D characteristic of the mooring
(fenaracterisic)- By knowing the surge and sway of the turret and the vertical mooring load
(measured), it is possible to back-calculate the vessel turret heave z, as shown in Equation 10 (see
also the graphical representation of the vertical mooring characteristic in Figure 5):

1

Zt = 773 + 775LT = -f;;aracteristic (nl ’772 ’Fmoar,z ) [10]

vertical mooring load [N]

(3 e

-200 A

-400 -

-600

-800

-1000

-0.4

- 0.2
sway [m] -0.1 0.2 9 surge [m]

Figure 5. Vertical mooring load characteristics for test 3000 for various surge and sway values. Each
surface corresponds to different turret heave values (model scale values).

The model presented in Equations 3 to 9 is a simple model with 3 degrees of freedom (surge
heave and pitch). The following assumptions are done:
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= The model accounts for the pitch-heave coupling in the restoring loads,

= The calculated ice loads are for one chosen point of applications. The ice load level (in

particular the vertical ice load) depends on the choice of the point of application,

= A constant damping coefficient was used for each event. Damping was measured from

the recorded time series.

6 Comparison of the mooring loads and the ice loads time series

Figure 6 and Figure 7 give examples of time series of the mooring (Fx and F,) and ice loads
(Ficex and Fic ;) in the horizontal and vertical directions, during level ice interaction (Figure 6)

and ice ridge interaction (Figure 7) with the moored vessel.
It is seen that:

= As

expected, the horizontal mooring and ice loads have the same slowly varying

tendency.

= The vertical ice load is much larger than the measured vertical mooring load. Most of the
vertical resistance of the vessel is given by the vessel’s response (heave and pitch) and

little by the mooring.

= The level of the vertical load is higher than the horizontal load. This is determined
partially by the vessel’s flare. The chosen horizontal arm of the vertical ice load is also

important (and may vary during ice ridge interactions)

= The signals show different properties in the frequency plan, the mooring being a more

narrow banded type of signal.

200
150
100

-100

-200

-300

-400

Figure 6. Measured and calculated time series for Fy, Ficex, F, and Fi., for the 3000 test series (level ice,
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Figure 7. Measured and calculated time series for Fy, Ficex, F, and Fi., for the 3100 test series (Ridged
ice, model scale values).

7  Statistical analysis of the mooring and ice loads

The statistical properties of the ice load applying on the vessel are of high relevance for the
designer. Since usually the mooring loads are reported and not the ice load applying on the
vessel, it is of interest to compare the mooring load and ice load statistical values.

Table 3 presents the analysis of some statistical properties of the measured mooring loads and
the back-calculated ice load. The statistical properties are computed on the high frequency part
of the signal (The signals are filtered by a high-pass filter with a cut-off frequency of 0.05). The
quantities analyzed in Table 3 are:

= ¢ Standard deviation of the high frequency part of the load (see an example of the high
frequency component of the loads in Figure 8),
*  4: Maximum amplitude of the high frequency part of the load.

Table 3. Analysis of some statistical properties of the longitudinal mooring and ice load applying on the
moored vessel (model scale values). Note: the standard deviation and maximum amplitude values
are measured at the high frequency part of the signal.

Standard deviation g [N] | Max amplitude A/ std. dev. ¢ | std. dev. ratio Max amp. ratio
Mooring Fx | Ice load Ficex | Mooring Fx | Ice load Fice x Orx/OFice x Arx/AFice x
Level ice | 3000 38 20 3.1 4.0 1.9 1.5
Level ice | 4000 76 41 29 4.1 1.9 1.3
Ridges |3100 92 51 3.7 2.7 1.8 25
Ridges |4100 113 64 3.0 3.3 1.8 1.6
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Figure 8. F, and Fj.. « for the 3000 test series (model scale value). Total signal, high frequency component
and standard deviation variation are plotted.

From the results presented in Table 3, it is observed that:

= The standard deviation of the longitudinal ice load is approximately 2 times less than the
standard deviation of the longitudinal mooring load.

= Comparatively, in level ice, the difference between the max amplitude of the longitudinal
ice and mooring load is reduced.

= This effect is illustrated (Table 3) by looking at the ratio A / g, which is close to 3 for the
longitudinal mooring and ice loads, except for the ice load in level ice.

= The standard deviation of the signals increase from level ice interaction to ice ridge
interaction. Proportionally this increase is greater for the longitudinal ice load. This
increase is illustrated in Figure 8.

Figure 9 shows the normalized distribution of the measured and calculated loads. A clear
difference in shape is seen between level ice events (3000 and 4000) and ice ridge events (3100
and 4100). The calculated ice load seems to have a narrower distribution also. However, analysis
of more realizations is necessary to draw conclusions on the fitting of the distributions.
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Figure 9. Distributions of the measured mooring load and back-calculated ice load in the longitudinal

direction (normalized distributions) for ice level events 3000 and 4000 and for ridged events 3100
and 4100.

8 Conclusions

Data measurements from the ice tank testing of the moored Arctic Shuttle Barge test at HSVA in
1999 have been studied and reanalyzed. The conclusions are the following:

= The implementation of a simple dynamic model seems to give realistic time series for the
ice load applying on the longitudinal and vertical directions on the vessel,

= Though the surge components of the mooring and ice loads present similar trends, the
vertical loads differ a lot in magnitude,

= The standard deviation of the mooring load in the longitudinal direction is approximately
2 times the standard deviation of the ice load,

*= The ratio of the max amplitude to the standard deviation is close to 3 for both the
mooring load and ice load in ridges. However, in level ice, it is 4 for the ice load and 3
for the mooring load.

This underlines that it is important to avoid transferring the measured mooring loads to the ice
loads applying on the vessel. Further analysis of the back-calculated ice load is of interest, such
as a spectral analysis (see e.g. Bonnemaire et al., 2007).
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The Arctic Tandem Offloading Terminal (ATOT) is a new concept for offshore offloading in
ice-infested waters. The concept comprises two units; a turret moored offloading icebreaker
(OIB) and an offloading tanker in tandem. The concept was tested at scale 1:24 at the HSVA ice
tank in Hamburg, Germany.

Subsurface ice transport is critical for the concept as risks of damage of the loading hoses by
drifting ice should be avoided. The OIB design included a passive barrier, a wedge under the
bow to deviate the drifting ice. It worked fine in level ice, but the wedge was not fully efficient
during the interaction with deeper ice formations. The bow propellers were also used to wash
away the incoming ice, however, ice interaction with the sub-surface loading and the stern
propellers could not be avoided.

The horizontal loads from ice hitting the subsurface loading buoy were measured. These reached
460 kN during interaction with the deepest ridge, the load level was seen to be correlated with
the ice ridge keel depth. The measured loads are in the same range as load estimates from either
ice block impacts simulations or rubble load solutions found in the literature.
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1 Introduction

The Arctic Tandem Offloading Terminal (ATOT) is a new concept for offshore offloading in
ice-infested waters. The concept comprises two units; a turret moored offloading icebreaker
(OIB) and an offloading tanker moored in tandem at the OIB aft. The operational strategy for the
OIB sets that it should be able to stay moored in severe ice conditions, though it can be in a
"ready to disconnect" mode and the tanker is disconnected in these conditions.

The moored OIB should be designed to interact with deep ice formations such as ice ridges or
rubble fields. Interaction with these types of features will generate a certain amount of rubble
that will have to pass by the OIB. This will generate a sub-surface ice transport around the OIB
hull. The OIB is moored on a loading buoy fixed in an internal turret. Mooring lines and flow
lines are connected to the loading buoy and vulnerable to ice interactions (see Figure 1):

= The design criterion of the upper part of the mooring lines is set mainly by the global
mooring load on the vessel. The mooring lines will normally be strong enough to
withstand the interaction from ice rubble. However, fatigue effects from the interaction
with the ice rubble could be relevant design concerns.

= The flow lines are more vulnerable to ice actions and interaction should be avoided.

\\

Figure 1 Subsurface view of the Offloading Icebreaker (OIB) moored on its loading buoy. The buoy is
connected to a mooring made of 4 clusters and to a protected riser

Subsurface ice transport includes an associated risk (e.g. of damage of flow lines) that needs to
be reduced (either reducing the probability or the consequence of interaction). Several means are
considered for the OIB design:

= Passive deviation. A wedge under the spoon like shaped buoy is present ahead of the
turret area. It aims at deviating the ice pieces that may drift towards the loading buoy.
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= Active sub-surface ice management. The azimuth bow thrusters are used actively to mill
and blow the incoming ice away from the turret area.

= Passive protection. The flow lines can be protected to resist some interaction with the
incoming rubble (see Bonnemaire, 2003, Bonnemaire, 2005 or Tikhonov et al., 2004 for
examples of riser protections)

The ATOT concept was tested at the HSVA ice tank (Hamburg, Germany) during summer 2007
(see companion papers Jensen et al., 2008, Aksnes et al., 2008 and Bonnemaire et al., 2008). The
present paper discusses observations on the subsurface ice transport and the measured ice impact
forces on the loading turret.

2 Ice tank modeling setup

The OIB is a highly specialized vessel designed with an optimized hull design as an icebreaker
with a reamer solution. The vessel is further equipped with azimuth propulsion units both fore
and aft. The installed power will be dependent of ice conditions and type of propulsion, and is
foreseen to be in the range of 20 MW to 30 MW. A more detailed description of the ATOT
concept and the OIB in particular is found in Jensen et al. (2008).

The ATOT concept was tested at the HSVA ice tank at a scale 1:24. Froude scaling was
respected. Various ice conditions were tested, including severe ice ridges, level ice, broken ice

fields, rubble fields and different types of ice drift changes. 4 ice sheets were produced numbered
from 1000 to 4000.

2.1 Model of the vessel

Table 1 gives the main dimensions of the OIB in model and full scales. Figure 2 shows the lines
of the OIB model. The model was moored on a dry mooring. A mooring column was fixed to the

bottom of the hull via a ball joint and a load cell (further details can be found in Bonnemaire et
al., 2008)

Table 1 Dimensions of the OIB model and corresponding values in full scale

(0]]5] Full scale model scale
LOA, m 133 5.54
Lpp m 108.8 4.53
Breadth, m 26-30 1.08 -1.25
Ice draught, m 13.5-14.0 0.58
Displacement (appr.), t 20 800 1.50
Stem angle, ° 20 20
Flare angle , ° 25 25
Buttock angle , ° 18 18
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Figure 2 Drawings of the OIB model with its mooring column and the dummy turret (mm, model scale).

2.2 Thrusters design and operation strategy

The OIB model was equipped with models of azimuth propellers both at the bow and at the stern
of the vessel (see Figure 3). The latter were equipped with nozzles. The available power from the
propellers is given in Table 2. It was increased between test series 2000 and 3000. The power
increase aims at giving the propellers a power reserve so that they will not stop when interacting
with ice.

Figure 3 a) View of the bow azimuth propellers, b) View of the stern nozzle azimuth propellers

The working range of the azimuth propellers was also limited in heading (see example in Figure
4). The main focus was then:

=  One propeller should not blow ice towards a neighboring propeller
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= The propeller jet should not be directed towards the turret and riser area
=  When the tanker is connected, the stern propellers should not act directly on the tanker.

Table 2 Installed propeller power on the OIB model (full-scale value in parenthesis)

Installed power Thrust
Tests 2000 and open water tests | Bow: 2x60W (2 x4 MW) 2 x 45N (2 x 620 kN)
Stern: 2x60W (2 x4 MW) 2 x48 N (2 x 660 kN)
Tests 3000, 4000 and 1000 Bow: 2x105W (2 x 7.1 MW) 2 x66 N (2 x 910 kN)
Stern: 2x105W (2 x 7.1 MW) 2x72N (2 x 995 kN)

Work sectors of azimuth thrusters

Figure 4 Example of the allowable working area for the azimuth propellers for the OIB when a tanker is
moored in close tow

Table 3 Operation strategy for the azimuth propellers in different ice conditions (as defined prior to
testing. The numbering indicates the priority level)

Level ice conditions-
Straight or turning mode

Fist year sea ice Ridges
with the tanker moored

Severe ice condition, OIB in
single mode

Bow Propellers:
Two open azimuth
propellers

. Maintain stability

(heading) of the OIB (and
the tanker)

. Reduce mooring loads on

the vessels by ice clearing

. Load reduction by bollard

pull

. Clear away ice from the
sub surface turret area

. Maintain stability
(heading) of the OIB (and
the tanker)

. Load reduction, by ice
clearing

. Load reduction by bollard
pull

—_

2. Maintain stability

. Clear away ice from the
sub surface turret area

(heading) of the OIB

Stern propellers:
Two nozzle azimuth
propellers

. Widening of the wake and

sideways ice breaking (if
possible)

. Maintain stability of the

vessels (heading)

. Load reduction on the

moorings

. Widening of the wake and
sideways ice breaking (if
possible)

. Clear away ice from the
tanker and OIB

. Load reduction on the
moorings

—_

2. Clear away ice from the

3. Load reduction by bollard

. Maintain stability of the
vessels (heading)

oIB

pull
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A preliminary operation strategy was developed prior to testing to define the helmsman priorities
for the use of the bow and stern propellers. This strategy (presented in Table 3) set a priority list
for the following operations:

= Maintain stability,

= Reduce mooring loads by ice clearing,

= Reduce mooring load by bollard pull,

= (lear the turret area from ice interactions.

2.3 Dummy turret model

A cylinder was placed under the OIB hull to represent the mooring buoy and its extension
sticking out of the hull. The cylinder (see sketch in Figure 2 and pictures in Figure 5) is
connected to the OIB hull via a load cell, and the ice impact forces on the cylinder can be
recorded.

b)

Figure 5 Underwater views of the dummy turret, a) in open water, b) during a ridge interaction (test
4120). The horizontal lines on the bucket are 2 m distant (full scale)

2.4 Ice conditions

The model ice is prepared following a special technique developed in house (see Evers and
Jochmann, 1993). Four ice sheets were produced in a similar manner, all included a long part of
level ice (around 30 m) followed by an embedded ridge and some more level ice (about 7 m).
The physical properties of the ice sheets are summarized in Table 4.

Table 4 Physical properties of the produced ice sheets, level ice and ridged ice (%;: level ice thickness, of
bending strength of the level ice, Ay, hs and wy, keel depth, sail height and keel width of the

ridges).
Model scale Full scale
Ice sheet hi[m] o [kPa] (hk + hs) X wi [m] hi[m] o [kPa] (hi + hs) x wi [m]
2000 0.039 15 (0.37 +0.14) x 4.5 0.94 360 (8.9 +3.4)x108
3000 0.043 30 (0.54 + 0.09) x 4 1.03 720 (13.0 + 2.2) x 96
4000 0.048 20 (0.62 +0.08) x 4 1.15 480 (14.9 + 1.9) x 96
1000 0.044 24 (0.65+0.10) x 4 1.06 580 (15.5 +2.3) x 96
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2.5 Monitoring setup

It is challenging to monitor the sub-surface ice transport. In the present tests, qualitative
observations with underwater videos gave an impression on the extent of the subsurface ice
transport. In addition, some quantitative measurements gave some indications on the ice actions
on the sub-surface appendices:

= Horizontal forces acting between the bow propellers and the OIB hull,
= Torque, rotation speed and thrust measurements of the thrusters
= Tri-axial forces between the dummy turret and the OIB hull

3 Ice clearing by the bow thrusters
From the under water video visualizations, it is seen that:

= In level ice, the bow propellers are efficient to clear the ice. The propellers break the
already broken incoming ice into smaller pieces and blow it away. The sub-bow wedge
deviates the rest of the incoming ice (see Figure 6).

* During interaction with ice ridges, the propellers are submerged in the rubble ice. The ice
seems to come out of the thrusters at least partially crushed into thin particles. The
propellers do not manage to clear the turret area from ice, but the incoming ice is at least
partially milled, probably reducing the ice forces.

Ice clearing using bow propellers is challenging as the helmsman has no control or feedback
from the efficiency of the operation.

Figure 6 Underwater view of the bow propellers clearing ice drifting under the vessel hull (run 3100)
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4 Ice accumulation on the stern propellers

From underwater videos, it was possible to see that sometime a rubble ice accumulation was
formed ahead of the stern propellers (see Figure 7). These accumulations formed essentially after
an interaction with a ridge. The ice rubble traveled around the mooting buoy and further aft
along the hull. The accumulation is lying on each side of the stern keel and against the azimuth
propellers. The propeller nozzle and the keel act as walls preventing the ice from drifting by.

It is also possible to detect these events on the time series plot of the forces applying on the stern
propeller drives. When the accumulation forms, two effects are combined: the thrust of the
propeller is reduced, and the accumulation is applying a force on the propellers.

Such obstruction of the stern propeller should be avoided. Several aspects have to be reviewed
further to minimize this effect:

= Propeller design: The propellers included a nozzle for propulsion efficiency. The nozzle
may favor the accumulations.

= Hull design: The underside of the hull is transversally horizontal between the turret and
the back propellers. The ice is thus not pushed sideways by its own buoyancy.

= Thrusters operation: The stern propellers could blow partially frontward. In this case the

thrusters operational strategy should be revised.

Figure 7 Underwater view of a rubble accumulation in front of the stern propellers after a ridge
interaction (run 3100, the stern keel is visible in the foreground)

5 External forces on the loading buoy

5.1 Measurements corrections

The dummy turret simulating the presence of the loading buoy was connected via a tri-axial load
cell to the ship hull. The forces measured by the load cell include external actions on the turret,
effect of the vessel tilt and inertia effects. The measured forces have to be corrected as described
in Equation 1 for forces in longitudinal direction to detect any substantial interaction on the
turret. (F puoyexs: €xternal forces on the buoy in longitudinal direction, ' pueyex: measured force
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in longitudinal direction, M,,,, mass of the dummy turret including added mass, 75, OIB pitch,
11,buoy> Surge of the dummy turret):

1,buoy ,ext = E,buoy,meas

- Mbuoyg Sin (775 ) - Mbuayﬁl,buoy [1]
Load increases were recorded during the ice ridge interactions (see examples in Figure 8). Table
5 gives the maximum recorded horizontal longitudinal forces measured on the loading buoy
during the ice ridge events (up to 460 kN in run 1110). The ice ridges were penetrated several

times at different positions. The boundary conditions give higher confinement during the first
penetration.

Underwater videos of all ridge interactions are not available. It is thus difficult to estimate the
amount of ice interacting with the turret. For runs 3100 and 4120 (see Figure 5b and Figure 9), it
is seen that the ice interacts on an area that is around 4 m thick in full scale.

Table 5 Maximum longitudinal forces on the loading buoy during ice ridge events. All tests are
performed at 0.5 m/s ice drift speed, except 2120 (1.5 m/s). Values in grey indicate no major

interaction
F1,buoy,ext [N] F1,buoy,ext [kN] Rldge
run # model scale full scale Setup penetration Keel depth
1110 33 456 OIB 1st hk=15.5m
4120 13 180 OIB + tanker 1st hk=14.9m
4210 OIB + tanker 2nd
3100 OIB + tanker 1st hk=13m
3200 12.5 174 OIB + tanker 2nd
2120 11 152 OIB, fast drift 1st hk =8.9m
2200 OIB 2nd
40 Fbuoy.ext [N] lnll
[
35 A total force
30 || ||I longitudinal force
Il
25 /l \
20 |
I| run #1110 run #4120 run #3200
15 | 15 15
("
10 \jﬂ 10 10
|
5 lw 5 ’ \\N\»’\
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time [s]

Figure 8 Time series of the longitudinal and total external forces applying on the dummy turret during 3
ridge interactions (runs 1110, 4120, 3200; model scale values)
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Figure 9 Underwater view of the loading buoy during interaction with a ridge (run 3100) (each horizontal
line is distant of 2 m in full scale)

5.2 Discussion on the measured forces

The external actions on the turret can result from interaction with ice rubble, but also from the
propeller wash from the bow propellers. Calibration tests were run with the OIB moored in open
water and bow propellers at full power. A load level of 10 N, 3.5 N and 1.5 N was measured on
the dummy turret with the bow thrusters with respectively 0° (full ahead), 20° and 30° outward
heading. During the ice ridge interactions, the bow propellers always had at least 20° heading,
the load contribution from the propeller wash in Table 5 is thus small.

As seen in Table 5, there is a correlation of the external forces with the ice ridge depth. However,
there is a substantial variation. Relatively high loads were also measured with the shallowest
ridge (2000 series); but the first penetration was performed at high drift speed (1.5 m/s full
scale).

5.3 Comparison to force estimates

Mellor (1980) developed a solution to estimate the quasi-static action from rubble of an ice ridge
keel on a narrow vertical structure (see Equation 2). Using this solution (with average values),
one gets that the action of 4 m rubble on the dummy turret gives an horizontal load of:

F=0.5D"(1-v)(p, — p.)gh’ =200 kN [2]

where D is effective structure width (9 m), 5 the passive pressure coefficient (= tan(45° + ¢/2), ¢
the rubble internal friction (30°), v is the rubble porosity (0.3), p,, the water density (1025 kg/m®),
pi the ice density (890 kg/m3), g the gravitational constant and /4 the ice rubble thickness (4 m).

This load is of the same order as measured during run 4120 where an accumulation 4 m thick of
rubble was observed (see Figure 5). In 3100, 4 m of the buoy are hidden also, but the load is
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lower. However it is unsure how much of the cloud is ice rubble or slush from the milled ice by
the propellers.

Simulations of impacts of single ice blocks are also found in the literature:

= Bonnemaire (2003) reports on model tests of simulations of ice impact on a protected
riser. The ice block was 160 t (8 m diameter, 4 m thick, based on observations from
previous ice tank model tests) and the impact speed 1.2 m/s. The maximum horizontal
load was around 330 kN.

= Bonnemaire (2005) reports on numerical simulations from ice impacts on an other type of
riser with higher tension. The ice block is similar and the maximum horizontal load 470
kN (0.5 m/s impact speed).

= Tikhonov et al. (2004) reports on numerical simulations of the impact of ice blocks on a
stiff cylindrical protection for a drill-string. The maximum load under the impact of a 6.3
t ice block (3 m diameter, 1 m thick) at 0.95 m/s is then estimated to be 480 kN.

The two first investigations concern the interaction between ice and a flexible riser. The
maximum loads were observed for impacts close to the riser top, where it is stiffer laterally.
These impact loads are very short and may not be captured by the measuring system in the case
of the ATOT model tests. However the reported load levels are of the same order as the highest
measured ice loads.

6 Conclusions

Special focus was given on sub-surface ice transport during the ice tank testing of the Arctic
Tandem Offloading Terminal (ATOT). The concept itself was designed to limit this effect to
reduce the risks of ice interaction in the turret area. The main observations are:

= The wedge under the vessel bow was efficient in level ice but its capacity was exceeded
in ice ridges

= The bow propellers were efficient in milling and clearing the ice, reducing probably the
ice interactions on the turret. However, it is difficult to have control on the bridge of the
efficiency of the ice management by propeller wash

= The dummy turret representing the offloading buoy was instrumented with a load cell. Ice
loads up to 460 kN were measured due to interaction with ice rubble on the loading buoy.
The extent in depths of the interaction was not observed in all tests.

* The measured loads are in the same range as estimations using a solution given by Mellor
(1980) and as load estimations from ice impact simulations found in the literature.

The reported load levels (less than 500 kN) may not be a high design concern for the loading
buoy in comparison with the expected mooring loads that will apply on this buoy. however, this
might be a threat to the flow lines if they are subjected to this kind of transverse load level.
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Abstract

This paper presents an overview of the Canadian Climate Change Technology and Innovation
Initiative (CCTII) Arctic Transportation Project. This project investigated the ability to navigate
the waters of the Canadian Arctic on a year-round basis. Four tasks were performed to provide
improvements in navigation. The first task reviewed historical ice conditions in the Arctic and
addressed the issue of shipping regulations for vessels in Canada’s Arctic. The second task
addressed the issue of visually identifying multi-year ice from the bridge of the vessel,
helicopters and satellite photographs. The third task investigated two different approaches for
improved ice information onboard a vessel. These included a bow-mounted video camera and a
high speed radar system with advanced signal processing. These systems were evaluated in two
years of dedicated trials on board the icebreaker CCGS Henry Larsen. The fourth task developed
technology for improved predictions of ice movement between the Arctic islands.

885



Introduction

An extensive drilling program in the Canadian High Arctic between 1969 and 1987 identified
sixteen Tcf of discovered gas reserves with estimates of undiscovered potential up to sixty Tcf.
Recently, the Canadian Energy Research Institute (CERI, 2004) evaluated the economics for
development and concluded that development is viable. One of the main difficulties is to ensure
that a reliable transportation system exists for bringing the gas to southern markets. Large
tankers are one of the proposed methods for transit. Timco et al. (2005) conducted a scoping
study to identify the key research areas that would improve year-round transportation in the
Arctic. Fifteen Captains who operate vessels in the Arctic were interviewed in the study.
Unanimously, they picked the detection of multi-year (MY) ice as the key research area. This
identification of MY ice must be possible on both a regional scale and local scale (i.e. in the
immediate vicinity of the vessel). The second priority related to improved knowledge of ice drift,
leads and pressure. Based on these results, a four year comprehensive research program was
performed to improve ice information in these areas (Timco and Gorman, 2007). There were
four main Tasks in this research program:
1. Determine the year-round ice conditions that a tanker would encounter and determine the
Polar Class of the necessary vessel based on Transport Canada regulations. This will have
a pronounced influence on the cost of ship construction.
2. Collect detailed ground-truthed information on the presence and properties of multi-year
ice and compare this information to predictions of ice conditions from satellite imagery.
Data would be collected for two years, by the CIS Ice Service Specialists (ISS) on six
CCG icebreakers. This information would be a unique collection showing the many
facets of multi-year ice as observed from the Bridge of the vessel, helicopters and
satellites.
3. Develop two types of sensors for the detection of multi-year ice. One sensor would be
based on the high speed radar that has been developed for the detection of small icebergs.
The second system would consist of a video system mounted at the bow of the vessel to
give better visibility in fog conditions.
4. The fourth task was the collection of ice drift patterns in the High Arctic and the
application of ice modeling to these specific regions.

This paper presents an overview and the results of these four tasks.

Task 1: Ice Conditions and Vessel Class

The objective of this Task was to provide detailed information on the ice conditions that would
be encountered by a tanker operating year-round in the High Arctic and to determine the class of
a vessel necessary to meet Transport Canada Regulations.

Transport Canada has the responsibility for regulating shipping in Canadian Arctic as part of the
Arctic Shipping Pollution Prevention Regulations (ASPPR, 1989). There are two systems
regulating shipping north of the 60°N in Canada, the Zone/Date System (ZDS) and the Arctic Ice
Regime Shipping System (AIRSS, 1996). In both systems, vessels are assigned vessel classes:
“Type” vessels and Arctic Classes in the ZDS, and “Type” vessels and CAC vessels in AIRSS.
Type vessels are designed to operate in moderate first-year (FY) ice conditions, while the higher
class Arctic Class and CAC vessels are designed to operate in severe multi-year (MY) ice
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conditions. Vessel classes/categories Type B to CAC 3 were evaluated for year-round shipping
in the Canadian Arctic during this task of the project.

Two routes were defined for transportation of gas to the southern markets (Figure 1): the
“Western” route for shipping the gas to a terminal in the Beaufort Sea and then by a pipeline to
Southern Canada, and the “Eastern” route for delivering the gas to a terminal on the East Coast
of Canada. Both the Western and Eastern routes have two segments with one common to both,
the Bridport route. The Bridport route leads from Bridport Inlet through Viscount Melville
Sound to Barrow Strait with two options of going around Lowther Island. Information on ice
conditions was obtained from the Canadian Ice Service (CIS) from historical digital ice charts.
The analysis to evaluate ice conditions and the operability of different vessel classes throughout
the year in the selected shipping routes is based on a methodology described in detail in Kubat et
al (2005). The analysis was done for every second year between 1985 and 2005. The results
showed that there is a high inter-annual variability in ice conditions encountered in the shipping
lanes. It was interesting to note that during some warmer years, the ice conditions were more
severe than during some colder years. It is due to ice conditions of the previous year — if the year
was cold with severe ice, then the ice doesn’t melt completely during summer. It becomes more
severe during winter, and a longer time is then needed for ice to melt in the following year, even
if the year is relatively warm. Also, in a warm year the first-year ice melts faster and the old ice
floes are allowed to drift into shipping lanes. As a result, the ice conditions during the shipping
season might be worse than those in the previous colder year.

Arctic Ocean

Greenland

BRIDPOR;T 3

Victoria @

Island

Northwest
Territories Nunavut

Figure 1. Shipping routes for transporting gas from Melville Island
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In addition to this analysis, the occurrence of MY and FY ice in the shipping lanes was
examined. This was done by normalizing the percentage of MY and FY ice coverage in each ice
regime to the whole length of the shipping route. Results showed that there is not unity in
severity of ice conditions for all the routes. For example in 2005 the ice conditions in the
Bridport routes are quite light (i.e. much less MY ice is present in the shipping lanes) compared
to other years, while in the Western and Eastern routes the conditions are more severe than in
previous years. Mostly the ice conditions in the Western route are more severe than in the
Eastern route; however during 1995 and 2001, more MY ice was present in the Eastern shipping
lane than in the Western route. In general, the high presence of MY ice in all shipping lanes
indicates potential danger to vessels, mainly to Type class vessels, and consequently increases
requirements for a vessel class. Kubat et al (2007a) provides a detailed description of the
analysis carried out during Task 1.

The results of this study showed that in order to operate safely in the Canadian Arctic on a year-
round basis and in accordance to the existing Transport Canada Regulations, a vessel would have
to be built to CAC2 or higher class specifications.

Task 2: Identification of Regional Multi-Year Ice

The objective of Task 2 of the project was to develop a guide to help identify old ice from the
ship’s bridge, an offshore structure and during an aerial reconnaissance. Old ice is a term that is
used to describe sea ice that has survived one or more summers’ melt. It includes both multi-
year ice and second-year ice. Multi-year ice has been identified as one of the most important
hazards facing shipping in the north, in winter and summer. Old ice is associated with the
greatest number of ship damage events that occur in ice covered waters (Kubat and Timco,
2003), and it causes the highest loads on offshore structures (Timco and Johnston, 2004).

Despite the hazard that old ice poses for shipping, the mariner currently has very little
information at his disposal to help decide when the ice is multi-year or when it is second-year.
Differentiating multi-year ice from second-year ice, and even first-year ice at times, is not always
straightforward — even for the seasoned mariner or the highly trained Ice Service Specialists
(ISS). In fact, the term “old ice” is often used when second-year ice cannot be distinguished
from multi-year ice. That sometimes less-than-clear distinction underscores how difficult it can
be to differentiate the two ice types.

The NRC Canadian Hydraulics Centre published a guide called Understanding and ldentifying
Old Ice in Summer (Johnston and Timco, 2008; see Figure 2). It was a culmination of three
years of work that presents old ice from four different perspectives: on-ice observations, ship-
based observations, aerial observations, and satellite observations. The following sections
describe the different components of the Guide.

On-ice Observations: Understanding and Identifying Old Ice in Summer begins with a primer on
old ice. Much of our understanding of old ice comes from the on-ice observations that have been
made over the years. The primer uses on-ice measurements such as the thickness, temperature,
salinity and strength to show some of the fundamental differences between multi-year and
second-year ice. It also discusses how old ice moves (and decays) through the Arctic. As such,
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the primer provides context for understanding the ship-based, aerial and satellite observations of
old ice that are included in the Guide.

Understanding and
Identifying Old Ice in Summer

.m:&;:ﬁim
Figure 2. Cover page of guide called Understanding and Identifying Old Ice in Summer

Ship-based Observations: A large part of the Guide is devoted to the ship-based observations of
multi-year and second-year ice that were collected over a period of three years. More than 200
ship-based observations of old ice were made from early July to October. The observations were
made from ten different vessels in all regions of the Canadian Arctic. The information was
generously provided by experienced personnel such as the Ice Service Specialists (ISS) from the
Canadian Ice Service (CIS), two Commanding Officers acting in the capacity of ice observers on
foreign ships, and a keen post-graduate student from the University of Manitoba. The ships that
participated in the program were icebreakers, except for the M.V. Bremen, which navigated the
Northwest Passage while Captain N. Thomas of the Canadian Coast Guard acted in the capacity
of an ice observer.

The observations are categorized by the region in which they were collected: western Arctic,
central Arctic, eastern Arctic or sub-Arctic (Figure 3). The number of observations that were
collected by each ship depended upon how much old ice was encountered during the voyage, but
it also depended upon the amount of time that was available for making observations. The
amount of ice that was encountered, and the characteristics of that old ice, depended upon the
area in which the ship operated, and the time of year.

The Guide includes large format photographs of the old ice features, along with supplementary
information about what factors were taken into account in deciding whether the ice was multi-
year or second-year — parameters that included the estimated ice thickness, color of the ice, melt
pond extent and shape, pond drainage features, surface roughness and degree of weathering. The
Guide also provides information about the ship response after impacting the floe, if applicable.

Figure 4 includes some examples of the old ice that was encountered along the shipping routes
during summer. Clearly, “old ice” is a general term that covers a broad spectrum of ice. The
photographs show that the differences between multi-year and second-year ice range from highly
evident, to extremely subtle. The photographs underscore the importance of having a Guide to
assist with identifying the varied forms of old ice, and the key parameters should be used to
classify old ice.
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Figure 4. Observations of old ice included in the Guide (a) multi-year ice in the Western Arctic,
(b) multi-year ice in the Central Arctic, (¢) multi-year ice in sub-Arctic and (d)
second-year ice in the Western Arctic.
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Aecrial Observations: The aerial observations were made while conducting reconnaissance
flights with a helicopter. The aerial reconnaissance is one of the Commanding Officer’s key
lines of defence for navigating safely and efficiently through severe ice. The bird’s eye view
provides an important perspective of old ice because often it provides the only source of
information about the path of least resistance through the ice field. The aerial observations in the
Guide provide several examples about how old ice appears from the air.

Satellite Observations: The last section of the Guide includes some satellite images that have
been “validated” with complimentary information from the on-ice, ship-based or aerial
observations. This is an important section of the Guide because most ships transiting ice covered
waters now use some form of satellite imagery, as a navigation aid (short term) and/or for
planning purposes (longer term). The satellite images that were included in the Guide were
selected from the images that were sent to the bridges of the Canadian Coast Guard (CCG)
icebreakers in support of ice operations, courtesy of the Canadian Ice Service (CIS).

Task 3: Local Detection of Multi-Year Ice

Task 3 of the CCTII Initiative investigated two different approaches (video camera and ice
hazard radar) for the improved detection of dangerous ice in poor visibility (snowfall, darkness,
fog) and in heavy sea conditions. These were tested during trials onboard the CCG icebreaker
CCGS Henry Larsen in 2006 and 2007.

Bow Mounted Video Camera

Ship captains have observed that objects can occasionally be detected earlier in fog by video
cameras than with the naked eye. To quantify this, a video camera with a weatherproof housing
was mounted on the bow of the icebreaker CCGS Henry Larsen in May 2006. After several
months in its exposed location, water was able to penetrate the camera causing irreparable
damage so it was replaced with a more rugged camera. The stainless steel Moondance®
ruggedized pan-tilt-zoom camera, which is designed to work under extreme weather
environments and corrosive conditions was mounted on the bow of the vessel (Figure 5). The
display monitor was installed on a console table with other navigation systems close to the
bridge windows for convenience. The camera has the ability to use ambient light to enhance the
video image at night. During the trial in July 2007, the bridge team assessed the ability of the
video system to improve visibility from the bridge, especially in low light, snow and fog
conditions. The camera proved itself as a valuable tool to be used in conjunction with the bridge
lookouts and radars.

Marine Radar for Improved Ice Detection

Standard marine radars have been developed as target detectors (for other ships, coastlines and
hazards) and are not designed to provide a high definition image. They may not detect small
floes of multi-year ice or dangerous glacial ice such as bergy bits or growlers early enough to
avoid a collision. Transport Canada’s Transportation Development Centre (TDC) has conducted
significant research projects for the detection of small objects such as swimmers and glacial ice
in various sea conditions. As part of this project, the Canadian Coast Guard collaborated with
TDC to develop an “Ice Hazard Radar System” for improved recognition of dangerous ice
features.
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Figure 5. Video camera mounted on the bow of the CCGS Henry Larsen and the video display
on the bridge of the vessel.

Rutter Technologies, St. John’s, developed the computer display system which was installed on
the bridge of the CCGS Henry Larsen in June 2006. The system was connected to the vessel’s
standard x-band marine radar in slave-mode. The radar signal is converted to 256 grey scale and
digitized into a high-resolution image similar to a satellite image, which allows the user to
identify complex ice patterns. A trial was conducted on board the icebreaker in August 2006 in
Nares Strait during a scientific program. Figure 6 shows an example of the improvement with
this ice radar.

Figure 6. The ice radar (left) provides more clarity of ice features, such as the shape of multi-
year floes, than the standard radar (right). August 2006

The Captain, Ship Officers and team evaluated the capability of the radar processing system for
displaying ice imagery. Captain Vanthiel stated “The radar is proving to be a very useful tool for
tactical ice information. It allows the bridge watchkeeper to differentiate the different ice features
and easily discern the water leads.”
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During the winter of 2007, Innovation Maritime, Rimouski (Quebec), modified a Sperry
Bridgemaster E radar so that the scanner could rotate at high speeds up to 120 rpm. Typical
marine radar scanners rotate at 25 to 30 rpm. When combined with Rutter Technologies’ Sigma
S6® advanced digital radar processing that uses scan-to-scan averaging techniques, the radar
produces high resolution images which allow the user to detect small icebergs which are nearly
impossible to see with conventional radar.

In June 2007, the high-speed scanner was installed on the CCGS Henry Larsen and connected to
the ice radar display system on the bridge. The icebreaker departed St. John’s on July 4™ and a
trial was conducted in Hudson Strait and Frobisher Bay, ending July 12, 2007. The radar was
able to detect bergy bits and growlers from decaying icebergs at more than three nautical miles.
The ice was not detected on the standard radar until about a half mile from the vessel. Figures 7
and 8 show images that were taken during the Arctic 2007 trial on the CCGS Henry Larsen.

Figure 7. Left: Bergy bits and growlers drifting away from an iceberg. Right: Icebergs, growlers
and bergy bits. July 2007

Figure 8. Left: Ice Hazard Radar image Right: Conventional radar image. July 2007
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The Captain reported “The imagery provides a real-time picture of the vessel’s surroundings.
Within a 2 nautical mile radius of the vessel, this imagery presented has a distinctive 3D
appearance, tantamount to embossed, indicating ridges, floe edges providing a much clearer
image than the 2D blips available on the standard radar. A clear high-definition radar image
portraying the mariner’s immediate surroundings provided by Sigma S6 technology is a
godsend.”

The Canadian Coast Guard, Transport Canada, TDC, and Rutter Technologies will continue to
develop the ice radar processing capability and assess the system on the CCGS Henry Larsen
during the ice seasons off the north-east coast of Newfoundland and Labrador and in the Arctic.
This technology has proven itself to be a significant improvement over conventional marine
radar.

Task 4: Improved Modelling of Ice Drift in the High Arctic

The objective of this task was to investigate ice drift patterns in the High Arctic and develop a
framework for the prediction of ice drift, the presence of leads, and internal pressure in the ice.

The Canadian Arctic Archipelago (CAA) presents significant challenges to numerical ice
modelling and accurate ice forecasts. The CAA has many narrow straits and bays that are often
of similar width to the ice floes that traverse them. This and other factors lead to large areas of
consolidated and landfast ice. Multiyear and deformed ice is prevalent and shear zones form
along main channels. Winds play a dominant role in ice drift and the steep topography results in
significant wind steering. Ocean currents in this area are not well modelled or understood either
mainly due to relatively low traffic volumes and the difficulty and cost of conducting research in
this remote area.

As a start towards tackling some of these problems, a number of studies have been conducted to
better understand the ice behaviour in the CAA. Alt (2005) and Alt et al. (2005) identified many
of the unique ice features of the CAA including locations of their occurrence and frequency. An
atlas of ice drift patterns was prepared using ice drift data derived from sequential RADARSAT
imagery for 2003 (Papineau, 2005).

Collaboration between the Canadian Ice Service, NRC-CHC and McGill University led to the
development of a model (described in Sayed et al 1999, 2002) that deals with small scales and
ice conditions typical of the CAA. Model improvements addressed the advection scheme, the
ridging formulation, and the numerical solution approach. The main innovation of the model is a
Particle-In-Cell (PIC) approach to model ice advection, whereby the ice cover is represented by
discrete particles. Each particle carries attributes that describe ice conditions (thickness and
concentration of level and deformed (ridged) ice), and variables associated with the ice (velocity,
position, etc). In the present PIC implementation, the momentum and continuity equations are
solved over an Eulerian grid. This approach allows a history of each particle to be maintained.
Another important innovation is a new thickness redistribution model (Savage, 2008) that
accounts for continuous evolution of the ice thickness and ice concentration without resorting ice
to discrete categories.
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Figure 9 shows the results of an idealized test case of a long channel with parallel boundaries
used to examine the pressure distributions that may be encountered in long channels with
converging ends. The figure shows profiles of the pressure along the centerline of the channels
for a case with tidal current applied from the beginning of a run. The profiles show the changes
in pressure during a 12-hour cycle for cases with and without tidal currents. One result is that
tides reduce ice pressure.
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Figure 9. Profiles of the pressure along the centre of the channel at different phases of the tidal
cycle after 6 days. Profiles for the same case without tidal current are shown after 6
days and 12 hours later (from Kubat et al 2007b).

Conclusions

Overall this project was very successful on all counts. A number of researchers in different
organizations worked together to advance the knowledge of multi-year ice detection, and ice
movement in the Canadian Arctic. All four tasks will continue to develop. The detection and
identification of multi-year ice will be an increasing priority in the Arctic. Continued research by
the NRC-CHC and Coast Guard personnel will continue onboard Coast Guard icebreakers. The
Canadian Ice Service will begin to use RADARSAT?2 to better identify multi-year ice. Finally,
the NRC-CHC is developing a system for predicting the real-time locations of pressured ice in
the High Arctic.
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The Arctic Tandem Offloading Terminal (ATOT) is an innovative concept for offloading of
hydrocarbons in ice-infested waters. The concept includes an offloading icebreaker (OIB) with a
submerged turret loading system and a shuttle tanker. The OIB is moored to a turret buoy, and
shuttle tankers moor at the stern of the OIB for offloading. The ATOT concept has been tested in
model scale in the Large Ice Model Basin at HSVA in Hamburg, Germany. This paper discusses
results from two tests in level ice and ridges; that is, the measured forces in the tandem mooring
system between the vessels as well as the relative motions between the tanker and the OIB. The
interaction between the ATOT and ridges is studied and it is seen that the largest tandem
mooring forces are occurring during ridge penetration. The qualitative behaviour of the ATOT
during slow changes of ice drift direction is analysed.
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1. Introduction

The Arctic Tandem Offloading Terminal (ATOT) is a concept for offloading of hydrocarbons in
ice-infested waters. The concept includes an offloading icebreaker (OIB) which is moored to a
submerged turret and a shuttle tanker which is moored at the stern of the OIB, see Figure 1. The
ATOT concept was tested in June 2007 in the Large Ice Model Basin at HSVA in Hamburg,
Germany and the general results from these tests are described by Jensen et al. (2008). The tests
were performed in level ice, ice ridges and broken ice. Two other companion papers describe
different aspects of the model tests of ATOT; the turret mooring forces caused by ridges are
discussed in Bonnemaire et al. (2008a) and the subsurface ice interaction under the OIB is
analysed in Bonnemaire et al. (2008b). This paper focuses on the measured forces in the tandem
mooring system between the vessels and the relative motions between the OIB and the tanker in
level ice and ridges.

The tandem mooring system is explained in full scale and in model scale. Further, the ice
conditions and the test runs are described. Instrumentation and processing procedures are then
followed by results and a discussion about the forces in the tandem mooring system and their
connections to ice conditions and relative vessel motions.

a) b)
Figure 1. a) The ATOT concept in full scale. b) Close-up view of the tandem mooring system in
full scale.

2. Model setup

The Large Ice Model Basin at HSVA is 78 m long, 10 m wide and 2.5 m deep. Froude scaling
was used because of the importance of gravitational and inertial forces, see Ashton (1986), and
the scaling ratio was A = 24. In this text, all presented values are scaled to represent full scale
data. The length between perpendiculars of the OIB was 109 m, there were two different
draughts, 12 and 14 m, for open water and ice respectively and thus the beam varied between 26
and 30 m. It had a displacement of 21000 t and was equipped with reamers to increase
manoeuvrability and to reduce the ice forces on the tanker. The length of the tanker was 288 m,
the beam and draught was 35.5 and 15 m respectively, and it had a displacement of 108000 t.
The OIB was equipped with four azimuth propellers with a power of 7.1 MW each, two at the
bow and two at the stern, while the tanker was passive, with no propulsion. Further details
regarding the vessels can be found in Jensen et al. (2008).
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For practical reasons, the turret mooring system of the OIB was modelled with a dry mooring
system. The stiffness of the mooring system was different in the two test runs. In test run 3100 it
was 2.2 MN/m and in test run 4100 it was 4.4 MN/m, adapted to 150 m and 40 m water depth
respectively. In the model tests the ice sheet was frozen to the tank walls and the OIB was pulled
by the mooring system through the ice to simulate ice drift. More details about the dry mooring
system and the related mooring forces can be found in Bonnemaire et al. (2008a).

The tandem mooring system has two basic operational modes, distant loading and close loading.
Distant loading is intended for loading in open water and light ice conditions, that is, ice
coverage of less than 20 %, while close loading is the preferred operational mode in medium and
severe ice conditions.

The tandem mooring system consists in full scale of two mooring lines which are fixed to the
bow of the tanker and are reeled on to two hawser winches located at the stern of the OIB as
shown in Figure 1. The preliminary design of each of the winches is a pull in capacity of 2 MN, a
braking capacity of 3 MN and a payout rate of 1 m/s. It is possible to disconnect the mooring
lines and the risers within seconds. The loading system consists of two 20 inch risers with a
transfer rate of 9000 m*h, which makes a loading time of 6 hours achievable for the present
tanker. The ice drift is often tidal driven and changes of ice drift direction are believed to cause
the highest mooring forces, as reported by Danielewicz et al. (1995) and Comfort et al. (1999).
By loading within half a tidal cycle it is therefore assumed that the worst scenarios are avoided.
The influence of changes of ice drift direction on different loading concepts is discussed in
Bonnemaire (2006). During changes of ice drift direction, the tandem mooring system will be
active and provide a constant pretension in the mooring lines as long as there is no opening
between the vessels.

In the model tests, the tanker was moored in close tow at the notch of the OIB. The notch was
equipped with a fender system which consisted of a row of thick cylindrical fenders and a row of
thinner block fenders as shown in Figure 2. The stiffness of the fender system in surge was tested
in cold conditions and estimated to be 16.1 MN/m at O - 0.4 m penetration and 164 MN/m at 0.4
- 0.5 m penetration. The model scale mooring system consisted of two steel wires which were
connected to load cells mounted on hinges at the stern of the OIB. The wires ran through steel
guiders at the tanker bow and to a weight system in the tanker, as shown in Figure 3. One meter
of each of the wires was replaced with synthetic rope to model the elasticity of the mooring lines.
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Figure 2. The fender system and the setup for measuring the relative motions.
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The model of the tandem mooring system worked as follows:

The weight system consisted of two times two weights. The upper weights were 2 x 1.2
MN and modelled the pretension in the lines, while the lower weights were 2 x 1.8 MN,
so that the total weight represented the breaking capacity of the winches.

When there was a distance between the tanker bow and the fender system both weights
were lifted with a distance between them. The mooring line forces were then constant and
did not depend on the distance from the tanker bow to the fender, as long as there was no
contact. This simulated the payout of the winches at constant breaking force.

At the moment when there was contact between the tanker bow and the fender, there was
also contact between the lower weight and the floor of the tanker.

As the tanker bow compressed the fender, the distance between the weights decreased
and finally the upper weight was in contact with the lower one. At this point, the mooring
lines would be slack, the mooring forces would be zero and the tanker bow would have
penetrated into the stiffer part of the fender.

The weight system did not model the pretension correctly during changes of drift
direction. When the vessels were in contact with each other and there was a large yaw
angle, one mooring line became slack, while the other was subjected to higher tension
than the pretension.

Distance between vessels

Pulleys  Rope Wire Guiders Load cells
Y -
=) D N
| |
Tanker Fenders OIB
0 m penetration 0.5 m penetration
pa rn

Cylindrical fender

 Block fender g

Z

RS —
Weights d

Figure 3. The tandem mooring system as modelled in the ice tank.

3. Test runs

The ATOT concept was tested in unbroken level ice and ridges, in level ice and ridges with a
broken channel nearby and in broken ice with a drift speed of 0.5 m/s. The ice drift was straight
or slowly varying in level ice and broken ice, but always straight in ridges. In this text, only
intact level ice and ridges are considered. Figure 4 shows sketches of the vessel traces in each of
the test runs.
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Figure 4. The figure shows the traces of the vessels from the test runs.

The model ice was prepared as described by Evers and Jochmann (1993) and the ice ridges by
pushing level ice against a beam as outlined by Hayland et al. (2001). The main characteristics of
the level ice and the ridges are summarized in Table 1. Both ridges had a consolidated layer of
approximately two level ice thicknesses, in order to model first-year ridges.

Table 1. The main characteristics of the level ice and the ridges are listed in the table below. The
notation is as follows: h; is level ice thickness, o is flexural strength, hy is ridge keel depth, hs is
ridge sail height and wy is ridge width.

Test run h; [m] ot [kPa] h, [m] hs [m] Wy [m]
3100 1.03 720 13.0 2.2 96
4100 1.15 480 14.9 1.9 96

4. Measurements

More than 60 different channels were recorded during each test run. The most relevant
measurements regarding the tandem mooring system will be described here, meaning the
measurements of the relative horizontal and vertical motion of the vessels as well as the forces in
the tandem mooring system.

e The forces in each of the mooring lines in the tandem system were measured with
uniaxial load cells of type HBM U9B and sampled at a frequency of 100 Hz. In the time
series plots later in the text, “port” and “starboard” will refer to the mooring lines on port
and starboard side, respectively.

e The motion of the OIB was measured in all 6 degrees of freedom, see Figure 5 for
definition of the modes of rigid body motion, but the absolute tanker motions were not
measured directly. However, the relative horizontal and vertical motions between the
vessels were measured as described below:

e The relative horizontal motions between the vessels were recorded with a video camera
fixed at the stern of the OIB and looking downwards on a dotted plate fixed in the bow of
the tanker, see Figure 2. The motion of the dots was then tracked with the free software
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Video Spot Tracker developed by the Department of Computer Science, University of
North Carolina at Chapel Hill. By fitting a straight line to the dots, the relative surge,
sway and yaw motions of the tanker relative to the OIB were found. The motions were
found in a coordinate system fixed to the uncompressed fender, as shown in Figure 5. It
can be seen that relative surge is negative when there is space between the tanker bow
and the midpoint of the fender system, while relative surge is positive when the fender
system is compressed.

e The relative vertical motion was measured with a mechanical spring system. Three
springs were connected in series, with one end fixed to a load cell which was mounted on
a beam, fixed to the OIB. The vessels were aligned and the other end of the system of
springs was connected to a point in the bow of the tanker directly under the load cell. The
stiffness of the springs was estimated and by recording the force in the springs, we found
the relative vertical motion between the vessels by applying Hooke’s law. From this, the
pitch and heave motion of the tanker could be found. In our coordinate system, the pitch
angle is increasing when the bow is moving downwards.

y
A

"

OIB

o

a)

Figure 5. The sketches show a) the coordinate system fixed to the centre of the uncompressed
fender at the stern of the OIB, which the tanker bow moves relative to and b) the six modes of
rigid body motion.

5. Results

This section contains plotted time series of the total tandem mooring forces as well as the
mooring forces in each individual mooring line. In Figures 6 and 7, the number @ indicates
when the bow of the tanker entered level ice and the moment when the bow of the tanker started
to penetrate the ridge is marked with the number @®. Note that both vessels are embedded in ice
at the end of the time series. In addition to mooring forces, the relative yaw angle and the relative
surge between the OIB and the tanker in test run 4100 are plotted. The pitch motion of the tanker
and the OIB is given for test run 3100. Key numbers from each of the test runs are highlighted in
the text, and the maximal tandem mooring forces are summarized in Table 2.

Table 2. Maximal tandem mooring forces in individual mooring lines and in total from both test
runs.

Test run Max mooring forces in level/broken ice Max mooring forces in ridges
Port [MN] Starboard [MN]  Total [MN] Port [MN]  Starboard [MN] Total [MN]
3100 2.4 2.0 3.7 2.6 3.3 5.9
4100 3.9 3.9 7.8 3.2 3.0 6.2
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Test run 3100

The tandem mooring forces from test run 3100 are shown in Figure 6. The maximal total
mooring force was 3.7 MN and 5.9 MN in level ice and the ridge, respectively. The mean total
mooring force was calculated from t=800 s to t=1800 s, that is, the time period when the
tanker was totally embedded in level ice, giving a mean of 3.0 MN with standard deviation 0.4
MN. The relative yaw angle is not plotted since the ice drift was straight throughout the entire
test run. The lower plot of Figure 6 shows the pitch motion of both vessels.
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Figure 6. Tandem mooring forces between the vessels and pitch angle of both vessels during test
run 3100.
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Figure 7. Tandem mooring forces, relative yaw and relative surge between the vessels during
test run 4100.

Test run 4100

In Figure 7, the recorded time series of the tandem mooring forces and the video tracked relative
yaw angle from test run 4100 are plotted. The test run was temporarily stopped before the OIB
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entered the ridge, thus there is a gap in the time series indicated by a dashed interval on the time
axis. The maximal total mooring force was 7.9 MN in level ice and 6.2 MN in the ridge. The
extreme relative yaw angles were 28° and -26°. The figure also shows the relative surge between
the tanker and the OIB during the last part of test run 4100. The largest displacement was 3.7 m.
Figure 8 shows a drawing sequence of how the heading of the vessels changed during a change
of ice drift direction of 20°.

e © ¢ ¢

©

o
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Figure 8. Drawing sequence of the vessel heading and alignment during a change of ice drift
direction. The ice drift direction is indicated by a dotted line and the time step between each
drawing is 122 seconds.

6. Discussion

The discussion will be divided into three parts; ridge interaction in test runs 3100 and 4100, large
yaw motions during test run 4100 and mean tandem mooring forces in the part of test run 3100
where both vessels were embedded in level ice.

Interaction with ridges

During both test runs, the total tandem mooring force increased significantly when the tanker
started to penetrate the ridge. In test run 3100, the largest total tandem mooring force was 5.9
MN, which is just below the total capacity of the hawser winches. Consequently, there was no
significant relative surge motion between the tanker and the OIB.

The situation was different in test run 4100. The maximal total tandem mooring force was then
6.5 MN and this is above the capacity of 6 MN. At this event, both weights were lifted off the
tanker floor and the distance between the vessels increased, as can be seen in Figure 7. In full
scale, the winches would have started to pay out. The largest relative distance between the
vessels was 3.7 m. However, the tanker came back to the OIB before the OIB stopped at the end
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of the basin. This means that in this case it would not have been necessary to start the
disconnection procedure in a corresponding full scale situation.

The large tandem mooring forces were induced by large ridge forces on the tanker. They were
larger in test run 4100 than in 3100 and this indicates that the forces exerted by the ridge were
more severe in the former. When the OIB penetrated the ridges, it was exposed to large vertical
ice forces because larger vertical forces are needed to fail the consolidated layer of a ridge in
bending than to fail level ice. This resulted in pitch motions of the vessel. In test runs 3100 and
4100 the maximal pitch angle of the OIB was -1.4° and -1.9°, respectively. The volume of the
ridge keel in test run 4100 was larger than it was in 3100, which may have caused larger vertical
ice forces and hence larger pitch motions. The tanker pitched considerably less than the OIB and
this was mainly because the ridge already had failed, but also because it has a larger restoring
capacity due to larger water plane area.

The pitch motion of the OIB in ridges reduced the effect of the reamers. In fact, the effective
beam of the OIB was estimated to be 28.5 and 28 m in the ridges in test runs 3100 and 4100,
respectively, compared to 30 m in level ice. This caused a smaller channel for the tanker. The
contact area between intact ice and the tanker hull increased and thus larger forces were induced
in the tandem mooring system.

Spencer et al. (1997) studied model tests of a tanker moored behind a terminal and the effect of
the terminal size on the mooring forces. They presented a relationship between peak mooring
force reduction and the ratio between terminal diameter and the beam of the tanker. However, it
is difficult to use the results by Spencer et al. (1997) to compare the difference in mooring forces
between 3100 and 4100, since the difference in effective beam of the OIB is less than 2 %. The
difference in the tandem mooring forces could be caused by the fact the ridge in 4100 was bigger
and by inhomogeneities in the ridge, in addition to the difference in width of the wake after the
OIB.

Slow change of ice drift direction

During the first part of test run 4100 there was a slow change of ice drift direction of 20°. A
drawing sequence of the heading of both the OIB and the tanker during this drift change is
shown in Figure 8. A qualitative description of this event follows:

e The OIB met the new drift direction first. It experienced local ice forces caused by
bending failure in the bow area and by crushing failure further aft. Crushing forces are in
general larger than forces caused by bending failure and in combination with use of
azimuth propellers, this made it possible for the OIB to turn, see steps 3 to 5 in Figure 8.

e The yaw motion of the OIB pulled the tanker by the tandem mooring system and the
tanker slowly started to change heading. However, the inertia of the tanker and the fact
that the tanker had a long vertical sided parallel body, forced the tanker to continue in its
old path and thus pushed the stern of the OIB as can be seen in step 6 in Figure 8.

e At this time the tanker bow reached the port side of the wake after the OIB. In the
starboard bow area of the tanker, the ice was mainly broken by the OIB, giving a low
lateral pressure. In front of amidships on the starboard side of the tanker, intact ice was
met and combined crushing and buckling failure against the tanker hull resulted in large
ice forces, see Figure 9. On the port side of the tanker, the ice was partly broken. The
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milder ice conditions in the bow area and on the port side in combination with crushing
on the starboard side of the hull, made the tanker vane efficiently, see steps 6 to 8 in
Figure 8. At step 8, the tanker was almost aligned with the new drift direction.

e It should be noted that there was no propulsion on the tanker, and with for instance
azimuth propellers, it might have turned more efficiently.

Broken ice

Crushing/buckling zone

Figure 9. The picture shows the crushing/buckling zone on the hull of the tanker during the slow
change of ice drift direction during test run 4100. An area with broken ice is indicated to
illustrate the milder ice conditions in the bow of the tanker.

The plot in Figure 7 shows large mooring forces. However, the model of the tandem mooring
system did not represent the full scale system well with respect to mooring forces when there
was significant yaw between the vessels. It can be seen that during moderate yaw motions, one
line was slack, while the other line was exposed to high tension. In full scale, the hawser winches
would have been active and provided constant tension, evenly distributed in the mooring lines.
At about 1300 s, there was a large relative yaw (up to 26°) between the vessels and the
distribution of mooring forces between the mooring lines was even. Both weights were lifted off
the tanker floor because of the large yaw angle, but the vessels stayed close to each other and the
disconnection procedure would not have been initiated in full scale.

The mooring forces at this incident were larger than what one would expect from the weight
system. This can be explained by the friction between the mooring lines and the guiders, both
made of steel. Using the standard formula for the friction force between a rope and a cylindrical
pole, see for instance Irgens (2005), the friction force Fic between one mooring line and a guider
can be expressed as

I:fric = I:Ic (1 - e—/“//) [1]

In Equation [1], Fy is the force measured in the load cell. A typical static friction coefficient
between steel and steel is 4 = 0.6. The measured force in the load cell was 3.9 MN and the
relative yaw angle was approximately y = 25° (0.44 rad). An approximate value for the friction
force is then Fsic = 0.9 MN. This example illustrates why the measured forces were higher than
what they should be according to the weight system. The friction between the mooring lines and
the guiders could have been reduced in model scale by using pulleys.
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Mean tandem mooring forces

The mean total mooring force and standard deviation was estimated for the part of test run 3100
where the whole tanker is embedded in level ice and the drift direction was straight. This gave a
mean total mooring force of 3.0 MN, which is half of the capacity. The standard deviation was
0.4 MN. The period over which the mean and standard deviation was estimated corresponds to
approximately two times the length of the tanker.

7. Conclusions

Results from model tests of a tandem mooring system in level ice and ridges have been reported.
The main findings were the following:

e The tandem mooring loads were higher in ridges than in level ice when the ice drift was
straight.

e The capacity of the winches was overloaded once, due to large tandem mooring forces
induced by interaction between the tanker and a ridge.

e The maximal relative distance between the vessels during this incident was 3.7 m. The
tanker bow came back to the stern of the OIB while the tanker still was in the ridge, i.e.
the disconnection procedure would not have been initiated in full scale.

e The OIB pitched significantly in the ridges and the effects of the reamers were reduced.
This caused high tandem mooring forces during ridge interaction.

e The model of the full scale tandem mooring system did not work well with respect to
mooring loads when there was relative yaw between the vessels.

e The tanker vaned efficiently when there was a slow change of ice drift direction, but over
steered the OIB before they aligned.
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Abstract

Experiments on icebergs towing in the Barents Sea in 2004 and 2005 are analyzed.
Mathematical model of iceberg towing is developed to simulate the tension in the towing rope by
the towing with one branch and two branches rope. Numerical simulations demonstrate that
monotonic increasing of ship propulsion causes numerous hitches of rope tension following with
few minutes interval between successive hitches. Peak tensions of the rope created by the hitches
can exceed rope strength. Rotational mode of iceberg motion is constructed and investigated. It is
shown that iceberg rotation during the towing increases rope tension significantly in comparison
with the towing without iceberg rotation.
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1. Introduction

The towing of icebergs by ships is used to prevent iceberg impacts on offshore structures and
communication lines. The experience of icebergs towing was accumulated during several tens of
years in Canada shelf, where numerous icebergs produced by Greenland glaciers drift to the
South by East Greenland current. Glaciers of Svalbard, Franz Josef Land and Novaya Zemlya are
the sources of icebergs in the Barents Sea. Barents Sea icebergs are much smaller than Greenland
icebergs. Nevertheless the mass of Barents Sea icebergs can be sufficiently big (up to several
millions of tons) to create damage of ships and offshore platforms (Loset and Carsten, 1996). In
2003 more than hundred icebergs were observed around Stockman Gas Deposit area. Horizontal
sizes of icebergs from Novaya Zemlya and Franz Josef Land are varied from several tens to
several hundreds meters (Zubakin et a., 2006).

The experimental towings of the iceberg were carried out in the Barents Sea near the northern
Novaya Zemlya in the April of 2004 and 2005 in research cruises of RV ”"Mikhail Somov”. In
both experiments the towing was occurred by poly-steel rope composed from seven patterns of
110 m length. The rope was outlined around the iceberg and then fastened by the double-bit
bollard on the ship stern.

Mean diameter of the iceberg in 2004 was estimated as 32 m, and its mean draft was about 11 m
(Fig. 1a). The iceberg mass estimated as 8000 tons. The iceberg was drifting on the open water
partially covered by very thin ice - nilas. The towing rope was outlined around the iceberg by
small boat. The towing was occurred during 40 minutes with mean speed 0.8 m/s (Marchenko
and Gudoshnikov, 2005). The photograph of the towing is shown in Figure la. During the
towing parts of the rope connected to the ship with length about 200 m hanged in the air, while
the other parts were floating on sea or ice surface. Iceberg towing was occurred in calm
conditions without surface waves and strong wind.

Mean diameter of the iceberg in 2005 was about 80 m, and its draft exceeded 40 m (Fig. 1b). The
iceberg mass was estimated as 200000 tons. The iceberg was partially frozen in the edge of an
ice floe, which thickness was about 40 cm near the iceberg. Other floes were floating around the
iceberg. Ice free water from one side of the iceberg gave possibility to moor the ship to the
iceberg for one day period to study its properties. On the second day the rope was removed from
the ship on the iceberg surface and then outlined around the iceberg manually.

The towing was occurred on the second day in conditions of sufficiently strong wind up to 20
m/s without surface waves. During the towing almost all rope between the ship and the iceberg
hanged in the air, and only its small parts were floating on water surface near the iceberg. The
rope length between the ship stern and the iceberg is estimated as 450 m. After approximately 30
minutes of the towing the ship was decelerated due to the approach to a floe in front of the ship.
In this time iceberg rotation was observed visually from the ship due to the depression of the
tension in one branch of the towing rope (Fig. 2a). Another branch of the rope had sufficiently
strong tension keeping significant part of the rope above water surface. After 10-15 minutes the
ship accelerated and the rope was broken (Fig. 2b). The situation of the rope break up is
explained in Fig. 3.
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Figure 1. Iceberg towing in 2004 (a) and 2005 (b).

- 7 o—

Figure 2. The depression of the tension in left branch of the rope created by ship deceleration
and iceberg rotation (a). Broken towing rope (b).

Figure 3. Iceberg rotation caused by ship deceleration.
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2. Formulas for the calculation of rope tension
It is assumed that gravity, tension and inertial forces determine the motion of the rope. The force
balance at the rope is expressed as follows

VEVa:%G+W [1]

where W =(0,-W) is the weight of the rope of unit length, ¢ is the rope tension, a is the rope

acceleration, and ds is infinitesimal length of the rope (Fig. 4). The rope tension is written as
o =0T, where T is unit tangential vector to the rope. Using Frenet formulas equation (1) is

written as follows

W99 skn+w, 2]
g ds
where n is unit tangential vector to the rope and k =17, (1+77X2 )73/2 is the rope curvature. It is

assumed that the rope shape is described by equation z =7(x,t).

[&]

L x
dx
Figure 4. Scheme of forces applied to extended rope.

In steady case the integration of the projection of equation (2) on t-direction leads to the
formula o =0, +Wn . The projection of (2) on n-direction is reduced to the equation

2 2
0'3)(727 :WJH(Z—ZJ [3]

Let us perform the solution of equation (3) as 7 =17, + 01 , where 7, is the solution of equation

d’n
%0 02

—W [4]
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Assuming that the rope is fixed at z=H_, by Xx=0 and at z=0 by x= A we find

2
7o =ﬂ(X7—ij+Hs [5]

Oy

If the rope is floating by X > A, then the tension o, is found from the condition d7/dx=0 by
X = A as (Marchenko and Gudoshnikov, 2005)

WA?
Oy = oH [6]

From (6) follows that WH << o, and consequently W7 <<o,, when A>> \/EHS. This

inequality is typically occurred for the towing of icebergs, when the distance A is about the
distance between the ship and the body (200-500 m) and H, is free board of the ship (5-10 m).

It means also that 77, <<1. Therefore further 7 =7, is assumed.

The length of the rope above the water surface is calculated with formula when

IOA:_?\II‘HﬁdX [7]
0

Substituting the expression from formula (6) into (7) we find

2
lon = o, | WA 1+ WA +arcsinh WA [8]
2W | o, o, o,

With using Taylor series this expression is simplified with accuracy to high order terms as
follows

2 H?
|0A:A£1+§ A;] [9]

Expressing the rope length as |, =1,,+ X — A, where X is the coordinate of rope fastening at

the iceberg (Fig. 5), we find

2
a2 H
31, -X

[10]
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After substitution of formula (10) into formula (6) the rope tensions is expressed as

2 WH?

T9 (1 - X)? [

UO(INX)

In steady solution the rope tension is in a balance to the rope weight. The influence of rope
inertia becomes important when Wo’n/ét* = go,0°n/0x* . Using formula (6) one finds the ratio
between representative time (T ) and length scale (L) of nonstationary perturbations as
T=LA"'\2H,/g . Assuming L=A and H, =7 m we estimate T =1.25s.

3. The estimation of rope tension

Visual analysis of the photographs of the rope during the towing in 2005 has shown that both
branches of the towing rope with length about 450 m hanged in the air. Substituting in formula
(6) numerical values

W =25Nm”’, A=450m, H,~7m. [12]

we estimate the tension in each branch of the rope as o =36.9 T. Therefore total force applied to
the iceberg by the ship was about 20 = 73.8 T . This load is closed to critical tension of the rope
o, =80 T. Thus the rope would be broken if this load would be applied to one branch of the

rope.

Iceberg rotation due to ship acceleration created the depression of the left branch of the rope
(Fig. 2a). When ship was accelerated most of the load became applied to the right branch of the
rope. It can be the reason for the break up of towing rope in 2005.

4. Equations of iceberg motion under the towing

Let us consider model iceberg with the shape of vertical cylinder with radius R and draft
H (Fig. 5). The equation of momentum balance describing iceberg motion under the towing is
written as follows

Mg T, By [13]

dt dt
where M; is iceberg mass, v; =(V;,,V;,) is the vector of iceberg velocity in the horizontal plane
(X,y), F,; 1s the force applied to the iceberg by the water, T is the force applied to the iceberg

by the rope, and vector x; =(X;, Y;) shows the location of iceberg centre mass at the plane (X, Y).
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Figure 5. The scheme of cylindrical iceberg towing.

The force F,; is equal to a sum of the force due to added mass effect and form drag

F,i =My (j(vv(vj—,[_‘,i)+pwcdsi|vw_vi|(vw_vi) [14]

where M, = 7zp,R*H is added mass of the iceberg, v, is mean horizontal water velocity in the

w

vicinity of the iceberg, p, is water density, C, is form drag coefficient, S, =2RH is the
effective area of vertical cross-section of submerged part of the iceberg.

) )
Figure 6. Iceberg towing with one rope branch (a) and with two branch rope (b).

The vector of rope tension by iceberg towing with one rope branch (Fig. 6a) is calculated by
formulas

X, —X;
T=egz0,(,,X), eg= SX 5 XIS:|X

= [15]

The value of o, is calculated with formula (11), where X =X —R. Vector x, =(X,,Y,) 1s
associated with the coordinates of fastening point of the rope at ship stern.

The vector of rope tension by iceberg towing with two branches of the rope (Fig. 5b) is
calculated by formulas
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T=T, +T [16]
T, =T,(cosa,,sina,), T, =0,(,,X), X=X -R*, Xq=|x,—x|]
a,=atpf, a=arcsinu, ﬂ=arcsini

IS IS

Rope length |, between points S and X, and rope length | between points S and X. can be
different.

The conservation of angular momentum of the iceberg is written as follows

d2
dt

|, =2 =R(T_-T,) [17]

where |, represents the iceberg’s inertia and ¢ is the angle of iceberg rotation around its vertical

axes.

Five equations (13) and (17) together with formulas (14), (15) and (16) form closed system of
ordinary differential equations for the finding of unknown functions x;(t), y;(t), v, (1), v; (1)

and ¢(t), when functions X (t) and y,(t) are given. In the other case equations (12) and (16)
have to be completed by equations describing the ship motion.

4. Simulations of iceberg towing with one branch rope
Let us consider iceberg towing in calm water (v, = 0) in the direction of X -axis with one branch

rope when the ship motion is described by equations

M

o _y [18]

V. g 1P, S
dt

° dt
where M, =15000t is the ship mass, v, and X, are the velocity and the location of the ship, P
is the power of ship propulsion and T is rope tension calculated with formula (15). The force
applied to the ship by the water is defined as follows

Fws = _prsSs|Vs|Vs [19]

where drag coefficient C, =0.003 and the area of wetted surface of the ship hull is
S, =1000m’. The ship propulsion is defined by formula

P=-p,CV.> tanh’(5t/t,) [20]

where t, is the time of ship acceleration to the speed V, in the case when rope tension is absent
(T=0).
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Results of numerical simulations computed with M, =200000t,M_,=M,/2, H,=7m,
W =45N/m, | =450m, S, =3200m’ and C, =0.6 are shown in Fig. 7.

VeVoms T, tons
- 100
80
60
40
20
5 10 15 20 25 30 35 f min
v, v, m/s a) b)
T 10*, tons
04 ’ 20
02 d
15
0
. 10
0.4 5
-0.6 0
3017 39174 39178 39182t min 3917 38174 39178 39182 f mip
c) d) '

Figure 7. Velocities of ship and iceberg (a,c). Vertical lines show the times of peak tension of
the rope (b). Rope tension in the vicinity of local maxima (d).

The line marked by v (T =0) in Fig. 7a shows ship velocity versus the time if the ship would be

accelerated by the propulsion (20) with T =0. Ship velocity increases to 7.5 m/s during 30 min.
Lines v, and v; show the speeds of the ship and the iceberg during the towing. Since the iceberg

mass is much bigger than the ship mass the iceberg motion looks more monotonic in comparison
with ship motion. The ship speed is changed from negative to positive values due to the
influence of the rope tension. Each change of the sign of the ship velocity is created by the hitch
of the rope. Vertical lines in Fig. 7b show the times of rope hitches. The time interval between
two successive hitches is about few minutes. Peak tensions of the rope decrease with the time.

Ship speed and iceberg speed in the vicinity of the first hitch of the rope is shown in Fig. 7¢
versus the time. In the moment of peak tension the iceberg and the ship move in opposite
directions. Fig. 7d shows rope tension versus the time in the vicinity of the first hitch of the rope.
One can see that peak value of the tension is very high and it is realized in very short time about
0.001 s, when the rope inertia can be of importance.
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5. Rotational mode of iceberg motion
Rotational mode of iceberg motion is described by equations (17) and (16). Equations (13) are
satisfied with assumptions dx,/dt=0 and dx;/dt=0. In this case the points X: and X. are

fixed in the space and the sum of rope length | _ between points S and X. and rope length |

between points S and X is a constant

I+, =2L [21]

Temporal variations of | _ and |, , are related to angular velocity of the iceberg as follows

+

dl dl
o gde Ao _pde [22]
dt dt” dt dt

Absolute values of the rope tensions T, and T_ determined by formulas (11) and (16) are

expressed as follows

+

- ¢ +__C [23]

' (Ir,+ _C)2 T (Ir,— - C)Z
where C=2WH_/9 and ¢ =|SX_|=[SX,|.
Substituting formulas (21)-(23) in equation (17) we find

d’l

1 1
|2 =_R%C - =1
' dt? ((ZL—I—c)2 (I—c)zj o

[24]

Equations (24) is integrated once by time after its multiplication on dl/dt. Let us introduce new
dimensionless variables n e (—11) and t' by formulas

n=t7t popr | B po bTC a2=(L_CJ [25]
l,—L V1 d-a?) (L—1) L1,

where | =1, when dl/dt=0. Since |, >, constant & >1. The value of constant & is increased

with the increasing of the initial length of the rope |, when the distance ¢ is fixed. Integrating
equation (24) by the time and substituting dimensionless variables we find

dn | 1-n? ¢ ot —n?
— = . T=4[ dn [26]
dt' Va’-n’ Il 1-n’
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where T is dimensionless period of the solution. When « >>1 the solution of (26) has period
2z and it is approximated by the formula n=sin(t/«). Therefore the period of angular
oscillations is increased with the increasing of constant o or the initial rope length |,. Phase
diagram of the solution and period T versus constant « are shown in Fig. 8. One can see that
maximal angular velocity of iceberg rotation (it is proportional to dn/dt'") is increased with the
decreasing of constant o or the initial rope length .

Figure 8. Phase diagram of periodical solutions of equation (26) constructed with different
values of o (a) and dimensionless period T versus constant « (b).

6. The influence of iceberg rotation on rope tension

In this simulation the ship motion is given as fixed input value. A towing in calm water (v, =0)
with two branch rope is considered. The calculations have been carried out with
M, =200000t,M_, =M, /2 (no added mass for the rotation)) H,=7m, W =45N/m,

S, =3200m* and C, =0.6.

The initial conditions for the simulations were related to the equilibrium towing in the direction
of x-axis with the velocities v, =v,=0.1m/s. For these velocities the rope tension was
calculated as 10 000 N for each branch. When the ship accelerates from the initial 0.1 m/s up to
0.2 m/s in 320 s, we can observe four hitches in the rope with the peak tension of 3.5-10°N (Fig.
9a). To simulate the influence of iceberg rotation to the peak tensions, we induce a tension of
1.26-10°N to one rope branch right at the beginning of the ship’s acceleration. This scenario
represents a rotated iceberg which experiences an increasing of tensions in both rope branches
due to ship’s acceleration. The maximum peak tension is 9.6-10°N is shown in Fig. 9b. This
maximum value occurs at the branch of the rope with the lower initial tension. Comparing Fig.
9a and Fig. 9b we conclude that iceberg rotation increases peak tension of the rope
approximately in two times.
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Figure 9. Peak tensions of both rope branches; a) shows the tension due to ship’s acceleration
without iceberg rotation; b) displays the scenario of ship’s acceleration when the iceberg has
some initial rotation.

T
__

Figure 10. Scheme of iceberg rotation in initial time of the towing (a) and after the peak tension
in the branch with low initial tension (b).

The scheme of iceberg rotation during the towing is shown in Fig. 10. In initial time the tension
in one rope branch is higher the in other rope branch (a). It creates clockwise iceberg rotation
until the tension in the second rope branch reaches its peak value. After that the iceberg starts to
rotate in counter clockwise direction (b).

6. Conclusions

Iceberg towing by a ship and towing rope is accompanied by the hitches of the rope tension
following successively with few minutes interval. These hitches can lead to the break up of the
towing rope. Small acceleration in initial period of the towing will reduce peak tensions of the
rope. Peak values of rope tension computed for the case of iceberg towing with two branches
rope are smaller those values computed for the towing with one branch rope.
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There is rotational mode of iceberg motion under the towing with two branches rope. This mode
can be excited due to the change of towing direction or due to unequal tension in rope branches
in initial time. Iceberg rotation can increase peak values of rope tensions significantly. This
effect created the break up of the rope in iceberg towing experiment in the Barents Sea in 2005.
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Offshore Labrador holds considerable promise for natural gas development, with discovered
reserves of 4.2 TCF natural gas and 123 million barrels natural gas liquids established during the
drilling of 28 wells (with 5 significant discoveries) during the late 1970s and early 1980s.
Increasing demand for natural gas has renewed interest in exploration and development on the
Labrador Shelf and Slope. Iceberg scour is a significant consideration for pipelines and subsea
structures in this region. Recently, a number of multibeam seabed surveys have been conducted
to establish baseline surveys for future repetitive mapping and to determine scour geometric
parameters (i.e. length, width, depth, orientation) for engineering design. In this paper,
multibeam surveys conducted in 2003 and 2006, covering almost 1000 km? of seabed, are
examined and distributions of key geometric parameters of scour features are presented
according to location and water depth. Issues related to the discrimination of relict and recent
iceberg scour features are discussed, as well as a comparison with scour parameters established
during previous (pre-1990) surveys and how the perception of iceberg scour risk has changed
with the availability of more recent data.
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1. Introduction

Offshore Labrador holds considerable promise for natural gas development, with total discovered
reserves of 4.2 TCF of natural gas and 123 million barrels of natural gas liquids established
during the drilling of 28 wells (with 5 significant discoveries) during the late 1970s and early
1980s. Iceberg scours, formed when iceberg keels contact and deform seabed sediments, are a
significant design consideration for subsea facilities on the Labrador Shelf. An early assessment
of iceberg risk on the Labrador Shelf (Petro-Canada, 1983) determined that a pipeline with a
cover depth of 2.5 m, running from central Makkovik Bank to a landfall at Cape Harrison, would
be directly impacted by a scouring iceberg keel approximately 4 times a year. Later work (King,
2002) identified conservative elements in the earlier analysis and determined the contact rate
would be on the order of one every 25 years, with the potential for substantial reductions in risk
with additional data collection and analysis to define scour geometry and rates. Since then the
Geological Survey of Canada (Atlantic) (GSCA) and C-CORE, separately and in collaboration,
have performed a number of investigations to define iceberg scour risk, as well as other
environmental considerations relevant to the development of Labrador gas. Increasing demand
for natural gas has renewed interest in Labrador Shelf and Slope exploration, and on May 17",
2007, the Canada-Newfoundland and Labrador Offshore Petroleum Board offered four parcels
on, or near, the Makkovik Bank with a deadline of August 1, 2008 to submit bids.

Figure 1 shows multibeam surveys conducted on Makkovik Bank in 2003 and 2006 for the
analysis of iceberg scour parameters. The 2003 surveys were conducted using a Reson 8101
multibeam transducer and supporting equipment mounted on the MV Marine Eagle (Fugro-
Jacques Geosurveys Inc., 2005). The surveys covered significant gas discoveries (Bjarni and
North Bjarni) and sidescan sonar mosaics produced during the Environmental Studies Research
Funds (ESRF) Dynamics of Iceberg Grounding and Scouring (DIGS) program (Hodgson et al.,
1988). The sites were selected to provide a baseline dataset for future repetitive mapping
exercises, to aid in the interpretation of the seafloor topography and composition, and to assess
the severity, distribution and frequency of seabed iceberg scours. The 2006 survey was
conducted as part of GSC Expedition 2006038. CCGS Matthew deployed a launch during
daylight hours to collect multibeam bathymetric data in depths less than approximately 100 m
using its Simrad EM3000 system. Concurrently, the Matthew worked further offshore and
collected EM710 multibeam data and Knudsen 3.5 kHz sub-bottom data on a 24 hour basis, as
weather allowed. Data were cleaned and processed onboard and provided to the GSC for
geological analysis and interpretation. Other multibeam surveys in the area, such as those
performed in deeper water to examine slope stability issues, are not included.

Additional funds were raised from public and industry sources after the 2003 survey program to
perform a detailed analysis of the scour features. This included the development of a suite of
software tools by FJG to map scour features, automatically extract data and perform quality
control on the resulting dataset (Davis et al., 2005). The software and analysis techniques
developed represent a significant advancement in the analysis of iceberg scour and resulted in the
production of a large high-quality ice scour dataset for the Makkovik Bank region.
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Figure 1. Multibeam sufvey sites (fro_m Fugr6 Jac-cliles G_ec-)-SurVéys, 2007 with modifications).

2. Data Summary

Table 1 summarizes the scour features mapped from the 2003 and 2006 survey sites. Each scour
feature was characterized as a scour (linear furrows), pit (circular or oval features), or a scour
with an associated pit (typically a terminal pit). The proportion of scours and pits in the overall
population is of interest for use in risk analyses, since the difference in formation rates, plan
dimensions and depth distributions for the two types of features influences the probability of
interaction with subsea structures. Over 11,000 iceberg scour features have been mapped,
resulting in over 150,000 measurements of parameters such as width, depth, orientation and
sidewall slopes at profiles located at regular intervals along each scour feature, as well as
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parameters such as length and rise-up for each scour feature. The distance between successive
profiles used for the analysis of 2003 data was 10 m, whereas the profile interval used for the
2006 data was 50 m. Within each survey site, variations in scour parameters were noted
according to water depth, seabed slope and sediment type, but significant variations in scour
parameters were noted between the Makkovik Bank and inner shelf in the 2006 Study Area (see
Figure 2), with the inner shelf scour regime notably more severe. Thus, in any further
presentation of parameters on a site-by-site basis, a distinction will be made between the inner
shelf and Makkovik Bank portions of the 2006 Study Area.

Table 1. Data summary for survey areas.

Site Scours Pits Scours with Pits Total Profiles
Bertha 255 131 36 11,236
Gladys 825 269 214 31,018
Bjarni 1,181 943 285 42,375
ESRF 1,925 233 259 37,081
2006 Study Area 3,089 1,574 262 28,339

Figure 2. Comparison of scour severity on southwestern flank of Makkovik Bank (left) and
inner shelf (right) in 2006 Study Area (samples shown 5 km x 5 km).

3. Scour Parameters

Other than scour rate, the primary parameters of interest for assessing risk to pipelines and
subsea structures are scour depth, width, length, orientation and rise-up. It should be noted that
parameters presented here do not account for infill effects or the presence of relict scours (see
Section 6).

The scour depth distribution is the parameter that most significantly influences pipeline burial
requirements. Table 2 gives a breakdown of scour depth distributions according to survey site
and soil type. It should be noted that scour data from the 2006 survey have not been classified
according to sediment type and thus are not reflected in the sediment type statistics. A
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comparison of scour depths based on sediment type is complicated by the fact that different
sediment types are more common at different water depths, and water depth in itself has a
significant effect on scour depth. Figure 3 shows mean scour depth as a function of water depth
for the various survey sites. In the 80 — 220 m water depth range all sites except the 2006 Survey
Inner Shelf follow the same positive correlation between water depth and mean scour depth. The
contrast between the 2006 Survey Inner Shelf and the other sites is remarkable, with some of the
deepest scours occurring in the sediment between bedrock outcroppings, but the reason for the
discrepancy has yet to be established. The decrease of mean scour depths in water depths in
excess of 220 m may be due to infill of relict scours.

Distributions of scour incision width, length and rise-up are given in Table 3. While the mean
widths do not exhibit the same variability as mean depth, widest scours do occur in the 2006
Survey Inner Shelf, as with scour depth. Mean scour lengths for most sites are relatively short
compared with the observed mean scour length on the northeast Grand Banks, which is on the
order of 588 m, or 650 m corrected for truncation of scours at the edges of survey areas
(C-CORE, 2001). However, mosaic size on the Makkovik Bank is larger than on the northeast
Grand Banks so the influence of scour truncation would be less. Scour rise-up is of interest since
it can be used to estimate the tendency of an iceberg keel to penetrate into an open excavation
such as a glory hole. Mean rise-up values are all greater than those observed on the northeast
Grand Banks, where mean rise-up is on the order of 1 m. Rise-up values from the 2006 Survey
exceed all other sites, with an extreme of almost 90 m on the inner shelf.

The Regional Ice Scour Database (Geonautics, 1989) gives a mean scour depth of 1.35 m for the
Labrador Shelf. The Bjarni wellsite survey (Geomarine, 1976) gives a mean scour depth of
1.45 m, and the mean scour depth at the ESRF site (Hodgson et al., 1988) was 0.94 m. Mean
scour width from the ESRF site was 21 m (lower) and mean rise-up was 1.8 m (comparable).
Mean scour length determined from the previous surveys were comparable with values presented
here.

Table 2. Scour depths based on site and sediment type.

Water Depth Mean Standard Maximum
(m) Depth (m) | Deviation (m) Depth (m)
Bertha 103 — 145 0.50 0.58 4.95
Gladys 121 — 146 0.38 0.41 6.01
Bjarni 127 - 166 0.40 0.43 5.63
£ | ESRF 88 — 220 0.42 0.60 5.70
“2 | 2006 Study Area
(Makkovik Bank) 95 -361 0.70 0.73 6.23
2006 Study Area
(Inner Shelf) 41 -334 1.81 1.27 10.38
Till 88 — 138 0.37 0.44 3.56
*g Till with Discontinuous 93 _ 161 0.36 0.41 6.01
g | Sand Veneer
§ Sand Veneer 113-170 0.42 0.46 5.24
| Sand 96 — 128 0.22 0.26 3.28
Silt 120 — 220 0.81 0.86 5.70
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Figure 3. Variation of mean scour depth with water depth.
Table 3. Scour width, length and rise-up distributions.
Site Width (m) Length (m) Rise-up (m)
Mean | S.D. | Max. | Mean | S.D. | Max. | Mean | S.D. | Max.
Bertha 373 |243 ] 194 | 241 | 248 | 1825 | 1.7 | 14 | 99
Gladys 357 [ 21.7] 204 | 282 | 364 | 4167 | 13 | 1.2 | 119
Bjarni 423 [252] 213 | 360 | 422 |3832| 1.5 | 14 | 17.0
£ | ESRF 32.0 | 17.8 ] 190 | 288 | 411 | 5455 | 1.5 | 2.3 | 32.1
“ 12006 Study Area
(Makkovik Bank) 45.6 | 23.5| 264 | 575 | 707 | 7375 | 3.2 | 4.6 | 36.8
2006 Study Area 54.6 (253 | 219 | 457 | 551 | 7410 | 4.0 | 52 | 86.6
(Inner Shelf)
Till 36.1 |23.4]204.0| 223 | 203 [2039| 1.3 | 14 | 16.5
g | Tl with Discontinuous | 3731 55 41 2134 | 321 | 402 [4167| 13 | 12 | 133
£ | Sand Veneer
S | Sand Veneer 32.7 120.1 1190.0| 307 | 392 {4430 | 1.9 | 2.6 | 279
“ | Sand 29.1 | 143 [169.1 | 218 | 242 | 2058 | 1.5 | 2.2 | 142
Silt 40.2 | 23.8 | 188.0 | 417 | 654 | 5455 | 2.6 | 3.4 | 32.1

Scour orientation for each site is shown in Figure 4. Distributions of scour orientation at the
2003 sites are similar to those previously observed during the DIGS study (Hodgson et al.,
1988).
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Figure 4. Scour orientation for the various survey sites.

4. Pit Dimensions

Unlike scours, which are linear features, pits are round or oval in plan dimensions. Their
reduced dimensions, compared with scours, indicates that a pitting iceberg is less likely to
interact with a subsea structure than a scouring iceberg. Coupled with the fact that pits form less
frequently than scours, pits pose less of a hazard to subsea facilities. This is offset somewhat by
the deeper depths associated with pits. Pits may occur as isolated features or may be associated
with a scour, typically, but not necessarily, in the form of a terminal pit. Pits form when
environmental driving forces are insufficient to initiate, or continue, the scouring process.

Table 4 gives pit depths and diameters for each site and sediment type. As noted with scours,
sediment types were not assigned to the 2006 scour data and thus the 2006 features are not
represented in the sediment type breakdown. Little variation in mean pit depth is apparent in the
2003 sites, but they are noticeably deeper in the 2006 data, particularly in the inner shelf. A
maximum pit depth of 16.51 m was measured in 200 m water depth in the 2006 data (inner
shelf). Mean pit depth variations with soil type do not seem to follow any discernable pattern.
The mean pit diameter was calculated as the mean of the pit length and maximum width. The pit
diameters in the 2006 data are not notably different from the 2003 data (and lowest of all for the
2006 Makkovik bank data subset). There appears to be no relationship between soil type and pit
diameter.

929



Figure 5 shows variations in mean pit depth as a function of water depth for each site. In
general, the same trends in mean pit depth are noted as for scour depth. The ratio of pits to
scours is relatively consistent for the various water depth ranges.

Table 4. Pit dimensions based on site and sediment type.

Pit Depth (m) Pit Diameter (m)
Mean S.D. Max. | Mean S.D. Max.
Bertha 0.99 0.70 3.77 60.8 30.2 191.0
Gladys 1.01 0.83 6.89 56.6 28.6 | 243.6
2 Bjarni 0.99 0.93 7.87 63.8 364 | 270.2
1 | ESRF 0.92 1.07 10.17 | 55.2 28.1 182.9
2006 Study Area (Makkovik Bank) 1.12 1.08 11.06 | 42.1 25.2 | 200.9
2006 Study Area (Inner Shelf) 2.44 1.60 16.51 58.4 33.9 | 276.1
- Till 0.97 0.79 5.93 59.8 29.5 191.0
5 | Till with Discontinuous Sand Veneer | 0.94 0.87 7.87 60.6 34.8 270.2
.g Sand Veneer 1.26 1.14 7.09 64.5 31.7 182.9
& | Sand 0.56 0.55 3.85 59.9 26.0 109.9
Silt 1.22 1.10 10.17 | 60.5 29.2 156.9
= : -fx-- 2006 Slurvey Makiovik Bank]|
: 2006 Survey Inner Shelf
350 : | =--- Bjami H
: ESRF
: —#— Gladys
3 . ............................................................ # ...... B ertha H
N LA | |
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Figure 5. Variation of mean pit depth with water depth.

5. Scour Rate

The 2003 multibeam data were collected over the sites of earlier sidescan sonar surveys in order
to establish iceberg scouring rates based on the number of new scours created over the time
interval between surveys. Fugro Jacques GeoSurveys (FJG, 2005) compared the 2003 multibeam
data with Bjarni and North Bjarni wellsite surveys (Geomarine Associates, 1976, 1980) and with
surveys conducted as part of the DIGS (Dynamics of Iceberg Grounding and Scouring) program
(Hodgson et al., 1988). Quality issues with earlier surveys were encountered, for example the
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line-drawn scour interpretations produced by the Bjarni wellsite survey investigations could not
be correlated with the 2003 data with confidence. Therefore, effort focused on the 37 km® ESRF
sidescan mosaic on the western flank of the Makkovik Bank, which represents the best of the
available baseline data. Surficial sand and bedform distributions were noted to be very similar
between the 1985 and 2003 surveys (18 year duration), with no measurable indication of net
bedform migration (within system resolution). As shown in Figure 6, only one new scour event
was identified with confidence. Most scours mapped from the 2003 data (59%) existed in the
1985 survey. Some scours (25%) were outside of the 1985 survey. The rest were classified as
“undetermined” due to their subtlety and lack of textural contrast and continuity, as well as
positional uncertainties with the 1985 data. Most of the undetermined scours were on the
western face of the shallow-most till ridge, in an area of exposed coarse-grained substrate with
limited contrast. Similar contrast issues were noted at the edge of the sidescan mosaic. In order
to estimate scour rate, two sub-sample areas (totaling 20.5 km?) were defined that avoided the
shallow ridge till and the edges of the sidescan mosaic. Inside these sub-sample areas were 32
undetermined features and 1 new scour. Using the assumption that 50 to 100% of undetermined
features were new (likely conservative), the mean scour rate at that location is estimated to be
between 0.04 to 0.08 km™yr (C-CORE, 2007).

1985 ESRF Survey
——Existed In Previous Survey
——Did Not Exist In Previous Survey
Undetermined
—0Out-Of-Range

Figure 6. Repetitive mapping analysis of ESRF site (C-CORE, 2007).

New Scour

6. Relict Scour

One of the factors that complicate the interpretation of scour parameters from seabed records is
the presence of preserved relict scours. A relict scour is a very old scour that may not be
representative of the modern scouring regime caused by icebergs calved from western Greenland
and northern Canada tidewater glaciers. Relict ice scours have been excavated on the prairies
(Woodworth-Lynas, 1992) and observed preserved in “fossil” form in rock. Relict scours have
also been documented in the Laurentian Channel and on the St. Pierre Bank (King, 1976). An
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analysis of pollen in a sediment core from an iceberg pit off Notre Dame Bay at 260 m water
depth indicated an age of 9,500 years, while the analysis of a core from a scour in Conception
Bay at a water depth of 183 m indicated an age of 6,500 years (Mudie, 1986). Fillon and Harmes
(1982) stated that the deglaciation of the Saglek Bank, on the northern Labrador Shelf, occurred
between 6000 to 8400 years ago. This is within the age range noted for relict scours on the
Grand Banks and suggests that relict scours should also be common in the vicinity of the
Makkovik Bank. Relict scour marks have also been observed in water depths greater than is
generally considered to be possible for modern scouring. Lewis and Blasco (1990) report scours
at water depths of 750 m, well beyond the maximum observed iceberg draft of approximately
220 m (Petra, 2007). A mixture of relict and modern scours has been noted in water depths
around 180 m (Barrie, 1980).

The presence of relict scours interferes with the derivation of scour parameters. Relict scours,
which tend to be both wider and deeper than modern scours, influence the evaluation of
geometric parameters for modern scours. Seabed scour rate estimates based on seabed scour
density (i.e. Lewis and Parrott, 1987) are influenced by the presence of relict scours. It also
makes it difficult to define the lower water depth limit of modern scouring. To date, no reliable
technique has been developed for distinguishing modern and relict scour based solely on
multibeam seabed records.

7. Implications for Risk

The Bjarni Development Study (Petro-Canada, 1983) assessed iceberg scour risk to a network of
three pipelines (2 redundant production pipelines and a pigging pipeline) running from
Bjarni/North Bjarni on the Makkovik Bank to a landfall at Cape Harrison on the Labrador coast.
The scour rate was estimated using iceberg flux, an iceberg draft distribution based on measured
drafts, and the assumption that icebergs that could scour in a particular water depth was the
proportion of the iceberg population with drafts > water depth and < water depth plus 10 m
(based on the observation that iceberg scour rise-up could be on the order of 10 m). An
exponential scour depth distribution with a mean value of 1.45 m was used, based on scour data
collected at the Bjarni wellsite (Geomarine, 1976). It was determined that a pipeline trenched to
a cover depth of 2.5 m would be directly impacted 4 times annually by scouring icebergs.

King (2002) used a geometric iceberg grounding model calibrated using scour rate estimates
from the northeast Grand Banks (C-CORE, 2001) and revised scour depth parameters to evaluate
scour risk for the pipelines on the Labrador Shelf. A review of the Geomarine (1976) scour data
showed that almost no depths were recorded that were less than 1 m, indicating issues related to
instrument resolution. Scour data from the DIGS program (Hodgson et al., 1988) were analyzed
to account for the effect of sub-resolution scours and a mean scour depth of 0.75 m was selected.
The revised iceberg contact rate for the pipeline discussed above was reduced from 4 times per
year to approximately 1 contact in 25 years.

Incorporation of the latest scour rate and depth data into the risk analysis have resulted in further
reductions in risk levels. The scour rate inferred from the repetitive mapping of the ESRF site
was used to calibrate scour rates estimated using the geometric iceberg grounding model, and
scour geometry obtained from the 2003 survey was used to develop water depth/scour length and
depth relationships. As with previous risk analyses, pipeline landfall via the inner shelf was

932



assumed to pass through a sheltered channel, thus near-shore scour parameters would not
dominate. A recent (2007) industry-sponsored multibeam survey (not discussed here) has
addressed this issue. Based on these revised parameters, the return period for pipeline contact
was revised from 25 years to over 300 years. It should be noted that additional burial would be
required to account for the effect of sub-scour soil displacements (Woodworth-Lynas et al.,
1996; Nobahar et al., 2007).

8. Conclusions and Future Work

Recent survey programs on the Labrador Shelf have significantly increased the understanding of
iceberg scour parameters and risk in the region. Repetitive mapping of the ESRF site has
provided a basis for estimating scour rates, although there is uncertainty due to limitations in the
quality of the baseline sidescan survey. While the scour rate estimated from the repetitive
mapping agrees well with grounding rates estimated using a geometric grounding model (King et
al., 2003), this comparison was based on an exposed site and using these data to estimate iceberg
scour rates in sheltered areas (i.e. the central or southern Makkovik Bank which is sheltered by
the shallow ridge on the western flank) is not appropriate and would be expected to overestimate
iceberg scour risk in those areas.

A seabed mapping program has been scheduled for the summer of 2008. This program will
resurvey the 2003 survey areas, as well as establish new baseline surveys for future repetitive
mapping efforts. The repetitive mapping of the 2003 survey will allow a multibeam-to-
multibeam comparison for the identification of new scour and pit features, which will reduce the
level of uncertainty associated with the current scour rate estimate, as well as provide some
insight to scour rates in the central and southern Makkovik Bank. The new baseline surveys will
also be processed to give additional site-specific scour parameters. Of particular interest is the
southern flank of the Makkovik Bank (along a potential pipeline route from Bjarni/North Bjarni
to Cape Harrison) where it is expected that scour conditions (depths) are more benign than those
currently inferred from the analysis of the ESRF data.
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One of the primary mechanisms of iceberg deterioration is calving. Calving in this context is an
event in which a piece or pieces of ice abruptly break free of a parent iceberg. These events
occur regularly though the interval and quantities calved are observed to vary considerably
depending upon ambient environmental conditions. Scarcity of field data supporting analytical
modeling of this phenomenon has led to an ongoing program of iceberg observation. This paper
describes the program methodology and the results of the most recent dataset collected from St.
John’s Newfoundland in June 2007.

935



1. Introduction

Understanding the nature and rate of various iceberg mass-reducing mechanisms is important for
accurate forecasting of iceberg position and size. Forecasts which are based on drift and
deterioration models are required because it is not presently feasible to continuously monitor all
bergs entering waters where they may be a risk to commercial activities (Kubat et al, 2007).

It is observed that icebergs loose mass through the action of melting and calving and that these
mechanisms are highly correlated. Owing to the discrete and visible nature of calving events
specifically, it has been determined that relatively low cost field work provides indicative data of
this phenomenon. Experiments by the author in 1998 and later analyzed by Crocker (Ballicater,
2005) demonstrated the viability of using shore-based time lapse recordings for obtaining this
data. Icebergs trapped on the coast of Newfoundland, and in particular in an exposed location
near Signal Hill, St. John’s, could be observed for extended periods of time and provide near-
ideal circumstances for recording calving rates and quantities under conditions approximating
open sea.

In the 1998 test program a time lapse VHS machine was used in conjunction with a personal Hi8
video camera. In subsequent years various other camera and recorder arrangements were used. In
2004 a similar video camera and web-cameras were used with a laptop providing image capture
and storage functions. Specialized software for gathering and post-processing high numbers of
still frames was employed in that work. As an experiment that year, a digital still camera with
time lapse capabilities was packaged with auxiliary batteries and memory to provide an alternate
means of data acquisition at remote sites. This work met with mixed success as conditions were
less than ideal for iceberg work in 2004. In 2005 the Canadian Ice Services provided funding for
some new equipment — two laptop/video camera packages. These were to be deployed with the
older gear in an attempt to substantially increase data collection. The year proved to be a rare
near-zero iceberg season around Newfoundland and so a one-week excursion to Greenland was
alternately planned and executed. That program proved to be most interesting and useful
information resulted though the applicability of results to lower latitudes remains questionable.
In 2006 another very low iceberg season did not permit convenient field research and no data
was obtained. Icebergs arrived around St. John’s in June of 2007 and equipment was again
deployed on Signal Hill. This paper describes that fieldwork and includes a discussion of
observed deterioration mechanisms in general.

2. Field Observations of Iceberg Deterioration

Melting can be observed by inference only as it must be interpreted from the transition and
evolution of iceberg shape, size and texture over time. From numerous hours of first hand
observation it has been inferred that melting results primarily from multi-directional complex
fluid flows over the submerged ice surface. The rate is accelerated at the waterline as a result of
wave action and higher surface water temperatures. Swell and wind-waves increase fluid
flow/replacement rates and thus available heat from the surrounding ocean is more readily
available. Wave run-up, diffraction, reflection, refraction and interference are observed to
contribute overall to an impossibly chaotic fluid flow regime around the waterline of icebergs
under most conditions. Below the wave zone it is postulated that a continuum of current speeds
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and directions result from berg translation, wind shear, prevailing oceanic and tidal actions and
vortex shedding as they interact with berg shape. These combine with near-berg convective
actions driven by buoyant melt-water, heavy chilled seawater, and ascending bubble flows to
create a flow regime best described as complex.

At times, surface melting above water is visible through the presence of running and dripping
water and a glistening appearance — though the latter is not always the case when rapid
evaporation “dries” the surface. The melting above water accelerates in warm temperatures, high
winds and direct sunlight, but occurs over a much smaller surface and does not appear to match
the surface retreat rate observed for the below water portion when revealed, and is thus, likely to
be a relatively small component of iceberg deterioration overall.

The melting surface of the submerged portion of an iceberg is characterized globally by long
(10s of meters) sweeping curved surfaces devoid of the flat multifaceted and angular fracture
surfaces often seen above water after calving events. It is not uncommon to see crevasses and
sometimes narrowly supported globular and wing-like appendages below water or revealed
above after berg repositioning. On a medium and small scale the surface is dominated by two
distinct shapes: furrows and cusps. Parallel furrows are carved by ascending bubble flows which
scour the ice with accelerated heat transfer on vertical and downward facing surfaces. These may
be small (approx 1 meter length) if the surface is small and the berg has not been in a stable
equilibrium for long; or quite pronounced (many meters long, 10’s cm deep and wide) where
melting is fast, the berg is stable, water is relatively calm and the berg is large enough to have
expansive surfaces below its (vertically tangential) waistline. Most remarkable is the formation
of a complete cuspate surface of striking uniformity, akin to the surface of a golf ball. The
individual cusp-like depressions are of the scale of 1-50cm and are of smooth parabolic or
spherical dimple shape. It appears that this complexion describes the entire wetted surface of an
iceberg though this is only surmised from observing bergs after rollover and from various
subsurface photos.

It is believed that this cuspate surface is an artifact of fluid flow structures which may be
initiated by some surface irregularity and then evolve due to characteristic vortex sizes
depending upon fluid flow rates. Indications of this type of phenomenon occur elsewhere in
nature as described by Leighly (1948) and Villien et al (2001). In this case, the gouge-like action
results from accelerated melting in regions of heightened flow rates and on incoming/convergent
zones within each cusp. The spatial distribution of these cusps appears independent of berg
orientation and are approximately uniform in size over any one observed surface — though they
are not necessarily of the same size over the entire berg. It is also noteworthy that the cusp size
appears to vary between icebergs or bobbing ice fragment observed in different locations and
under different sea state conditions. It is surmised that the cusp size is controlled by sea state
(relative surface flow rate) and duration of action and that water temperature controls the rate at
which the “scalloped” surface evolves and develops to maturity. The presence of bubbles in the
ice which create a tiny surface void when overtaken by the melting surface may be the catalyst
for cusp formation in the first instance. But it is not necessary for bubbles to be present for cusps
to exist as is the case where the scalloped appearance is uninterrupted over bubble-free re-frozen
crevasse features (clear blue streaks) in icebergs. Whether salinity, density, core ice temperature,
crystal shape and size, or some other material or fluid parameter plays a role in the development
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of these surface structures is not known. But understanding and describing this phenomenon may
be important for analytical modeling as it may indicate true convective action and significantly
(20% estimated) increase iceberg surface area.

Mass loss due to calving is observed to occur over a wide range of scales. Melting furrows and
wave wash continuously cut channels which eventually cause the isolation and parting of small
fragments above and below water. This is common and regularly observed at close range under
warm water conditions — but may not be significant due to the relative quantities involved (under
100 Kg each typically). Spalling of vertical surfaces and overhanging slabs occurs presumably as
a result of reduced support conditions due to wave-induced notching or undercutting at the
waterline. Weakening of ice near the surface due to warming and thermal stress cracks likely
precipitates calving of vulnerable sections. The quantity of ice calved varies widely in these
events.

Major calving events usually occur as a result of a shift in the equilibrium position of an actively
melting berg. The shift usually creates overhanging conditions on one side where once only steep
or vertical surfaces prevailed. Avalanches of ice are observed to take place in these cases and this
is then followed by a reversal of orientation to compensate for the new loss — often resulting in a
similar large-scale calving event on the opposite side. This breakup is common and is observed
locally as the death nell — because the remaining pieces often depart in various directions and
appear to melt away rapidly. Grounded bergs sometimes undergo global failure presumably due
to tide-induced buoyant flexural stresses in which the berg parts into two smaller bergs, the
smaller of which may be considered the calved portion. The nature of underwater calving events
is not known and has not been observed directly by this author, however, instances of ice
chipping and erosion due to seabed grinding and bumping is common in rough seas as observed
when viewing at close range is possible.

3. Field Program, Signal Hill, St. John’s, June 2007

On the morning of June 3™ 2007 an iceberg was observed in the distance from Signal Hill St.
John’s as it drifted a general course to the South West. There were approximately two other
bergs within sight at that time. Fortuitously, the author photographed this distant iceberg and
returned the next day to find that it had drifted in to shore and apparently grounded in the general
vicinity referred to as Quidi Vidi. The berg was again photographed in the same area the
following few days confirming it had grounded and that it may be a suitable candidate for
extended study. It may be useful to note that it was assumed it would remain somewhat
stationary because it had drifted into place in a tabular form. These, is has been observed in the
past will remain in place through a considerable period of deterioration owing to the fact that the
flat-top and bottom geometry results in a minimum draught and thus subsequent melting or
calving events which may cause imbalances serve to increase the downward reach of one side or
another of the ice mass — further anchoring the berg in place.

Figure 1. provides the reader with an impression of the changing shape of the iceberg over time.
Note that the images are not scaled equally and so size is not to be gleaned from these.
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June 314 2007

Figure 1. Images of the iceberg subject throughout the observation period — not to scale.

Comp2Cam1 17:00:41 6/10/2007

Figure 2. Approximate size of iceberg subject scaled from a known tour boat.

939



The berg mass likely exceeded one million tones when it was first sighted. Figure 2. illustrates
the manner in which approximate scaling was determined throughout the field program. A vessel
of known size in close proximity is photographed near the berg allowing direct scaling to take
place. Viewing the berg from various approach angles facilitates the volumetric calculation. In
the figure, the near portion of the berg is a wedge shape for which a triangle of base 80m and
height 25m is an approximation. The side view indicates a wedge width of approximately twice
the height, or 50m. The volume above waterline is thus approximately 0.5x80x25x50 or 50,000
m’. If the glacial ice density is 900 kg/m’ and the seawater is 1029kg/m’ then the total ice
volume would be 8 times the above water portion, or, 400,000 m’ equal to 360,000 tones.

On June 9™ through a prior agreement with Parks Canada, Historic sites, two independent
recording stations (laptop, tripod, video camera . . .) were configured and triggered from within
the Marconi room in Cabot Tower on Signal Hill. Approximately Parallel camera records for 9
days were managed through twice-daily visits to the Tower. As is often the case, fog, darkness
and iceberg repositioning out sight meant that a cumulative total of only 72.25 hours of
unambiguous eligible records were obtained. In all instances the better of the two views from the
camera setups was selected for any particular recording interval. (The strategy with two cameras
being a near field view with good resolution and high risk of iceberg departure from the
viewfinder, and, a wide angle with poorer resolution but a fighting chance of keeping the berg
within sight during unmanned periods.)

In a manner similar to that described in some detail in previous work (Ballicater 2005)
the time lapse data were reduced and scrutinized for calving events. The observed events are
listed in Table 1. according to the following size classifications: Small: Single growler, few bits
of brash. Medium: A few large pieces, several smaller and a noticeable halo of brash in the
surrounding water. Large: noticeable change in berg shape and orientation, large quantities of
floating ice rubble of all sizes, some sintered piles of brash noticeable.

Table 1. Summary of Calving Events at Signal Hill June 2007

Date/Time Calving event size

6/09/10:04 Small 6/11/14:36 Small
6/09/13:55 Small 6/11/16:31 Large
6/09/15:22 Small 6/11/17:07 Small
6/09/16:23 Medium 6/12/9:01 Medium
6/09/17:01 Small 6/12/10:38 Small
6/09/21:28 Small 6/12/11:31 Medium
6/10/10:21 Small 6/12/12:58 Small
6/10/11:06 Medium 6/15/9:34 Small
6/10/17:11 Large 6/15/11:42 Large
6/10/18:13 Small 6/16/8:00 Medium
6/11/4:41 Small 6/16/11:30 Large
6/11/7:45 Small

These results have been graphically represented below (Figure 3.) on a timeline whereby periods
of valid data are differentiated from lost time.
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Vert. shade Out of view

Figure 3. Field program timeline including lost time and clear viewing.

Underscoring the challenging nature of this work is the fact that this iceberg broke into two
pieces of roughly equivalent size, and both pieces remained in very close proximity for some
time. It was judged that the calving events coming from the two adjacent pieces would continue
to be recognized as coming from a single berg until one or the other of the halves moved off by a
distance at least equal to one berg length. This judgment became moot as under the cover of fog
both pieces drifted off site and only the larger of the two was seen again.

Fisheries and Oceans Canada catalog sea surface temperatures in the oceans surrounding the
country. The temperatures are recorded by satellite and weekly and monthly composite means
are produced for various regions. Though resolution at the precise location of observation is
somewhat vague, the composite for June 3 — 9™ indicates a temperature in the range of 6 - 8°C,
as did the composite for the period of June 10 — 16™ (Figure 4.).

l“ Péches et Océans  Fisheries and Oceans l*’ Péches et Océans  Fisheries and Oceans
Canada Canada anal Canada

Ocean Atlantique f Atlantic Ocean QOcean Atlantique |/ Atlantic Ocean
Température de surface moyenne / Mean sea surface temperature Tempemlurede surface moyenne / Mean sea surface temperature
Du / From : 2007 -06-03 a /to : 2007-06-09 # passes incluses | included : 90 : 2007 -06-10 a /to : 2007-06-16 # passes incluses /included : 104

Come 0

A e, AT U S S 4 Bl de 1
T T T TR T T o ey ST \stitul Maurice-Lamentagne f Maurice Lamontagne Insiituk Cree le / Created on ; 2007-06-17 00:36 T

Figure 4. Weekly Mean Surface Temperatures June 3-9 & June 10-16 from DFO, 2007

The Marine Environmental Data Service of DFO also provides hydrographic information for
many specific sites, and significantly this includes data from a station not four kilometers from
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the berg grounding site. On June 15", 2007 at 47.55°N and 52.59°W a STD profile was obtained
as shown in Figure 5. for the vicinity indicated.
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Figure 5. Relative location of iceberg subject and DFO-MEDS station and STD measurements.

The STD profile plotted below indicates a near surface (10 m or less) temperature between 5 and
6 degrees C though the resolution at this depth is vague, and it appears readings above 5 meters
are non-existent. Extrapolation suggests the surface temperature tending towards 6 or 8 C which
fits well with the remote sensing data. Based on this information the sea surface temperature at
the location of the berg closer to land than the DFO station was assumed to be 8 C for the period
of investigation. Future work on iceberg melting may be carried out to better account for the
distribution of temperature with depth on the bases of the available data.

4. Analysis and Discussion

During the 72.25 hours of observation time 14 small, 5 medium and 4 large events were
recorded. The average calving interval during this time period for both medium and large events
combined was 8.0 hours. The plot below indicates the relative goodness-of-fit of the present data
with past work. Previous investigations resulting in calving interval data have been undertaken
from both air and on land. The calving intervals from 2000 to 2003 were obtained from CFR
flights and the data in 1998 and 2004 were obtained from video observations much like the
present 2007 data (Ballicater 2005). The round markers on the graph represent the calving
intervals for medium and large events. Only the medium and large events were used because it
is unlikely that the smaller events were able to be seen during the observations from the air.
Upper and lower limits have been added to the 2007 data to represent the range of the actual
calving interval. The upper limit is developed by recording the large calving events. During the
2007 observations there were 4 large events leading to a calving interval of 18.1 hours. The
lower limit is developed by recording all (small, medium and large) calving events, this leads to
a calving interval of 3.1 hours. The upper and lower limits have been displayed on Figure 6 for
the 1998, 2000 and 2004 data points as well.
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Figure 6. Iceberg calving interval from present (2007), and prior work (from Ballicater, 2005).

The straight dashed line on the graph represents the best linear fit through all data points. The
equation of the line is given by:

t. =49.2 - 4.66T,,

Where t. is the calving interval in hours and Ty, is the surface water temperature.

Reasonable agreement results from the linear model (R* = 0.8084) but it poses problems
reconciling with natural tendencies towards the extremes. To avoid a calving interval tending
towards zero as temperatures rise past 10°C, and, appreciable calving rates in waters well below
zero, a declining exponential best fit was applied with the resulting curve formulation:

to=59.4 * " 02051

Whether this fit is better or not within the context of CIS iceberg modeling is unknown. By
comparison, in Ballicater (2005) similarly derived empirical formulas from the 4 CFR data
points were expressed as:

tc = 55.3 — 53TW tC = 62 £ e(' 0.2OTW)

Note that subtle changes in coefficients and exponents have resulted from the addition of new
data to the analysis.
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Conclusions and Recommendations

Observations of iceberg deterioration have been made and a range of complex mechanisms have
been described. Calving events are one of the least difficult mechanisms to quantify owing to the
discrete and visible nature of them. Calving frequency is also proportional to melt rate and so
modeling of the calving phenomenon presents an opportunity to capture overall iceberg ablation
rates. This work analyzed time lapse recording of an iceberg grounded near St. John’s in 2007.
Calving intervals were determined for periods of uninterrupted viewing and the results were
plotted against previous work. The calving frequency appears to agree generally with the body of
data presented, however, a trend towards higher frequencies (lower intervals) from this and other
shore-based monitoring programs is noted. This discrepancy may be a result of observer
differences in the cataloging of event significance, the difficulty with capturing all events with
repeat flight data, or perhaps the actual tendency towards higher calving rates for bergs in
grounded situations near the coast — perhaps through higher sea states, higher temperatures of
greater stresses and impact accelerations.

It is proposed to carry out further investigations of this nature with better equipment and to begin
to correlate overall ablation rates to calving frequencies. Considerable data have been collected
in this year (2008) to date and more is likely as this iceberg season appears higher than average
and somewhat early.

Acknowledgments

The author would like to thank the Canadian Ice Services, Tom Carriers scientific authority, for
financially supporting this work. Support in-kind from Parks Canada Historic Sites, Scott
Andrews was greatly appreciated, and the support of Dr Greg Crocker, Ballicater consulting is
also recognized.

References

Ballicater Consulting Ltd (2005) Iceberg Observations Ilulissat Greenland. Contract Report
Prepared for Canadian Ice Service, Environment Canada and Canadian Hydraulics
Centre, National Research Council of Canada, Ballicater Report 05-02, August 2005.

Kubat, I., Sayad, M., Savage, S., Carriers, T, and Crocker, G. ( 2007). An operational Iceberg
Deterioration Model. Proc. 17" ISOPE Conference, Lisbon, Portugal, July 1-6, 2007 pp
652 — 657.

Leighly, J. (1948) Cuspate Surfaces of Melting Ice and Firn. Geograph. Rev. 38:300-306.

Villien, B., Zheng, Y. Lister, D. (2001) The Scalloping Phenomenon and its Significance in

Flow-Assisted Corrosion. Twenty Sixth Annual CNS-CAN Student Conference, Toronto,
Ontario, Canada, June 10-13, 2001

944



Special Session: Ice crushing
processes







19™ IAHR International Symposium on Ice

“Using New Technology to Understand Water-Ice Interaction”
Vancouver, British Columbia, Canada, July 6 to 11, 2008

Ice Pressure Distribution during Ice-Structure Interaction: Measurements of
Ice Force Panels on Confederation Bridge Pier

Dhruba Tripathi, Thomas G. Brown, Derek C. Mayne
Department of Civil Engineering, University of Calgary
Calgary Canada
ice@ucalgary.ca

Abstract

Full scale data obtained from the ice force panels (IFP) installed on the conical surface of a
Confederation Bridge pier is analyzed to determine the pressure pattern and its distribution. The
[FPs provided pressure measurements over 40 m” of the conical portion of the bridge pier with a
resolution of 0.25 m*. Details of the IFPs, data screening and preparation, methodology used in
the analysis of the data, and results obtained from the analysis are discussed. Raw data from the
bridge, in the form of electrical signals, is converted into pressure and then is normalized to
perform three different analyses: 1) Panel activation analysis 2) Detailed pressure distribution
analysis and 3) Correlation matrix analysis. These analyses are helpful in determining the
relative distribution of pressure in the contact area, the relationship between pressure on one
panel sector with the pressures on adjacent panels, and the extent to which ice pressures are
present over the area of the instrumented cone.
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1 Introduction

One of the most frequent hazards faced by offshore structures in Arctic regions is interaction
with ice features. Understanding ice-structure interaction behavior can be helpful in achieving
structural safety and economy on offshore structures by providing better design and construction
guidance.

Ice-structure interaction, however, is a complex process. When ice interacts with a structure, the
ice in the interaction area is highly damaged and the crushed ice is subjected to a complex
system of loads and deformations. Researchers have observed, in experiments, that the load from
ice is transmitted through small discrete areas of intense pressure (Jordaan 2001). It is also been
argued that the array of high pressure spots can form a high pressure line, the pattern of which
depends on the geometry of the contact area (Daley et al. 1998; Riska et al. 2002). These patterns
are generally observed when ice interacts with vertical or nearly vertical structural faces, where
ice fails in crushing. When ice interacts with inclined or conical structures the ice force
distribution pattern can be different from that of the vertical structures. This paper attempts to
analyze data collected from ice force panels (IFPs) installed on the Confederation Bridge, under
the assumption that this data can provide valuable insight into trends and patterns of ice force
distribution on conical structures.

IFPs installed on the Confederation Bridge were unique in how they measure local ice pressure
during ice-structure interaction. The IFPs were installed in 1996 and the data loggers started
collecting data in 1998 (Brown et al. 1997, 1998) until the IFPs were damaged during an ice
event in 2003 and were removed from the bridge pier.

This paper deals with process and methodology of data screening, data analysis, and presentation
of preliminary results of the analysis. Introduction to Confederation Bridge ice force monitoring
and details on IFPs are covered in Sections 2 and 3. Section 4 covers the details on data
preparation process for analysis. Section 5 deals with panel activation analysis, detailed pressure
distribution analysis and correlation analysis. The conclusion and future works are provided at
the end of the paper.

2 Confederation Bridge and Ice Force Monitoring

The data source for the current research, the Confederation Bridge, is a 12.9 km bridge
connecting two provinces, Prince Edward Island and New Brunswick, over Northumberland
Strait in Atlantic Canada. The bridge is constructed in a sequence of two pier portal frame
systems connected by a drop-in span. The Confederation Bridge piers are cylindrical in shape
with conical ice-shields at the waterline. The conical surface of the ice-shield causes flexural
failure of ice, which is less severe than crushing failure generally seen in vertical face
interaction. Apart from causing less severe ice failure, conical shape also reduces the probability
of cyclic ice loading at a frequency equal to the natural frequency of the structure (Brown 2006).
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Figure 1. Layout of Ice Force Panels on the Confederation Bridge pier P31 (Lemée and Brown
2005)

Confederation Bridge is monitored by a comprehensive ice force monitoring system. Global load
is measured by tiltmeters located in two of the bridge pier shafts (pier P31 and P32). Local ice
load is measured by IFPs installed on the conical and cylindrical portion of pier P31. To measure
other parameters necessary for understanding ice characteristics and ice kinematics, various other
monitoring sensors are installed in different parts of the bridge (Tiwari 2005; Cheung et al.
1997). These monitoring sensors measure parameters like ice thickness, ice velocity, wind
velocity, air temperature, and ridge keel profile.

Tiltmeters and IFPs operate in two different modes; slow-speed mode and high-speed mode.
They operate in slow-speed mode throughout the monitoring period. When the ice force
measured by the tiltmeter exceeds a certain predefined threshold, the tiltmeters and IFP sensors
start collecting data in high speed mode. The high speed data is termed “triggered data” and is
used in the analysis of the IFP data.

3 Ice Force Panels (IFPs)

Custom made Integrated Deformation Elastic Alloy Laminate (IDEAL) ice force panels supplied
by Weir-Jones Engineering Consultants Ltd, Vancouver were installed on the NW face of pier
P31 of the bridge (Figures 1 and 2). The panels measure local ice pressure on the lower conical
portion of the pier and vertical pier shaft below the conical section. These large flat panels had a
rated capacity of 12 MPa. Calibration and operation details of ice force panels are given in
Frederking (1996).

The ice force panels on the conical portion were trapezoidal in shape to accommodate the conical
shape. Ten pairs of 2000 mm long panels, totaling 20 panels, were installed, one panel above the
water line and another below the waterline. The upper panels were 827 mm wide at the top and
1000 mm at the bottom. The lower panels were 1000mm wide at the top and 1173 mm at the
bottom. A total of 40m” of the conical surface was covered by IFPs.
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Figure 2. Photograph of ice force panels on pier P31 (Photo by D.C. Mayne).

In addition to the panels on the conical portion, eight Im by 2 m rectangular ice force panels
were installed on the pier shaft with a total area of 16m?.

The front and back face of each panel was made of 6.35 mm and 3.15 mm thick mild steel plates
respectively. Between the front and back faces of the panels an array of tabular rings were
installed in equilateral triangular pattern (82.55 mm at centers) as shown in Figure 3. The tabular
rings were 19 mm high, 25.4 mm in diameter, and made of 1.65 mm thick plates. Each panel was
further divided into 8 sectors of nominal area 500 mm by 500 mm. Out of a typical 30 rings in
each sector, 2 were instrumented with strain gauges to measure response of load. Hence ice panel
data can only be considered as a representation of actual absolute load and needs to be treated
accordingly.

Data collected by IFPs are large text files. When IFPs collect data in trigger mode, during an ice
event, 120 IFP sectors in the conical portion of the pier record data every 34 milliseconds. The
remaining 40 sectors in the conical portion and 64 sectors in the cylindrical portion of the pier
record data every 68 milliseconds. These data are saved in two different text files with extension
T2 and T3 respectively (Figure 4) with sizes exceeding one or more gigabytes in some cases.
Analyzing all the data at once is impractical, thus data from the sectors most vulnerable to ice
action (the shaded portion in Figure 4) are analyzed, and, for clarity, data from eight sectors are
shown in the charts in this paper. Data preparation and filtering processes are covered in the next
section.
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Figure 3. Instrumentation details of a typical IFP (left). Layout and numbering of panels on the
conical portion of Confederation Bridge pier P31 (right)
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Figure 4. Division and numbering of individual sectors on the conical portion of the pier P31
and sectors analyzed in the paper
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4 Data Preparation

Raw tiltmeter data is collected in the form of electrical signals based on the structural response of
the bridge during an ice event. When a significant load is measured by tiltmeters installed in the
pier shaft of the bridge, the IFP sensors are triggered to collect data. Triggering usually is caused
by an incoming ice feature, but sometimes environmental parameters can also cause false
triggering and such data are filtered before analysis. Wind is one of the major environmental
factors that cause high loads and hence triggering of IFPs. To remove the loads caused by wind,
empirical wind correction factors (Bruce and Croasdale 2001) are used in the analysis of
tiltmeter data. The IFP data corresponding to the events identified from tiltmeter data is used for
further modification and analysis.

Some sectors in various panels had wiring problems, so recorded data were deemed unreliable.
Such sectors are named BAD and the data recorded by them was dropped during analysis.
Remaining data are converted to ice pressure by using conversion factors (Bruce et al. 1999) of
individual pressure panel sectors. The pressure in an individual panel sector, y;,, in MPa is
obtained by equation [1].

(-xi - Al)
Yip = [1]
B.C,
where, x; is the IFP reading in milliVolts, and i corresponds to the IFP sector number. 4; a
baseline correction factor, and B;, and C; are constants obtained from the calibration of pressure
panels.
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Figure 5. A raw panel pressure plot (Individual line represents response of one particular sector
in the pressure panel).
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The baselines of individual panels have shifted away from the ideal zero level, as shown in
Figure 5, an example of panel pressures obtained from a 1998 event. As the pressure panels are
attached to the face of the conical portion of the bridge pier, it can be safely assumed that ice
cannot cause negative pressures on the panels. The negative values and high values of pressures
in Figure 5 can be attributed to errors in baselines. They are corrected by normalizing against the
minimum () of all the readings for a particular event by Eq. [2].

Yivuv = Vip = Vinin 2]

where yiy 1s the normalized pressure and is plotted against time-stamp in Figure 6. The plot in
Figure 6 shows positive values for all the sectors, but still the baselines vary for different sectors.
To rectify errors in baseline the value y;;y is averaged and subtracted from y;uv to obtain
YiMINAvg :

Yivinave = YVivan — Yirin [3]

A plot of yivnave, Figure 7, still indicates some negative peaks. It is assumed that the negative
peaks are caused by interference with electric signals in the logging system. To reduce the effects
of negative peaks, average of only the negative values of data ¥y, 1 further subtracted

from y,,\,,, to obtain the normalized pressure value, y;, to be used in analysis:

Vi = Viviinave — YirinaveNeg 4]

The plot of y; in Figure 8 gives a much better distribution of pressure in panel sectors. This data

is used for detailed pressure distribution analysis.
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Figure 6. Plot of y;;y against time stamp
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5 Data Analysis

Three main parametric analyses performed in this study are:
e Panel activation analysis
e Detailed pressure distribution analysis
e (Correlation analysis

To determine panel activation, ice loads on each panel for an event are calculated and compared
with a predefined pressure threshold. From this we can determine the number of panels being
acted upon by ice. For this purpose the normalized pressure, y;, is checked against 0.3 MPa
pressure thresholds to find the number of pressure panel sectors active during the selected event.
Panel activation is then compared with integrated ice loads on the pressure panel sectors (Mayne
2007). The integrated load is calculated by adding all the normalized positive pressure multiplied
by effective area of panel sectors.

Integrated load =) [ y;: a; cos(a;)] [S]

where, y; is the normalized pressure, a; is the nominal area of individual sector, and o; is the
angle of sector i with respect to the line of action of ice force.

Panel activation analysis gives relative distribution of peaks in different panel sectors. In a panel
activation plot, the number of activated sectors at a certain instant is plotted as a bar. In a typical
panel activation plot, Figure 9, three sectors out of eight were activated at 12:09:16 PM, 12:09:17
PM, and 12:09:19 PM; and one or two sectors were active at other times. It can be seen in Figure
9 that the intensity of integrated load follows the pattern of active panels.

A general picture of ice force distribution on different sectors of pressure panels was obtained
from the panel activation analysis. However, during calibration of the panels it was found that
highly localized ice loads (less than 78 to 150 mm in diameter) were either missed by the panels
or loads were over-predicted depending on the location of application. The panels could only
provide reliable results when ice exerts uniform pressure to the 500 mm x 500 mm sector
(Frederking 1996). This implies that panels interacting with ice edges might give misleading
loads and some panels might not be active even though they seem to be active. Hence, a more
detailed analysis for pressure distribution is conducted to obtain actual peaks due to ice loads.

In detailed pressure distribution analysis, peaks higher than a predefined threshold are identified
only when the peak is supported by at least five more adjacent peaks on the both sides. In other
words, the peaks are identified only if the ice load is caused for a minimum of 0.34 seconds. To
obtain the peaks of pressure on the panel a computer program was prepared based on a similar
program (Tiwari 2005), used to identify events in tiltmeter data. The computer program gives
pressure peaks registered by each sectors over time duration as shown in Figure 10. The pressure
peaks are comparable with the panel activation plot of Figure 9.

Pressure peaks obtained from pressure distribution analysis are collected for all the selected
events in 1998 to prepare a histogram, Figure 11, that gives the relative distribution of pressure
peaks over the year. It can be seen that the magnitude of peaks decrease as the intensity of peak
pressure increase.
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Figure 9. A panel activation plot showing number of active sectors out of eight different
analyzed sectors. Integrated load plot is overlaid for comparison.

To obtain the spatial distribution of ice force on panels, correlation matrices are prepared. The
correlation matrices give correlation coefficients that indicate the strength and direction of a
linear relationship of pressure between the sectors of pressure panel. A sample correlation matrix
for an event is shown in Table 1. As expected, the matrix shows positive correlation with
adjacent panels although the strength of 