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Abstract

The Internet of Things (IoT) is a rapidly grow-
ing technology that connects millions of devices
together. However, as more devices connect,
the importance of ensuring security, privacy, and
performance becomes paramount. Training per-
formance is affected without proper protocols in
place, and devices can get compromised. This re-
search focuses on how to enhance IoT security,
privacy and performance using federated learning
and blockchain. We will first identify the cur-
rent challenges concerning those three metrics for
IoT. Then, we will introduce federated learning
and blockchain and explore how to integrate them.
Next, we will address a set of related work per-
formed on the field through a series of surveys.
Keeping those surveys in mind, we present and
compare several novel solutions for various [oT ap-
plications that attempt to provide solutions to en-
hance IoT security. We complete this study by dis-
cussing the potential of those solutions, as well as
their challenges and then we highlight possible di-
rections for future research in this booming field.

1 Introduction

The Internet of Things (IoT) has evolved into a network of
billions of devices around the world that are now connected
with each other, all collecting and sharing data [1]. ToT not
only provides services for information transfer, analysis, and
communications, but also allows for independent operation,
coordination, and interaction with other systems [2]. The IoT
has changed the lifestyle of human beings, and our society
is moving towards always-connected systems. However, the
broad spectrum of beneficial [oT applications is accompanied
by a wide set of malicious applications too [3]. IoT applica-
tions are able to spread at such unprecedented rates, partially
due to their strict constraints on resources, power, and stor-
age. Such constraints allow for vast growth, but also hinder
security, privacy, and performance.

In the spirit of future-proofing the IoT at the dawn of the
5th and 6th generation of cellular networks [4] [5], different
technologies have been proposed. A promising solution is
seen in federated learning. While traditional machine learn-
ing approaches need to utilize a centralized server to aggre-
gate the training data of all the nodes [6], the training process
in federated learning is a distributed process. It allows train-
ing models without exchanging raw data while performing
all operations on the IoT devices [7]. Another potential so-
lution is the use of blockchain technology, which gained un-
precedented popularity after the introduction of Bitcoin [8].
Blockchain can maintain an immutable log of transactions
happening in a network and promises to help achieve true de-
centralization, security, and auditability.

The recent literature shows that both blockchain and feder-
ated learning can individually address issues in IoT, but it is
also interesting, from an academic perspective, to assess them
together. This is also the question this research paper attempts

to answer: “Blockchain-empowered federated learning based
solutions for Internet of Things security, privacy, and perfor-
mance”. We will approach this main research question by
posing and answering some sub-questions in the coming sec-
tions of this report:

* What are the main security, privacy, and performance
issues that [oT is facing? [Section 2]

» Concerning security, privacy, and performance metrics,
how can Federated Learning with Blockchain be used in
ToT? [Sections 2 & 3]

* Identify the set of solutions where it is beneficial to use
blockchain-empowered federated learning to improve
one or more metrics related to security, privacy, and per-
formance metrics. [Section 4]

* What are some possible challenges that arise with feder-
ated learning and blockchain solutions? [Section 5]

 Based on the challenges studied in the previous question,
what are some possible ways future research can take?
[Section 5]

This research contributes to the existing study of the topic
by diving deep into the research related to the use of feder-
ated learning and blockchain in IoT, analyzing the state of the
art, identifying challenges, and exploring future research di-
rections. The rest of this paper is structured as follows: First,
in section 2, we present some background on the current is-
sues that IoT faces, and we explain federated learning and
blockchain. In section 3, we study surveys that concern the
application of federated learning and blockchain for IoT, con-
sidering security, privacy, and performance. Section 4 is the
core of this research where we study a set of proposed solu-
tions that use blockchain and federated learning to improve
those factors. Section 5 discusses our findings, addresses the
remaining challenges, and mentions possible ways research
can take in the future. In section 6 we draw some conclu-
sions, and lastly, in section 7, we reflect on the ethical aspects
of this research and consider its reproducibility and integrity.

2 Background

In this section, we will briefly explain topics that are impor-
tant for the research performed, as it is important for the read-
ers to get familiar with the terminology first. We will first
take a look at IoT’s advancements today. Then, we will ex-
plore blockchain. What is it, how does it work, and how can
it be applied to IoT. Lastly, we will cover federated learning
and its novelties. We will look into its architecture, and how
can it be applied in the context of IoT to enhance its security,
privacy, and performance.

2.1 IoT Security, Privacy, and Performance
Concerns

The term suggested in 1999 by Kevin Ashton, an MIT as-
sociate, the Internet of Things is a blooming field that grabs
the attention of the scientific community, as well as the gen-
eral public. What started as a network of objects with radio-
frequency identification (RFID) technology [9], has evolved
into a global network of interconnected devices that mostly



act independently to monitor, sense, and report. Applications
of it include but are not limited to, smart devices, home ap-
plications [10], and healthcare devices [11]. The undeniable
benefits proposed by the advancement of IoT cannot be de-
nied, however, they are followed by a series of flaws, con-
cerning security, privacy, as well as performance.

We can look at IoT security through a series of prisms. Let
us present some specific attacks and types of attacks that can
exploit vulnerabilities of IoT nodes and networks.

* Attacks against confidentiality and authentication: Also
known as interception attacks, they allow unauthorized
access to IoT nodes by intercepting communications.
This can be done, for example, in the form of eaves-
dropping attacks, or node identity theft. Eavesdropping
is a type of attack in which a third party manages to lis-
ten to communications between nodes. An attacker can
gain access to identifying information of the node and
replicate it to enter the network. Such attacks lead to a
loss of trust in the network, as nodes do not have a way
to identify of the sender.

* Attacks against data integrity: This type of attack aims
to decay data, or to fabricate poisoned data. False data
injection attacks are considered one of the most threaten-
ing cyber attacks for smart grids [12]. As the false data
in the network is used in the set for training and test-
ing the model, the accuracy is decreased, and decision-
making is affected which can lead to power outages, in
the example of smart grids, or even the loss of life [13].

* Attacks against availability: The most common attack
against availability in IoT is denial of service. Many IoT
devices lack basic security protocols. They very often
contain backdoors and manufacturers do not enforce se-
curity standards. They also have easily exploitable pass-
words, that remain mostly unchanged by the owners,
and, on top of those, they are continuously connected,
therefore susceptible to attacks at any point in time.

2.2 Blockchain

Blockchain, first introduced through Bitcoin in 2008 [14], is
a tamper-proof distributed ledger of transactions [15]. Un-
like standard data storing techniques, such as databases, that
store data in centralized servers, blockchain is a peer-to-peer
network, where everyone stores the data locally.

In short, a blockchain consists of a set of blocks that are
linked together in a linked-list-alike manner. The first block
is called the genesis block and all remaining blocks append
after it. Exactly as in a linked list, the blocks are divided into a
block header, which contains information about the previous
block, and a block body that holds the data of the block [16].

We will now discuss some key features of blockchain that
will help us understand its importance:

* Traceability: Every operation is recorded in the ledger,
which is available to all participants.

* High Availability: Participants can join and leave the
system at any time, as there will always be other
participants available that ensure the operation of the
blockchain.

* Decentralization: In some blockchain implementations
a central authority is eliminated, and in others, it has
minimal participation.

* Persistency: Every transaction is verified and stored in
every participant’s copy of the ledger, therefore making
it computationally very expensive to alter.

Blockchain’s key features are what make it a great fit for
developing IoT Security. Using them as foundations, we can
reason about the potential benefits of using blockchain in IoT
networks. Blockchain is a standardized and distributed way
of storing and accessing data, that can bridge the gap between
devices and increase interoperability. It is also resilient, as it
is a distributed technology with numerous copies of its set of
data, and it eliminates the single point of failure concerns of
centralized architectures. Security is also a potential benefit
of the use of blockchains, as they are immutable and traceable
ledgers. They are resilient against data modification attacks
due to their constant data verification.

2.3 Federated Learning

Federated Learning has emerged as a distributed approach to
train machine learning models by coordinating multiple de-
vices with a central server without sharing raw data [17].
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Figure 1: Federated Learning in IoT [18]

The general process of applying federated learning in IoT
can be viewed in Figure 1. A shared global model is trained
under the coordination of a central server, from a federation
of participating devices. The clients first receive the global
model and perform machine learning tasks using their re-
sources and local data. Then, the clients upload their new
parameter values to the server which aggregates them in or-
der to train the global model. One of the most used algorithms
to aggregate the nodes’ local models is Federated Averaging
[19]. In the last step, the server sends the refined model back
to the clients.

Federated Learning is able to offer unique benefits over tra-
ditional machine learning approaches. It does not share raw
data over the network, as those are not needed to train the
global model, therefore ensuring data privacy. Furthermore,
federated learning allows for a more decentralized approach
to machine learning, as it can train models across multiple
devices. Lastly, federated learning facilitates access to het-



erogeneous data, as its clients are spread over a large area
[20].

2.4 Integrating Blockchain with Federated
Learning

There are many paths we can take to argue why blockchain
should be used together with federated learning. In this pa-
per, we can discuss it in the context of using blockchain to
mitigate some major federated learning issues. Despite its
benefits over traditional machine learning approaches, feder-
ated learning does not come without any setbacks. We can
identify some major issues and propose why blockchain has
the potential to mitigate them.

Federated learning may be a distributed approach to ma-
chine learning, but it still requires a central authority to gen-
erate the global model and aggregate the individual results
of the participating nodes. Such an architecture is prone to
man-in-the-middle attacks and presents a single point of fail-
ure. Transactions in a blockchain can be recorded without
the need for a central authority, and validity is maintained
through constant verification. This decentralized nature of
blockchain networks makes them resistant to tampering and
can help solve the above-mentioned issue of federated learn-
ing. Furthermore, in federated learning, there is no reward
mechanism in place. Therefore, nodes with more resources,
that can contribute more to the model training, have no in-
centive to participate more actively. Blockchain can be used
to track the computational performance of each participating
client, and to reward the clients for their contributions using
a digital token for example.

A generalized high-level architecture of blockchain-
enabled federated learning can be seen in Figure 2. We use
some nodes as participants to train the model, and some nodes
as miners, that are responsible for maintaining the ledger.
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Figure 2: Integration Architecture of blockchain-enabled FL

3 Related Research

As discussed earlier, federated learning and blockchain can
bring unique new solutions to battle IoT vulnerabilities, and
improve performance. We will, now, provide a review of
several recent surveys on the topic of blockchain-enhanced
federated learning. We will also provide a table that summa-
rizes the contributions of the surveys.

Blockchain-enabled Federated Learning: A Survey
[21] The authors of this survey first cover the basics of fed-
erated learning and blockchain very well, allowing the read-
ers to get familiar with the argumentation. The authors build
up on the benefits of federated learning to show its potential
and provide three key drawbacks of it. Then, they describe
blockchain technology, and why can it be beneficial. That
way, the authors pave the way for argumentation towards a
solution that combines the two technologies. They use the
benefits of blockchain to propose solutions to the key chal-
lenges of federated learning.

They then provide a detailed listing of leading research
on blockchain-enhanced federated learning. They provide
the readers with specific examples of studies that focus on
security and privacy, as those two terms are often, wrong-
fully, used interchangeably in classifications of IoT vulner-
abilities. Lastly, the authors take a critical look at open is-
sues of that still need to be addressed, such as consensus
algorithms, attack-proof performance, privacy preservation
during model sharing, and some trade-offs that need to be
made. Although learning performance is the primary factor
to consider in federated learning systems, other parameters
such as convergence efficiency, privacy protection, or energy
consumption need to be considered. The authors list them as
trade-offs against learning performance, listing possible ways
of improvement for each pair of parameters.

This survey can be noticeably valuable when studying
methods of combining federated learning with blockchain
technology. The authors first present how federated learning
can be used, but also what are its limiting factors, and then
attempt to show how those issues can be mitigated with
the assistance of blockchain, by providing examples of
studies. On top of that, they try to cover security, privacy,
and performance individually, and help the reader have a
clear view of their respective issues, but also which of them
optimise certain solutions. All in all, in this survey the
authors use federated learning as a basis for approaching IoT
vulnerabilities and utilize blockchain features to optimize the
federated learning architectures.

Blockchain-empowered Federated Learning: Chal-
lenges, Solutions, and Future Directions [22] The au-
thors of this survey also start by defining federated learn-
ing and blockchain, and, like the previous survey, this one
puts blockchain forward as an enabling factor for more well-
rounded federated learning, where it tries to address three
key challenges of federated learning. This survey, too, fo-
cuses on incentive mechanisms and model security but dif-
fers on the third issue and studies system heterogeneity in-
stead. The authors present a variety of solutions proposed
for each issue, including both with and without the use of
blockchain. The authors then present some IoT applications
where blockchain-enabled federated learning can be used: in-
dustrial internet, intelligent transportation, smart healthcare,
and wireless networks. They list key concerns for each of
them and describe how the proposed research can address
those concerns. Then, the authors take the above-mentioned
application-specific solutions and classify them into three
classes, based on the level of integration of blockchain with



Survey Authors Summary Year
Blockchain-enabled Federated | Qu, Uddin, Gan, Xi- | The survey presents blockchain-enabled federated | 2022
Learning: A Survey [21] ang, Gao, and Year- | learning as a proposal to mitigate federated learning’s
wood limitations, in terms of security and privacy.

Blockchain-empowered Feder- | Zhu, Cao, Saxena, | This survey studies blockchain’s potential to mitigate | 2022
ated Learning: Challenges, So- | Jiang, and Ferradi key IoT challenges of federated learning. It presents
lutions, and Future Directions various system models, emerging applications, design
[22] challenges and proposed solutions.
Recent Advances on Federated | Ghimire and Rawat This survey focuses on IoT security using federated | 2022
Learning for Cybersecurity for learning and security for federated learning itself,
Internet of Things [18] through a detailed presentation of applications, while

also considering performance through a set of metrics.
Federated Learning for Internet | Nguyen, Ding, Pathi- | The survey illustrates federated learning as an enabler | 2021
of Things: A Comprehensive | rana, Seneviratne, Li, | for a wide range of IoT services and a listing of the use
Survey [20] and Poor, of federated learning in different IoT applications.

Table 1: Summary of related surveys

federated learning, namely coupled, decoupled, and over-
lapped. They compare the advantages and disadvantages of
each system model and conclude that there is no best overall
solution, and models should be chosen based on the applica-
tion scenario.

The authors continue by listing additional challenges in
blockchain-enabled federated learning and proposed solu-
tions. According to the authors, there is still a need for re-
finement of the incentive mechanisms, more appropriate se-
lection of clients, more efficient consensus mechanisms, and
better model security and data privacy. Lastly, the authors list
some unresolved problems in blockchain-enabled federated
learning. Based on the investigation of existing research, the
authors suggest that there are still performance defects, dif-
ficulty in choosing learning parameters, the flexibility of in-
centives mechanisms and member selection, and privacy and
security levels.

This survey does not just list practical applications and
technical solutions but dives deep into systematically study-
ing the potential of using blockchain for federated learning,
approaching three significant challenges of federated learn-
ing and showing how blockchain can be used to mitigate
them. They utilize specific IoT applications to bridge into
listing the different integration ways, which also acts as an
additional metric to inform the readers of the popularity of
the models, with decoupled being the most widely used one.
Another valuable point of this survey is the explicit mention
of privacy, security, and performance issues, as well as
proposing solutions. A potential downside of this paper is the
absence of key benefits of federated learning and blockchain
which would help the readers better understand the motiva-
tion behind moving towards blockchain-enabled federated
learning. Furthermore, the survey lacks an overview of the
challenges and solutions classified with the three proposed
federated learning challenges. Such an overview would give
the readers a better high-level picture, as the survey is built
around those challenges as well.

Recent Advances on Federated Learning for Cyberse-
curity and Cybersecurity for Federated Learning for In-
ternet of Things [18] This survey focuses on the security
aspect of IoT applications, presenting the potential benefits
of using federated learning, as well as its limitations. The
authors begin with a background and comparison of central-
ized, distributed, and ultimately federated learning. That way
they highlight the high-level value of federated learning for
the readers before they discuss its applications.

The core of this survey is a detailed projection of federated
learning applications for IoT security. The authors provide
a listing of addressed issues, whether the proposed solution
utilizes federated learning, and what is the domain of appli-
cation. They then flip the coin and critically reason about the
security of federated learning itself, and present attacks and
countermeasures. The authors present the success of Feder-
ated Learning as a series of metrics that need to be achieved.
They review three performance metrics of federated learning,
namely accuracy, latency, and resource constraint and what
improvements on them does research suggest. The authors,
then, review some data sets and sets of machine learning mod-
els and algorithms to give the readers information about the
trends in research. They close the survey with open chal-
lenges and future research directions. They underline that
despite its potential and strong attention from the scientific
community, federated learning is still in its infancy and needs
further studying before it is fully applicable to IoT environ-
ments.

This is a unique survey that covers security and privacy,
but also performance in such a way that it explains how
the three correlate with each other. In other words, how
do performance metrics affect privacy and security. It also
mentions the potential of blockchain to address problems of
federated learning, such as single points of failure, through
some research that utilizes blockchain. However, it does not
study blockchain extensively.

Federated Learning for Internet of Things: A Compre-
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Table 2: Comparison of research papers studied

hensive Survey [20] The authors begin with an introduction
to federated learning. They present some classes of federated
learning classified by data partitioning, namely horizontal,
vertical, and federated transfer, and by networking structure,
namely centralized and decentralized. They also briefly talk
about IoT and how promising is the use of federated learn-
ing for IoT. The authors then illustrate a holistic discussion of
the potential of federated learning in enhancing various IoT
services, such as data sharing, data offloading, and localiza-
tion. They mention the challenges of the traditional approach
and then provide an extensive discussion of the use of feder-
ated learning in a wide variety of IoT applications, including
smart healthcare, smart transportation, UAVs, smart city, and
smart industry. The authors identify that federated learning
can benefit all those applications, but the solutions proposed
have limitations, such as lack of scalability, convergence la-
tency, data loss, and lack of simulations.

This survey covers the potential of federated learning for
IoT exhaustively. The authors go into depth to show how
many ways federated learning can be used to optimize IoT
networks. Although the survey does point out issues in pro-
posed solutions that use federated learning, it does not exten-
sively cover the issues of federated learning itself, to give a
more spherical view to the readers.

4 Review and comparison of state-of-the-art
solutions

In this section, we will take a deeper look at the current
state-of-the-art of security, privacy, and performance-aware
solutions for IoT. We will study and review some novel archi-
tectures and models proposed, regarding their completeness,
strong points, and lacking ends. We will also provide a table
of comparison of some key features of the papers, such as the
context they cover (security, privacy, performance), use of
blockchain, and which application of IoT they are targeting.

IOTFLA: A secure and private smart home architec-
ture [23] This paper proposes a novel smart home architec-
ture for a secure and private IoT network using federated
learning. It approaches this problem by breaking it down into
several distinct building blocks which solves individually.

The paper first breaks down existing architectures for IoT.

There are three classic layers, the perception layer, where
the nodes reside, the network layer, where all processing and
transmission happens, and application, where data gets pre-
sented to the users. Then, the paper describes the most im-
portant security and privacy concerns that smart home IoT
is facing. This is particularly important to make the distinc-
tion between privacy and security issues. The paper men-
tions, among others, IoT’s limited resources, security inte-
gration, insecure programming, and IoT networks being wide
heterogeneous ecosystems, as major security challenges. It
then mentions data confidentiality, data anonymization, and
access control as major privacy issues. Lastly, the authors
browse and select fitting secure data aggregation protocols.

The paper then presents the proposed solution, first as an
overview, and then adding core components, security and pri-
vacy protocols, and then explaining the benefits of the novel
components, namely federated learning, and a secure data ag-
gregation protocol. The architecture consists of smart devices
that sense data, a HUB that acts as the “brain” of the system
and controls data flows, an intrusion detection system (IDS)
that detects suspicious behaviour, and a database that stores
sensitive data and security rules. The HUB also acts as a gate-
way that links the smart devices to the internet, and the IDS
is centralized on the guardian, a dedicated computer.

The paper proposes a solid solution to enhance security and
privacy for IoT smart home networks. The authors set the re-
quirements and build up an architecture that step by step can
solve the problems mentioned. The use of federated learning
can improve latency, transfer costs, and privacy. The authors
also reason about the different use case applications that fed-
erated learning can help within the context of the smart home.
They present both the benefits as well as the current limita-
tions. This is important for a variety of reasons:

 To draw the potential benefits and value gained from the
technology in a practical and relatable way.

¢ To motivate the need for additional research in the field.
By highlighting the potential benefits and problems that
need to be addressed, it can demonstrate the importance
of continuing to explore and improve the technology.

* To guide the design and implementation of using the fed-
erated learning approach in a smart home.

However, a noticeable issue in this paper is the lack of



implementation. The authors do share some thoughts re-
garding application scenarios, but they have not performed a
proof-of-concept experimental design to illustrate the validity
of the system. All in all, this is a great proposed architecture,
with novel items, such as secure data aggregation, but it lacks
implementation and testing.

Federated learning based IDS approach for the IoV [24]
This paper proposes an SDN-driven IoV architecture utiliz-
ing collaborative nodes’ trustworthiness. It discusses other
IDS implementations, both utilizing the advantages of artifi-
cial intelligence and some that have leveraged emerging tech-
nologies like blockchain, cloud, or edge computing.

It then gives a high-level overview of the proposed IDS
model, describing the different types of nodes participating.
Those involve a cloud server at the top layer, controller nodes
(SDN) on base stations, and then vehicles, certification au-
thority nodes, and Roadside Units (RSUs) at the bottom layer.
Each SDN controller collects and processes flow information
of vehicles in the network and RSUs under its managed zone.
Then, the SDN controllers and the cloud server train an IDS
model for the network. Finally, the SDN controllers indepen-
dently monitor the network with the trained model.

Then, the paper defines the metrics used to establish the
trust level of the network. The proposed IDS model uses a
trust estimator to assess nodes for maliciousness and derives
features such as stranger nodes, traffic flow, and node proper-
ties to reflect the trust characteristics of IoV nodes. These fea-
tures serve as input for the classification module which uses
Federated learning to evaluate whether the nodes are mali-
cious or not.

This paper presents a novel Intrusion Detection System
(IDS) model that combines Federated learning, trust, and
Software-Defined Networking (SDN) for efficient model
training. The authors also attempt to take performance into
account in their model, with the use of SDN controllers to
monitor specific areas of the network. On top of that, the
authors provide a simulation to evaluate the proposed model,
with promising results using CNN (Convolutional Neural
Networks).

RAFeL: Robust and Data-Aware Federated Learning
Malware Detection [25] This paper proposes a framework
that integrates a customized encoding algorithm with a novel
Federated Learning-based defence technique for IoT net-
works.

The framework ensures that the aggregated global model is
free of tampered data. The way it achieves that is by combin-
ing state-of-the-art FedProx aggregation algorithm [28] with
RAPID (Robust and Active Protection with Intelligent De-
fense). The authors utilize the distribution patterns of IoT de-
vices, which consist of a set of indicative features, to identify
potentially manipulated data. In short, if a distribution pattern
is anomalous it is a sign of a malicious device, whereas non-
tampered devices will show a similar distribution of train-
ing data and local model updates. If the Federated Learning
server detects a similar distribution, it executes FedProx ag-
gregation. If it detects anomalies, it executes the RAPID de-
fence mechanism. The key challenge is to extract the indica-

tive features that change distribution (and make it anomalous)
when a device is tampered with. The authors propose an al-
gorithm that detects and updates indicative features, as well
as flagging users as malicious.

Furthermore, the paper proposes a performance-aware bit-
wise encoding to reduce communication overhead. It takes
advantage of splitting the full precision data into chunks and
applies a customized encoding technique to each chuck. The
motivation behind this technique is that different portions of
values (weights, activations, gradients) have different char-
acteristics in machine learning and deep learning, and most
significant bits tend to be very sparse.

This paper offers a solution that makes the network more
secure by mitigating manipulated data in server aggregation
and also improves performance by reducing communication
overhead with a customized compression technique, which
also ensures security. It is also worth mentioning that the
authors validated their framework through an experimental
setup, where the encoding technique appears to have a
significant contribution in reducing communication cost, and
the model shows resilience against data manipulation attacks.

POSTER: Decentralized Federated Learning for IoT
Anomaly Detection [26] This paper proposes an anomaly
detection method based on decentralized federated learning.
The model is based on the principles of decentralization
through peer-to-peer communication, and the local training
and storing of data that federated learning provides. All this,
adds a more efficient decentralization algorithm that allows
for non-full peer-to-peer model transmission.

The authors do provide an experimental setup which shows
that the method does not lack in performance against central-
ized federated learning architectures, but it takes some time
to catch up due to the fact that decentralized nodes take some
time to catch up with the model trained. On the other hand,
the setup is just 100 epochs and 8 clients big, so it is not truly
representative.

Another key downside of the paper is the lack of back-
ground information. The authors do not describe federated
learning and the concept of anomaly detection or present
its benefits and drawbacks as a method over other security
solutions. The paper does not motivate about the main issues
IoT is facing, in order to present the proposed model as a
solution. The paper also lacks in reviewing the latest related
research relevant to the topic. It provides a small overview of
centralized and decentralized solutions with a small mention
of their drawbacks. Lastly, the novelties of the system design
are not clearly described, nor is its application to real-world
IoT applications.

Blockchain and Federated Learning-enabled Dis-
tributed Architecture for IoT [27] This paper provides a
proposal for a novel architecture for secure IoT networks.
The authors cover the motivation for the integration of fed-
erated learning and blockchain as a complementarity rela-
tionship, where blockchain is used to address the issues
of federated learning. The authors identify a need for a
lightweight authentication scheme, auditable local model up-
dates, a feedback-based reward system, and the importance



of cyber resilience to prepare for and recover from cyber-
attacks. These issues are presented as important considera-
tions for the system design.

The system is a distributed multi-layered approach, com-
posed of four modules: local nodes, edge nodes, a
blockchain-enabled fog network, and a core distributed cloud.
Local nodes use their own data and resources to train the
model, edge nodes aggregate and validate the global model,
fog network stores the global models permanently and the
core cloud handles authentication. Furthermore, the paper
proposes a reward scheme to counter free-ride attacks and
make the blockchain part more resilient. The system is based
on the successful participation of the nodes. In case the par-
ticipation is not above a set threshold, the node gets penalized.

The paper puts forward an experimental setup to validate
the proposed system, using real-world data, but on a relatively
small scale. However, the analysis shows that the proposed
model is stable and accurate in attack-free environments, and
it also succeeds in mitigating attacks, such as poisoning at-
tacks. The reward system is also tested successfully against
free-riding attacks.

5 Discussion and Future Research Directions

In this section, we will reflect on the findings of studying
state-of-the-art solutions for IoT security. We will compare
those findings with what the related surveys suggest and high-
light the most interesting elements. Based on the above, we
will then discuss where research can focus in the future.

5.1 Discussion on findings

The field of IoT security cannot be considered novel, but it is
also not mature yet. Many IoT devices have significant secu-
rity vulnerabilities, and there are ongoing efforts to improve
the security of IoT devices and networks. Federated learning
and blockchain, on the other hand, are very new technologies,
that are still under active research. While they have shown
promising benefits and the potential to address numerous is-
sues related to IoT security, there are still many challenges
and limitations that need to be addressed before they can be
widely adopted and considered mature.

Federated learning’s potential

The surveys studied take different ways of presenting the
topic of IoT security, but they also agree on the greater pic-
ture. They all put federated learning forward as a promising
solution to enhance IoT security, privacy, and performance.
Some surveys also discuss the potential of blockchain to miti-
gate some concerns about federated learning, but we will dis-
cuss more on that when we talk about state-of-the-art solu-
tions.

Most surveys also build up the motivation of using fed-
erated learning, by listing the challenges of the traditional
centralized or decentralized machine learning methods and
how federated learning can mitigate them. Some surveys also
mention integration techniques, which are very important to
highlight the insights and give a high-level picture to the read-
ers. The studied surveys that focus on blockchain-enhanced
federated learning [22] [21] follow a similar approach. They
present the drawbacks of federated learning as motivation to

utilize blockchain technology, with arguments such as cen-
tralized processing, lack of incentive mechanism, and robust-
ness. Then, they present a high-level system architecture.

Critical assessment of federated learning and challenges
in implementation

It is important to not only illustrate the benefits of using a
technology, such as federated learning, but to also take a step
back and critically assess the security of the technology it-
self. Otherwise, the proposed solutions suddenly may create
more problems than they solve. Surveys such as [18] pro-
mote this, by listing attacks and countermeasures against fed-
erated learning, or [21], by listing persisting issues related to
blockchain, such as consensus algorithms and privacy preser-
vation. On the contrary, some surveys, such as [20], do not
go into depth about the challenges of federated learning and
only focus on its benefits and the problems it solves. That
way the readers do not get a spherical view of the technology
and might create a wrong impression.

A key part of all the surveys studied is a discussion on the
challenges that lie ahead on the road of implementing such
models and applying them efficiently. A fundamental issue
that is covered in all surveys is performance, both in training
the model as well as training defence mechanisms. IoT has
inherently low resources available, making the distribution of
calculations a very hard puzzle. The surveys that mainly fo-
cus on federated learning itself mention issues such as poi-
soning attacks of the aggregation server, resource manage-
ment, and communication overhead. On the other hand, the
surveys that propose blockchain-enhanced federated learning
focus on what we could identify as mostly blockchain-related
concerns, such as lack of incentive mechanisms, model secu-
rity, and privacy concerns.

Security, Privacy, and Performance of proposed solutions
After studying several state-of-the-art proposed solutions for
various IoT applications and problems, we can now discuss
some common issues and key points covered regarding secu-
rity, privacy, and performance.

The papers studied take security and privacy into account.
It appears that they all aim to enhance security, in one way or
another, but not all of them explicitly aim for privacy. 10T-
FLA [23] strongly focuses on privacy. The authors discuss
separately about security and privacy issues that [oT is facing
and reflect on how the proposed model addresses them.

A fundamental constraint of IoT nodes is the lack of re-
sources which limits the calculations that are possible to be
performed on the nodes. This raises the question of whether
any architecture or model proposed takes performance into
account and whether the overhead calculations affect the
overall performance. The authors of RAFeL [25] do take per-
formance into account. They review the performance of their
encoding algorithm and make sure that not only it achieves
higher compression rates, but it also reduces the communica-
tion overhead without impacting the model’s performance. In
a similar manner, the authors of [27] set as a design require-
ment to have a “light weighted authentication scheme”. Fur-
thermore, the authors of [26] propose a decentralized model
to improve security, but also improve the decentralization al-
gorithm for better performance. The IDS for IoV paper [24]



proposes a similar, in essence, model to the poster paper [26],
but goes much more into depth. They attempt to improve per-
formance with the use of SDN controllers to monitor specific
areas of the network. In other words, they try to spread the
costs of calculation over the network. On the other hand, the
authors of IOTFLA [23] focus on security and privacy, but
not on performance. They mention that they take resource
limitations into account, but they do not provide any context
on how this is done, and they also assume that the IoT de-
vices in the network have the resources available to perform
the necessary calculations.

Use of blockchain in proposed solutions

The surveys studied showed unanimity in proposing feder-
ated learning to enhance security, privacy, and performance,
but they varied in considering blockchain. The same trend
can be seen in the papers studied. The papers discuss chal-
lenges with traditional centralized machine learning methods
[23] and use them as grounds to propose federated learn-
ing, but also discuss federated learning’s own issues, such
as communication overhead and data poisoning in [25], and
use them as design requirements for their model. Papers that
propose anomaly detection systems/IDS rather than architec-
tures, such as [24] and [26], do not focus on the drawbacks of
traditional methods, but on the benefits of the novel designs.
Only one of the papers proposed a blockchain-enhanced fed-
erated learning architecture. The authors of [27] use model
poisoning attacks, secure aggregation, malicious nodes, and
free-ride attacks as motivations to integrate blockchain with
federated learning. As this is a vastly broad approach, the au-
thors tried to limit the scope and set the system requirements
through a series of unresolved issues, such as auditable local
model updates, and contribution-based rewards. It is notable
that the authors of [24] mention blockchain’s potential to pro-
vide safer cooperative learning, but does not consider it in the
model. It is clear from the study that most solutions do not
utilize blockchain yet. That could be due to the complexity
of designing and maintaining purely decentralized solutions
using blockchain, or due to scalability constraints. Federated
learning involves training models on a large number of de-
centralized devices, and blockchain networks can have scala-
bility issues when handling a large number of transactions.

5.2 Future Research Directions

After studying surveys and comparing state-of-the-art solu-
tions focused on enhancing IoT security, privacy, and perfor-
mance using federated learning and blockchain, we can, now,
identify some common unresolved issues on this blooming
field and propose some future search directions.

Integration of Blockchain with Federated Learning

Research shows that blockchain is capable of alleviating
some key issues of federated learning, but further research
is needed. Federated learning is itself a complicated technol-
ogy to apply, and combining it with blockchain makes the
task even more difficult. A possible direction is towards sys-
tems that resemble the generic architecture we saw in Fig-
ure 2. The authors of [27] followed this generic design but
added another layer above with fog nodes. This architecture
uses blockchain to verify the local model results and store the

global model safely. The authors of [29] also use this ap-
proach. Some other ways are to use blockchain to incentivise
nodes with a reward scheme, or smart contracts [30].

Simulations and real-world implementation

Another critical factor is to design the model such as it can
also be implemented in real-world applications. So far most
of the proposed solutions studied at least provide some simu-
lated scenarios to validate the model, but they make assump-
tions and have not been realized in scale. Federated learn-
ing and blockchain are still very new technologies, so heavy
testing and simulation are needed too. The provided exper-
imental setups that validate models could be scaled up sub-
stantially to simulate conditions closer to the real world and
to measure the true efficiency of the models.

Security, Privacy, and Performance

Although federated learning can enhance security and privacy
compared to traditional machine learning models, issues per-
sist. IoT nodes remain relatively exposed, as they have lim-
ited resources available. It is still easy for a malicious party
to gain control of a set of end nodes of an IoT network. This
can lead to poisoned data, and backdoor attacks, compromis-
ing the model’s accuracy. That is why research mostly fo-
cuses on anomaly detection. However, even with the best IDS
systems in place, the very presence of a central aggregation
server will always be a bottleneck to security. Innovative so-
lutions are needed to preferable move to purely decentralized
architectures, using blockchain for example. As this is a very
complex and difficult operation, the alternative is to develop
novel security solutions to shield the central server.

Lastly, one of the biggest challenges that federated learn-
ing for IoT has to solve is communication overhead. Huge
numbers of participant nodes serving unbalanced data to the
aggregation server result in reduced performance. Some pos-
sible solutions are better compression algorithms, such as the
one discussed in [25] and the introduction of an incentive to
filter the quality of the data.

6 Conclusion

In this paper, we conducted research on state-of-the-art of IoT
security. Motivated by the ongoing issues of IoT security,
we introduced two promising technologies, namely federated
learning and blockchain. Using those two technologies, the
aim of the research was to study federated learning and ex-
plore how blockchain can integrate with federated learning
through state-of-the-art solutions. We presented those tech-
nologies and studied them through proposed solutions and
related surveys. We can conclude that federated learning is
a highly promising technology to enhance the security, pri-
vacy, and performance of IoT. It offers substantial benefits
compared to traditional centralized machine learning mod-
els. However, as federated learning itself presents some chal-
lenges, blockchain is deemed a very good fit to integrate with
federated learning and mitigate those issues. The technolo-
gies themselves, as well as their integration, are very popular
topics around the scientific community, but there is still a long
way to go until they can be applied efficiently in large-scale
real-world scenarios.



7 Responsible Research

In this section, we will discuss the scientific integrity of this
paper in the context of source gathering, and then its repro-
ducibility as a literature study.

The core of this research has been the literature study and
review of different applications of IoT Security that utilize
blockchain and federated learning. For that reason, it is of
paramount importance to use credible and reliable sources to
gather information from. After the initial talks with our su-
pervisor, we decided upon using IEEE Xplore and ACM as
our repositories, due to the strict quality control the papers
that are published there undergo. After an initial literature
study and paper gathering, our supervisor checked the pro-
posed papers and helped us finalize the list, further ensuring
the quality of the papers studied. Lastly, the study of the re-
lated work was crucial in this research, to form a plan for the
comparison of the research papers studied later. That is why a
wide selection of surveys on the topic of IoT security and IoT
security using federated learning and blockchain were stud-
ied. All in all, we believe that the initial careful selection
of the work studied and the selection of a plethora of papers
allowed us to conduct a solid scientific research.

Despite the fact that this research did not involve any ex-
periments or results gathering, it is still important to consider
reproducibility. For that purpose, all the references of the
work that was studied to produce this research paper can be
found below, in the style of IEEE. References of any diagrams
or schematics that were used or studied can also be found be-
low. The inclusion of the sources and the in text citations that
link to relevant scientific papers are deemed enough for any
future research effort to reproduce the conducted work.
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