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SUMMARY

Dynamic analysis of large-size finite element models has been commonly applied by
mechanical engineers to simulate the dynamic behavior of complex structures. The
ever-increasing demand for both detailed and accurate simulation of complex struc-
tures forces mechanical engineers to pursue a balance between two conflicting goals
during the simulations: low computational cost and high accuracy. These goals become
extremely difficult for geometric nonlinear structural dynamical problems. When geo-
metrical nonlinearities are introduced, the internal force vector and Jacobians are con-
figuration dependent, and the corresponding updates are computationally expensive.
This thesis presents nonlinear model order reduction techniques that aim to perform
detailed dynamic analysis of multi-component structures with reduced computational
cost, without degrading the accuracy too much. Special attention is given to flexible
multibody system dynamics.

For multi-component structures featuring many interface degrees of freedom, standard
substructuring dynamics can be combined with interface reduction techniques to ob-
tain compact reduced order models. Chapter 2 summarized a variety of interface reduc-
tion techniques for the well-known Craig-Bampton substructuring method. These ap-
proaches are reviewed and compared in terms of both computational cost and accuracy.
A multilevel interface reduction method is presented as a more generalized approach,
where a secondary Craig-Bampton reduction is performed when the subsystems are as-
sembled within localized subsets. The multilevel interface reduction method provides
an accurate representation of the full linear model with significantly lower computa-
tional cost.

In Chapter 3, we extend the Craig-Bampton method to geometric nonlinear problems by
augmenting the system-level interface modes and internal vibration modes of each sub-
structure with their corresponding modal derivatives. The modal derivatives are capable
of describing the bending-stretching coupling effects exhibited by geometric nonlinear
structures. Once the reduced order model is constructed by Galerkin projection, the up-
coming challenge is the computation of the reduced nonlinear internal force vectors and
tangent matrices during the time integration. The evaluation of these objects scales with
the size of the full order model, and it is therefore expensive, as it needs to be repeated
multiple time within every time step of the time integration. To address this problem,
we directly express the reduced nonlinear vectors and matrices as a polynomial func-
tion of the modal coordinates, using substructure-level higher-order tensors with much
smaller size. This enhanced Craig-Bampton method offers flexibility for reduced modal
basis construction, as modal derivatives need to be computed only for substructures ac-
tually featuring geometrical nonlinearities, and do not need the prior knowledge of the
nonlinear response of the full system with training load cases.
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viii SUMMARY

For flexible multibody systems, each body undergoes both overall rigid body motion and
flexible behavior. To describe the dynamic behavior of each body accurately, the float-
ing frame of reference is commonly applied. In Chapter 4, the enhanced Craig-Bampton
method, as proposed in Chapter 3, is embedded in the floating frame of reference. We
consider here structures modeled with von-Karman beam elements. Interface reduc-
tion methods are in this context unnecessary since the adjacent bodies are connected
through a single node. The proposed reduction method constitutes a natural and effec-
tive extension of the classical linear modal reduction in the floating frame.

For more complex geometries, like wind turbine blades, extremely simplified beam mod-
els can not capture the complexity of the real three-dimensional structure, and therefore
the dynamic behavior might not be accurately modeled. In Chapter 5, we present an en-
hanced Rubin substructuring method for three-dimensional nonlinear multibody sys-
tems. The standard Rubin reduction basis is augmented with the modal derivatives of
both the free-interface vibration modes and the attachment modes to include bending-
stretching coupling effects triggered by the nonlinear vibrations. When compared to the
enhanced Craig-Bampton method proposed in Chapter 4, the enhanced Rubin method
better reproduces the geometrical nonlinearities occurring at the interface, and, as a
consequence, higher accuracy can be achieved.

In Chapter 6, the overall conclusions are drawn and recommendations for further study
are provided.



SAMENVATTING

Dynamische analyse van grote eindige elementen modellen is een wijdverbreide me-
thode onder werktuigbouwkundigen om het dynamisch gedrag van complexe structu-
ren te simuleren. De steeds stijgende noodzaak voor nauwkeurige en gedetailleerde si-
mulatie van complexe structuren dwingt werktuigbouwkundigen tot het vinden van een
balans tussen twee eisen: lage rekentijd en hoge nauwkeurigheid. Het is extreem lastig
om aan deze eisen te voldoen wanneer de structurele dynamica geometrisch niet-lineair
is. Zodra geometrische niet-lineairiteiten worden geïntroduceerd worden de interne
krachtvector en de Jacobiaan afhankelijk van de configuratie, en de bijbehorende upda-
tes zijn rekenkundig duur. In deze thesis worden niet-lineaire reductietechnieken gepre-
senteerd, die streven naar een gedetailleerde analyse van systemen met meerdere com-
ponenten met gereduceerde rekenkosten, zonder de nauwkeurigheid te veel te degra-
deren. Speciale aandacht wordt geschonken aan de dynamica van flexibele meerdere-
lichaamsystemen.

Voor structuren met meerdere componenten en vele vrijheidsgraden op de raak-
vlakken kunnen standaard dynamische substructuur-technieken worden gecombineerd
met interface reductietechnieken om compacte gereduceerde modellen te verkrijgen.
In hoofdstuk 2 worden een aantal interface reductietechnieken voor de bekende Craig-
Bampton substructuurmethode samengevat. Deze technieken worden beoordeeld en
vergeleken op het gebied van rekentijd en nauwkeurigheid. Als een algemenere me-
thode wordt een interface reductietechniek gegeven met meerdere niveaus, waarbij een
tweede Craig-Bampton reductie wordt uitgevoerd wanneer de subsystemen zijn geas-
sembleerd in gelokaliseerde subsets. Deze interface reductietechniek met meerdere ni-
veaus geeft een nauwkeurige representatie van het volledige lineaire model, met een sig-
nificant lagere rekentijd.

In hoofdstuk 3 breiden we de Craig-Bampton methode uit naar geometrisch niet-
lineaire problemen door de interface trilvormen op systeemniveau en de interne trilvor-
men op het niveau van iedere substructuur uit te breiden met hun bijbehorende afgelei-
den. De modale afgeleiden kunnen de koppelingseffecten tussen buiging en uitrekking
beschrijven, die geometrisch niet-lineaire structuren vertonen. Zodra het reductiemo-
del is opgesteld met behulp van Galerkin projectie, is de volgende uitdaging het bere-
kenen van de gereduceerde niet-lineaire interne krachtenvector en de tangentmatrices
gedurende de tijdsintegratie. Het evalueren van deze objecten schaalt met het formaat
van het volledige model, en moet meerdere keren herhaald worden in iedere tijdstap van
de tijdsintegratie, en kost zodoende veel rekentijd. Om dit probleem te adresseren, druk-
ken we gereduceerde niet-lineaire vectoren en matrices direct uit als een polynoomfunc-
tie van de modale coördinaten, gebruikmakend van hogere-orde tensoren op substruc-
tuurniveu met een veel kleiner formaat. Deze verbeterde Craig-Bampton methode biedt
flexibiliteit voor het construeren van een reduceerde basis, omdat modaalafgeleiden al-
leen berekend hoeven te worden voor die substructuren die daadwerkelijk geometrisch
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x SAMENVATTING

niet-lineair gedrag vertonen, en omdat de methode geen voorkennis vereist van het niet-
lineaire gedrag van de volledige structuur.

In flexibele meerderelichaamssystemen ondergaat ieder lichaam zowel starrelichaams-
bewegingen en flexibel gedrag. Om het dynamisch gedrag van iedere component accu-
raat te beschrijven, wordt gewoonlijk een zwevend referentiekader toegepast. In hoofd-
stuk 4 passen we het verbeterde Craig-Bampton model, zoals geïntroduceerd in hoofd-
stuk 3, toe in een zwevend referentiekader. Hier beschouwen we structuren gemodel-
leerd met von Karman balkelementen. Interface reductietechnieken zijn in deze context
onnodig, omdat aangrenzende elementen verbonden zijn met een enkel knooppunt. De
voorgestelde reductietechniek bestaat uit een effectieve, natuurlijk volgende, extensie
van het klassieke lineaire reductietechnieken in een zwevend referentiekader.

Voor complexere structuren, zoals rotorbladen van windturbines, kunnen de extreem
versimpelde balkmodellen de complexiteit van de echte driedimensionale structuur niet
omschrijven, en komt de nauwkeurigheid van de dynamische analyse dus in het ge-
ding. In hoofdstuk 5 presenteren we een verbeterde Rubin substructuurtechniek voor
driedimensionale niet-lineaire systemen met meerdere lichamen. De standaard Rubin
reductiebasis wordt uitgebreid met de modaalafgeleiden van zowel de vrije-interface vi-
bratie vormen als de hechttrilvormen, om zo de effecten van koppeling tussen buiging
en uitrekking, die wordt veroorzaakt door niet-lineaire vibraties, te introduceren. In ver-
gelijking met de verbeterde Craig-Bampton methode uit hoofdstuk 4 reproduceert de
verbeterde Rubin methode de geometrische niet-lineariteiten op de interfaces beter, en,
als gevolg wordt er een hogere nauwkeurigheid bereikt.

In hoofdstuk 6 worden algemene conclusies getrokken, en worden aanbevelingen
voor vervolgstudies gegeven.
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MDs modal derivatives
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ML-ROM reduced-order model featuring multilevel interface reduction

MMI maximum modal interaction
MOR model order reduction
POD proper orthogonal decomposition
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xvi NOMENCLATURE

SYMBOLS
Meanings of global symbols, unless noted otherwise in the context:

SCALARS

C weight factors
E Young modulus
I moment of inertia
t time

th thickness
T kinetic energy
U strain energy
S speed up factor
ρ density
θ rotation angle
ν Poisson’s ratio

VECTORS

f nonlinear internal force vector
g external load vector
p connecting load vector
q nodal DoFs vector o the finite element model

Qv quadratic velocity vector
r global position vector

R position vector of the origin of the floating frame
Re residual vector
λ vector of Lagrange multipliers
φ vector of a single vibration mode
θ vector of Euler parameters
ϑ vector of a single modal derivative
η modal DoFs vector of linear vibration modes

MATRICES

A transformation matrix
B Boolean matrix
I identity matrix

K stiffness matrix
M mass matrix
N matrix of shape functions for finite element model
X matrix of classic CB/Rubin reduction basis
V matrix of enhanced CB/Rubin reduction basis with modal derivatives
Φ matrix of vibration modes
Ψ matrix of constraint modes or attachment modes
Θ matrix of modal derivatives
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2 1. INTRODUCTION

1.1. MOTIVATION
For ages, mechanical engineers have been devoted to analyzing the dynamic behavior
of structures (airplanes, wind turbines, vehicles, etc.). The analysis involves predicting
displacements, deformations, and stresses of the structure at hand over a time span,
under a given dynamic load. Reliable dynamic analysis tools are therefore of primary
importance during the design process. For example, the Tacoma Narrows Bridge col-
lapsed in 1940 under 64km/h wind conditions (Billah & Scanlan, 1991), after the bridge
had come into service for only five months. The collapse was due to a design that did
not thoroughly consider dynamic instability caused by the coupling between structural
deformation and wind load. As a consequence, this wind-induced collapse boosted the
research field of aerodynamic analysis (a branch of dynamic analysis).

For simple structures subjected to simple loads, the dynamic analysis can be con-
ducted analytically. For more complex structures and more involved loading conditions,
we need to rely on more advanced computational methods. In particular, the introduc-
tion of the finite element (FE) method (Clough, 1960) around 1960 marked a critical mile-
stone in the history of computational dynamic analysis. The basic idea of FE modeling is
to divide a complex domain into a finite number of smaller and simpler units, called el-
ements, and thus generate a discretized, finite dimension model which can be analyzed
by computer. As such, the FE method offers an approximate but accurate solution for
the structural behaviors, provided that the discretization is fine enough. Today, it is a
routine task to build large FE models of structures featuring complex geometry, material
distribution and applied loads. For illustration, a simplified FE model of a 61.5m blade of
the NREL 5MW reference wind turbine, which is originally designed by Sandia National
Laboratories (Resor, 2013), is depicted in Fig. 1.1.

FE modeling
of rotor blade

root view:

side view:

side view:

Figure 1.1: FE modelling of a 61.5m blade of the NREL 5MW wind turbine (Resor, 2013).

Unfortunately, FE models often feature thousands or even millions of degrees of free-
dom (DoFs). This makes the computation of the dynamic response infeasible, due to
the time and memory resources involved. If different designs and load cases need to
be performed, the dynamic assessment of the system cannot be completed in reason-
able time. In the context of wind turbines, a considerable number of loading conditions
is prescribed by the design standard International Electro-technical Commission (IEC)
61400-1 wind turbines (TC88-MT, 2005), resulting in a minimum acceptable number
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of simulations in the order of 1880 (Hansen et al., 2015). This number grows rapidly
when one or more of the parameters associated with the site environmental conditions
lies outside the range of the IEC reference conditions and may quickly result in up to
3,200,000 simulations (Graf et al., 2016). Therefore, the large computational costs be-
come a bottleneck during the design process.

This problem is even more exacerbated in the case of nonlinear analysis. Nonlin-
earities arrive in many aspects of the structural behavior. Among others, an essential
type of nonlinearity is the geometrical nonlinearity (the main focus of this work), which
arises from nonlinear strain-displacement relations due to non-infinitesimal displace-
ments and rotations. This effect is ubiquitous in thin-walled structures in automotive,
biomedical, and aerospace applications. Nonlinear models typically result in computa-
tional requirements which are orders of magnitude larger than their linear counterparts.
For this reason, efficient techniques - known as Model Order Reduction (MOR) - need to
be developed to enable accurate dynamic analysis at an affordable computational cost.

1.2. MODEL-ORDER REDUCTION
MOR techniques aim to establish an approximation of the original model with much
smaller size, i.e., a reduced-order model (ROM), to simulate the behavior of large-scale
dynamical systems. MOR techniques can be divided into two branches: the model-based
reduction techniques and the data-based reduction methods. The detailed review of the
model-based reduction techniques has been given in (Besselink et al., 2013).

Model-based reduction techniques are well developed for linear systems. The basic
idea is to project the high fidelity model onto a much smaller subspace. The challenging
point is how to construct an efficient reduction basis and then project the original model
onto this low-dimension subspace. As reviewed in (Besselink et al., 2013), the model-
based reduction techniques for the linear system can be divided into three categories:
1. Krylov subspace based MOR (Pillage & Rohrer, 1990); 2. Balanced truncation based
MOR (Mullis & Roberts, 1976); 3. Mode displacement methods (Rayleigh, 1945). While
the first two MOR techniques are more useful in the fields of mathematics and system
control, respectively, the third MOR method is commonly applied for dynamic structural
analysis. The modal truncation based MOR technique uses a selected set of vibration
modes, obtained from eigenvalue analysis, to establish the low-dimensional subspace.
To compensate for the omitted vibration modes, the mode acceleration (Cornwell et al.,
1983) and modal truncation augmentation (Dickens et al., 1997) have been proposed as
static correction methods for the classic modal truncation.

The data-based reduction methods, on the other hand, are commonly applied to
nonlinear systems. One well-established approach is Proper Orthogonal Decomposi-
tion (POD) (Berkooz et al., 1993). To construct the reduction basis, we need to extract
representative data, i.e. snapshots, from the original model at first, and then calculate
the principal components using the singular value decomposition (SVD) (Golub & Rein-
sch, 1970). Therefore, the data-based reduction methods require data from the original
model, and consequently, may be computationally expensive if the required data from a
high fidelity model needs to be frequently updated.

Nowadays, an active research topic is to extend the linear modal truncation method
to the nonlinear regime. Modal derivatives are one of the most efficient approaches to
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enrich the linear modal basis and to represent the effects of nonlinearity. The definition
of modal derivatives was first proposed in 1985 (Idelsohn & Cardona, 1985a) and then
was simplified by Slaats (Slaats et al., 1995). The modal derivatives are calculated by dif-
ferentiating the nonlinear static problems with respect to the modal amplitudes when
the structures are slightly perturbed from the equilibrium position along the direction of
vibration modes. Recently, the modal derivatives based MOR method has been widely
applied in the nonlinear dynamic analysis (Weeger et al., 2016, Jain et al., 2017, Rutz-
moser et al., 2017).

At the early stage, researchers applied MOR techniques to establish a ROM for the
entire system at once, featuring only relatively small to moderate displacements and ro-
tations. The classic MOR techniques can be further extended to the following cases:

• For large industrial applications, such as car bodies and multi-bay panels of air-
frame structures, engineers may want to divide the structure into several substruc-
tures, usually corresponding to parts independently designed and analyzed. This
procedure is often referred to as substructured systems.

• When the entire structure can be divided into several rigid or flexible bodies, where
each body may undergo large rigid translations or rotations, for example, wind
turbine blades, the analysis of such models is usually referred to flexible multibody
system dynamics.

In this dissertation, we extend the application of modal-derivatives based nonlinear
MOR method to both substructured systems and flexible multibody system. The following
two sections give a brief introduction to the MOR aspects related to substructured and
flexible multibody systems.

1.3. DYNAMIC SUBSTRUCTURING
Dynamic substructuring is an efficient engineer tool to simulate the dynamics of multi-
component systems. When the dynamic analysis of a large and complicated structure is
almost prohibitive, it is easier to decompose the entire structure into smaller and simpler
substructures (or subsystems). The dynamic behavior of each substructure is much eas-
ier to investigate. Using parallel computation, the evaluation of each subsystem can be
performed in parallel with much lower cost. Thereafter all substructures are assembled
to obtain the dynamic model of the total system.

Dynamic substructuring, also called the component mode synthesis technique, was
first proposed by Hurty (Hurty, 1960, 1965). Craig and Bampton then extended this idea
as a fixed-interface method, by extending the constraint modes with a truncated subset
of the internal vibration modes. These modes are determined by fixing each individual
substructure at its interfaces (Bampton & Craig, 1968). Later, Rubin (Rubin, 1975) and
McNeal (MacNeal, 1971) proposed a free-interface method, where the interfaces of each
subsystem are set free when calculating the vibration modes. A more recent compo-
nent mode synthesis technique, called Dual Craig-Bampton method (Rixen, 2004), was
inspired by both Craig-Bampton method and the Rubin method and explicitly set the
interface force vector as part of the degrees of freedom.
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Compared to the dynamic analysis of the entire system at once, evaluating the sys-
tem’s dynamic properties in a component-wise fashion (i.e., substructuring system) fea-
tures the following advantages (Voormeeren, 2012):

• Computational size reduction. By analyzing each subsystem with a much smaller
size, we are able to investigate the structural behavior of complex systems, which
are too large to be analyzed as an entire system.

• Computational time savings. We can investigate the reduced order model of each
substructure in parallel before all the subsystems are assembled.

• Local modification. During the design process, the relevant subcomponents can
be modified and reanalyzed at a local level, whereas the entire system is then in-
vestigated at a relatively low additional cost.

• Flexible distribution of subsystem size. Different levels of mesh density (i.e. the lo-
cal fineness of the FE model) can be flexibly allocated to the different subsystems,
depend on the customer demand.

Although the substructuring techniques are efficient and commonly used in the dy-
namic analysis, the computational efficiency may still be limited by the number of in-
terface DoFs. This particularly holds true when the subsystems are connected through
relatively large and complex interfaces. To overcome this problem, mechanical engi-
neers commonly apply a technique named interface reduction. Interface reduction is
often necessary for FE models featuring shell and solid elements, where the interface
usually consists of a nodal-based line or surface, see Fig. 1.2 as an example.

Model Size

Beam FE model Shell FE model Solid FE model

Substructure technique

Figure 1.2: Illustration of substructuring for beam (left), shell (middle) and solid (right)
FE models.

Based on the different demands for computational savings and overall accuracy, en-
gineers can use different interface reduction methods. Three of the most commonly
used interface reduction methods are summarized here:
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• System-level interface reduction (Tran, 2001). It is applied after all subsystems have
been assembled. An eigenvalue analysis is performed for the assembled system
whereas all DoFs are statically condensed to the interface DoFs, and a further
modal truncation is done to reduce the interface DoFs. Moreover, the system-level
interface modes have to be recomputed for all interface DoFs even if a local modi-
fication occurs at one substructure during the design process. This technique can
properly model the interaction between all substructures. The eigenvalue analy-
sis for all interface DoFs, however, can still be relatively expensive for a large-scale
system featuring many interface DoFs.

• Local-level interface reduction (Hong et al., 2013). It is applied before each sub-
system is assembled, i.e., an eigenvalue analysis is performed for each subsystem
when the DoFs of the individual subsystem are statically condensed to its corre-
sponding interface DoFs. The local-level interface reduction reduces the compu-
tational effort by localizing the eigenvalue problem at the interface of each sub-
structure with a much smaller size. However, this method totally neglects the cou-
pling between different substructures. Moreover, the accuracy will be compro-
mised if the independent reduction bases for the individual subsystem is inade-
quate.

• Undeformed interface reduction (Lindberg et al., 2013). An undeformed interface
reduction can also be applied by assuming that the interface undergoes only rigid
body motions. This method, however, is suitable only when rigid joint connections
are imposed between adjacent substructures.

While the standard substructuring techniques can dramatically reduce the internal
DoFs of the individual subsystems, the mentioned interface reduction methods can fur-
ther reduce the interface DoFs of the assembled systems. Therefore, the standard sub-
structuring dynamics, combined with interface reduction, can be utilized to obtain a
truly compact model.

1.4. FLEXIBLE MULTIBODY SYSTEM
A flexible multibody system (FMBS) is an integration of several flexible bodies, where
each of them may undergo large translations and rotations, as well as elastic behavior.
For flexible multibody dynamic analysis, it is crucial to select the appropriate reference
frame (Wasfy & Noor, 2003) to describe the motion of each body. Three types of frames
to describe the overall motion of the FMBS are summarized here:

• Inertial Frame. The inertial frame is utilized as a global reference to describe the
structures undergoing large rotations and large deformations(Bathe et al., 1975).
By doing so, we only build one frame for all the rigid and flexible bodies, without
distinguishing between the rigid body motion and elastic behavior.

• Floating Frame. In the floating frame technique, a reference frame (Shabana, 2005)
is defined for each flexible body separately. The reference frame follows the over-
all rigid body motion of the corresponding body. Therefore, the relative displace-
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ments with respect to such frame are measured, excluding the rigid body motion
of the reference frame.

• Corotational Frame. The corotational frame (Belytschko & Hsieh, 1973) is similar
to the floating frame. Instead of introducing one frame for each body, a frame is de-
fined for each finite element. Compared to floating frame, the corotational frame
is suitable for systems undergoing large high-speed rigid body motions. However,
the computational cost of the corotational frame is far more expensive than its
counterpart for the floating frame approach.

As compared to the corotational frame approach, a major advantage of the floating
frame concept is the option to adopt model order reduction techniques inherited from
the substructuring realm. This is of great significance when geometric nonlinearities
have to be considered. Therefore, the floating frame will be adopted in this thesis, for
the nonlinear MOR of FMBS.

1.5. THESIS AIM AND OUTLINE
The principal aim of this dissertation is to answer the following research question:

“How can the computational cost for the dynamic analysis of a complex structure, which
features both nonlinear effects and large rigid body motions, be reduced efficiently?”

Following the spirit of component-wise analysis, this major objective can be split into
three key questions. By doing so, we can approach the final target step-by-step. The first
challenge, before we enter the nonlinear domain, can be stated as:

“What is the proper substructuring and interface reduction technique to reduce the com-
putational cost when geometric nonlinear effects and rigid body motions are not yet in-
cluded?”

The interface reduction techniques for the linear Craig-Bampton substructuring are com-
monly used by engineers working in structural dynamics issues, Chapter 2 gives a good
review of interface reduction techniques. This chapter is essential for choosing the proper
interface reduction technique when we consider the geometric nonlinearities, especially
when the modal derivatives, which grow quadratically with respect to the number of in-
terface modes, are applied.

When the proper substructuring methods and interface reduction in Chapter 2 are
applied to a linear structure, we are ready to address the second subproblem:

“How can we extend the well-established linear substructuring methods and interface re-
duction techniques to the geometric nonlinear regime?”

To solve this problem, in Chapter 3, a model order reduction method is proposed for the
dynamic analysis of complex systems featuring multiple components and geometrical
nonlinearities. The proposed approach is a nonlinear extension to the classical Craig-
Bampton model with system-level interface reduction.
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A major characteristic of FMBS is that the subsystems may undergo large rigid body
motions. Therefore, when the structural dynamic analysis of FMBS is concerned, the
following problem has to be addressed:

“How can we further augment the nonlinear MOR techniques for the flexible multibody
system, when large rigid body motions have to be considered?”

To answer this question, in Chapter 4, the modal derivatives enhanced Craig-Bampton
method is proposed for the dynamic analysis of flexible multibody systems featuring
large overall motions and geometric nonlinear behavior. The analysis in Chapter 4 is
limited to two-dimensional beam structures using the nodal-fixed floating frame. This
approach is further extended to three-dimensional shell structures in Chapter 5 using a
mean-axis floating frame. The enhanced Rubin substructuring method is proposed in
Chapter 5.

The conclusions of this dissertation are finally presented in Chapter 6. Recommen-
dations for future work are also provided at the end of this dissertation.

The structure of this dissertation is visualized in Fig. 1.3. Based on the "yes or no"
questions in the flow chart, the visual outline quickly locates the relevant chapters for
different readers.

This dissertation is a collection of published or submitted papers. The main chapters
are all self-contained. All abbreviations and global variables are listed in the Nomen-
clature, while all other local variables are defined in each chapter independently. In-
evitably, there is overlap between chapters. To offer a clear view, the overlap is visualized
in Fig. 1.3, by connecting the key techniques in the highlighted blocks with their relevant
chapters.
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Chapter 1
Introduction

Geometric
nonlinearities?

No Chapter 2
Linear substructuring

Yes

Chapter 3
Nonlinear substructuring

Chapter 4
Nonlinear MOR for planar

multibody system

Rigid body motion ?
No

Yes

Chapter 5
Nonlinear MOR for spatial

multibody system

floating frame type?
nodal-fixed

mean-axis

Chapter 6
Conclusions

Craig-Bampton
substructuring

Interface reduction

modal derivatives

floating frame

Rubin substructuring

Figure 1.3: Visual outline of this dissertation in a flowchart.





2
INTERFACE REDUCTION WITH

LINEAR CRAIG-BAMPTON

SUBSTRUCTURING FOR

COMPONENT MODE SYNTHESIS

Component mode synthesis is commonly used to simulate the structural behavior of com-
plex systems. Among other component mode synthesis techniques, the Craig-Bampton
method stands out for its popularity. However, for finely meshed systems featuring many
components, the size of the resulting assembled system is dominated by the interface de-
grees of freedom. The system-level interface reduction technique aims at reducing the size
of the assembled reduced model by extracting few dominant interface modes. If the size of
the interface degrees of freedom is large, the resulting problem is almost as computation-
ally expensive as the one associated to the full model. Conversely, the local-level interface
reduction technique reduces the interface of each substructure before assembly. In this
case, the computational effort associated to the local eigenvalue problem is moderate, but
issues arise when enforcing compatibility between interfaces. In this chapter, we assess the
different interface reduction techniques on large size realistic examples.

This chapter is based on the paper “Wu, L., Tiso, P., van Keulen, F., Interface Reduction with Multilevel Craig-
Bampton Substructuring for Component Mode Synthesis. AIAA journal. Vol. 56, No. 5 (2018), pp. 2030-2044.”
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2.1. INTRODUCTION
A system consisting of multiple components can be modeled efficiently with proper
component mode synthesis (CMS) techniques. In CMS, the dynamics of a substructure
is described by a truncated set of vibration modes of each subsystem, combined with a
set of static modes accounting for the coupling with neighboring subcomponents (Klerk
et al., 2008). The classic Craig-Bampton (CB) method was first proposed in (Hurty, 1960,
1965) and then simplified in (Bampton & Craig, 1968, Craig, 2000). It combines the con-
cepts of component-wise analysis and modal reduction techniques, and is one of the
well known CMS technologies. In the CB method, the coupling at an interface is realized
by using a set of constraint modes (CMs) and retaining all degrees of freedom (DoFs)
at the interface. However, the size of the CB basis may be dominated by the CMs DoFs
if the finite element (FE) mesh is sufficiently fine. Obviously, this limits the achievable
reduction and hence decreases the efficiency of the substructuring approach. In this
context, a proper interface reduction technique is a must to bring the reduction basis to
a manageable size.

In 1977, Craig and Chang (Craig Jr & Chang, 1977) proposed three interface reduc-
tion methods by applying either Guyan, Ritz, or modal reduction at the interface. Cas-
tanier (Castanier et al., 2001) rediscovered the modal reduction techniques by using a
secondary eigenvalue analysis to the interface partition of the CB system and propos-
ing the commonly used system-level characteristic constraint (SCC) modes. This tech-
nique is applied after the system-level matrices are constructed. Consequently, it does
not offer flexibility for design runs as the SCC modes must be recomputed for all the in-
terface DoFs even if a design change occurs at a single substructure. In order to bring
the interface reduction to substructure level, Hong (Hong et al., 2013) recently formu-
lated the interface reduction by generating the local-level characteristic constraint (LCC)
modes from mass and stiffness matrices associated to the interface DoFs before assem-
bly. The local-level interface reduction simplified the eigenvalue problem by neglecting
the coupling between neighboring subcomponents. For specific systems where the stiff-
ness of adjacent substructures is significantly different, an undeformed interface reduc-
tion (Lindberg et al., 2013) can also be applied by assuming that the interface undergoes
only rigid body motions.

Most of the interface reduction techniques mentioned here are developed for the CB
method, owing to its wide application in CMS problems. Tran (Tran, 2001, 2009) indi-
cated that the interface reduction techniques can be implemented with the CB method,
as well as various free or hybrid interface mode based substructuring techniques, like the
CMS method proposed by MacNeal (MacNeal, 1971) and later by Rubin (Rubin, 1975).
The interface reduction idea can also be applied to the dual CB method proposed by
Rixen (Rixen, 2002, 2004). For large-scale structures with multiple interfaces, Aoyama
(Aoyama & Yagawa, 2001) introduced an optional reduction method by analyzing the
eigenmodes from adjacent subcomponents to reduce the computational cost. Interface
reduction has also been efficiently extended to the CB approach for acoustic-structure
coupled, fluid-filled piping systems (Herrmann et al., 2010). Balmès applied the gener-
alized constraint modes, which are linear combinations of the constraint modes, to pro-
vide a compatible model with an optimal selection of the generalized constraint modes
(Balmès, 1996). This idea can be further extended to system design process as shown
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in (des Roches et al., 2011). Bennighof (Bennighof & Lehoucq, 2004) proposed the auto-
matic multilevel substructuring (AMLS) method, which is a multilevel extension of the
CMS substructuring based on the sparsity of the system matrices. The AMLS method
was widely applied in the field of applied mathematics, by recursively applying the Gaus-
sian block elimination and modal condensation of the system matrices (Lee et al., 2011,
Kim, 2006, Zhao & Yu, 2015). Besides all the reduction methods using "interface modes",
an alternative method called double modal synthesis (Jezequel & Seito, 1994, Besset &
Jézéquel, 2007) can also be applied to compensate the modal truncation. The double
modal synthesis is further used to analyze brake squeal in (Monteil et al., 2016). The
extension of the current interface reduction techniques to geometrical nonlinear do-
main remains a relevant topic. Recently, Sinou (Sinou & Besset, 2017) extended the
double modal synthesis to study the self-excited vibrations and time analysis of brake
squeal in a nonlinear region. Kuether (Kuether et al., 2016, 2017) recently proposed a
non-intrusive model order reduction technique by applying the system-level interface
reduction. The authors’ current efforts are directed to extend classic CB methods with
both system-level interface reduction and modal derivatives (first proposed in (Idelsohn
& Cardona, 1985a)), for problems characterized by distributed geometric nonlinearities.

For linear systems, the system-level (Castanier et al., 2001) and local-level (Hong
et al., 2013) interface reduction methods are two of the most commonly used techniques
for the CMS problem due to their easy implementation and applicability. The system-
level interface reduction can be computationally expensive when the number of inter-
face DoFs is large. On the other hand, the local-level counterpart reduces the compu-
tational effort by localizing the interface reduction at each substructure. However, the
interface compatibility will be compromised if the independent reduction basis for each
subsystem is inadequate. In this chapter, we discuss two variants of the multilevel in-
terface reduction method. We assemble the substructures into localized subsets. A sec-
ondary CB substructuring procedure is then applied in each subset. In the first variant,
a secondary CB reduction is applied to the interface DoFs of the subset only, while, in
the second variant, the CB reduction is performed on all the DoFs of the subset. As
opposed to the local-level method, the multilevel idea does not simplify the interface
coupling. Therefore, it is able to get accurate approximation compared to system-level
interface reduction methods, while enabling computational savings by setting smaller
subsets and the possibility for parallelization for interface reduction.

This chapter is organized as follows: In Section 2.2, the classic CB method is briefly
introduced. The subcomponents are assembled in a primal manner, i.e., a unique set of
interface DoFs is defined. In Section 2.3, the existing system-level and local-level inter-
face reduction techniques proposed in (Castanier et al., 2001, Hong et al., 2013) are sum-
marized and evaluated. Section 2.4 discusses two multilevel interface reduction variants
discussed above. A computational complexity analysis is presented in Section 2.5, and
the advantages of the multilevel interface reduction methods are discussed, compared
to the SCC and LCC modes based methods. In Section 2.6, representative numerical ex-
amples are investigated. Discussions and conclusions are provided in Section 2.7.
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2.2. CRAIG-BAMPTON METHOD AND PRIMAL ASSEMBLY
In this section, we first briefly outline the CB method (Bampton & Craig, 1968) for sub-
components. Then, the subcomponents are assembled in a primal manner (Voormeeren,
2012) by choosing a unique set of interface DoFs. For a linear undamped system com-
posed of H subsystems, the equations of motion (EoMs) for the subcomponents can be
written as

M(s)q̈(s){t }+K(s)q(s){t } = g(s){t }+p(s){t }, s = 1, . . . , H , (2.1)

where M(s) and K(s) are the constant mass and stiffness matrices, g(s), p(s) and q(s) are
the external load vector, the connecting load vector imposed by neighboring subsystems
and the generalized nodal DoFs vector of the s th decoupled subcomponent, respectively.
The argument of functional dependency on time is enclosed in curly brackets.The num-
ber of substructures is indicated by H . The EoMs of the global system with substructures
can be expressed in a block-diagonal format as

MG q̈G +KGqG = gG +pG , (2.2)

with

MG =

M(1)

. . .
M(H)

, diag(M(1), . . . ,M(H)), qG =

 q(1)
...

q(H)

, col(q(1), . . . ,q(H)),

KG = diag(K(1), . . . ,K(H)), gG = col(g(1), . . . ,g(H)), pG = col(p(1), . . . ,p(H)),

where the subscript G indicates that the vectors and matrices are stacked for the entire
system. For the sake of simplicity, the time dependence has been omitted.

2.2.1. CRAIG-BAMPTON METHOD
The CB method is a powerful and popular substructuring technique that allows for in-
dependent reduction of subdomains, and it is therefore well-suited when subcompo-
nents are developed independently by different parties, and eventually assembled. Let
us focus on the s th subsystem. The linear EoMs can be partitioned into internal DoFs

qI
(s) ∈RnI

(s) and boundary DoFs qB
(s) ∈RnB

(s) with n I
(s) +nB

(s) = n(s), which gives

M(s)q̈(s) +K(s)q(s) = p(s) ⇔
[

MBB
(s) MB I

(s)

MI B
(s) MI I

(s)

][
q̈B

(s)

q̈I
(s)

]
+

[
KBB

(s) KB I
(s)

KI B
(s) KI I

(s)

][
qB

(s)

qI
(s)

]
=

[
pB

(s)

0

]
, (2.3)

where we assume that the external forces g(s) are 0 as we are interested in the free vibra-
tion of the system. Typically, the number of boundary DoFs is much smaller than the
number of internal DoFs (nB

(s) ¿ n I
(s)).

The CB transformation is a linear combination of constraint modes (CMs) ΨI B
(s) and

internal vibration modes (IVMs)ΦI I
(s) by stating

q(s) =
[

qB
(s)

qI
(s)

]
=

[
IBB

(s) 0

ΨI B
(s) ΦI I

(s)

][
qB

(s)

ηI
(s)

]
,X(s)γ(s), (2.4)
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where ηI
(s) is the vector of modal coordinates with respect to the IVMs, X(s) and γ(s) are

the CB reduction matrix and corresponding generalized coordinate vector of the s th sub-

system. The matrix IBB
(s) ∈RnB

(s)×nB
(s) is an identity matrix.

The IVMsΦI I
(s) ∈RnI

(s)×mI
(s) can be obtained by solving the internal eigenvalue problem

with fixed interface, i.e., qB
(s) = 0, as(

KI I
(s) −ω2

j ,(s)MI I
(s)

)
φI I

j ,(s) = 0, j = 1, . . . ,n I
(s). (2.5)

The IVMs are a truncated set of the eigenmodes, and can be written in a matrix format
as ΦI I

(s) = [φI I
1,(s), . . . ,φI I

mI
(s),(s)

], with m I
(s) ¿ n I

(s). The eigenvalues could be rewritten in a

diagonal matrix asω2
(s) = diag[ω2

1,(s), . . . ,ω2
mI

(s),(s)
]. Mass normalization is applied with

(
ΦI I

(s)

)T
MI I

(s)Φ
I I
(s) = II I

(s). (2.6)

The CMsΨI B
(s) ∈RnI

(s)×nB
(s) are the static responses of the internal DoFs that result from

a unit displacement applied at an interface DoF while the other interface DoFs are fixed.
Thus, they are computed by solving

ΨI B
(s) =−(KI I

(s))
−1KI B

(s) . (2.7)

With (2.4) we generate a projection basis for the s th substructure, where the interface
DoFs qB

(s) are retained without reduction. The reduced EoMs for the substructure are
obtained via a classic Galerkin projection, and expressed by[

M̃BB
(s) M̃B I

(s)

M̃I B
(s) II I

(s)

]
︸ ︷︷ ︸

M̃(s)

[
q̈B

(s)

η̈I
(s)

]
+

[
K̃BB

(s) 0

0 ω2
(s)

]
︸ ︷︷ ︸

K̃(s)

[
qB

(s)

ηI
(s)

]
=

[
g̃B

(s)

g̃I
(s)

]
︸ ︷︷ ︸

g̃(s)

+
[

pB
(s)

0

]
, (2.8)

where

K̃BB
(s) = KBB

(s) +KB I
(s)Ψ

I B
(s) and M̃BB

(s) = MBB
(s) +MB I

(s)Ψ
I B
(s)+(ΨI B

(s) )T MI B
(s)+(ΨI B

(s) )T MI I
(s)Ψ

I B
(s) (2.9)

are the interface components of the stiffness and mass matrices, respectively, of the s th

substructure after the CB transformation.
To illustrate the concept, we consider here a u-shaped model composed of 4 sub-

structures (S1 to S4) connected through 3 interfaces (B1 to B3), as shown in Fig. 2.1. The
model is fixed at the bottom (z = 0). The CMs and IVMs for each substructure can be
calculated independently. It should be noticed at this stage that the individual CMs, as
shown in Fig. 2.1, reflect a more localized deformation pattern around a specified inter-
face DoF, as the interface discretizations in the u-shaped structure are sufficiently fine.

In the next subsection,we shall briefly summarize the primal assembly of the sub-
structures after the CB reduction.
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Figure 2.1: Illustration of the CB reduction on a u-shaped FE model composed of 4 sub-
structures and 3 interfaces.

2.2.2. PRIMAL ASSEMBLY OF COMPONENT MODELS
The CB transformations (2.4) for each substructure can be collected for the entire system
in a block-diagonal form by stating

qG = XGγG , (2.10)

where XG = diag(X(1), . . . ,X(H)) is a block-diagonal matrix consisting of all substructure
CB reduction matrices, and γG = col(γ(1), . . . ,γ(H)) is the assembled set of the general-
ized coordinates of subsystems for the global system.

By substituting (2.10) in (2.2), the reduced EoMs for the full system are obtained via
Galerkin projection

XT
GMGXG γ̈G +XT

GKGXGγG = XT
GgG +XT

GpG . (2.11)

At this stage, the interfaces are assembled in a fully compatible way. When all substruc-
tures are coupled, the displacement compatibility and force equilibrium at the interface
DoFs must be enforced. The compatibility condition states that any pair of matching in-
terface DoFs qB

( j ) and qB
(k) must have the same displacement, while the force equilibrium

requires that the summation of the connection forces should be equal to zero. These
conditions are then given in (Klerk et al., 2008) by satisfying{

qB
( j ) −qB

(k) = 0 ⇒ BCBγG = 0,

pB
( j ) +pB

(k) = 0 ⇒ LT
CBXT

GpG = 0,
(2.12)

where the compatibility condition is transformed to generalized coordinates γG by in-
troducing the BCB matrix. The matrix LCB is the primal assembly operator by localizing
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the interface DoFs of the substructures in the global set of DoFs γG . The matrices BCB
and LCB are Boolean matrices here.

Classically, the subcomponents can be assembled in a primal manner (Voormeeren,
2012), i.e., a new reduced set of generalized coordinates of the assembled system ξCB for
the CB model is defined here as

ξCB = col
(
qB
CB , ηI

CB
)

, with ηI
CB = col

(
ηI

(1) , . . . , ηI
(H)

)
, (2.13)

where qB
CB ∈ RnB

CB consists of the unique choice of all interface DoFs col(qB
(1) , . . . , qB

(H))

and ηI
CB ∈ RmI

CB contains the internal generalized coordinates of all the substructures.

For internal vibration modes, it holds that m I
CB = ∑s=H

s=1 m I
(s) since the internal DoFs of

each substructure are independent, where m I
(s) is the number of internal modal coordi-

nates for the s th substructure. The compatibility condition ensures no relative motion
between the boundaries of connected substructures. Mathematically, this is obtained by
stating

γG = LCBξCB. (2.14)

The primal assembly operator LCB must span the null space of BCB if a fully compatible
interface assembly is applied as in (Klerk et al., 2008), i.e.,

LCB = null(BCB). (2.15)

Substitution of (2.14) into (2.11) and (2.12) yields
XT
GMGXGLCBξ̈CB+XT

GKGXGLCBξCB = XT
GgG +XT

GpG ,

BCBLCBξCB = 0,

LT
CBXT

GpG = 0,

(2.16)

where the second equation in (2.16) is naturally satisfied, as LCB = null(BCB). By pre-
multiplication of the remaining equations with LT

CB and noting that LT
CBXT

GpG = 0, the
primal EoMs for the coupled system give

LT
CBXT

GMGXGLCB︸ ︷︷ ︸
M̃CB

ξ̈CB+LT
CBXT

GKGXGLCB︸ ︷︷ ︸
K̃CB

ξCB = LT
CBXT

GgG︸ ︷︷ ︸
g̃CB

, (2.17)

where the assembled matrices and vectors M̃CB, K̃CB and g̃CB can be further partitioned
corresponding to the interface coordinates qB

CB and internal coordinates ηI
CB. The re-

duced EoMs (2.17) are therefore rewritten in a partitioned style as[
M̃BB

CB M̃B I
CB

M̃I B
CB II I

CB

][
q̈B
CB
η̈I
CB

]
+

[
K̃BB
CB 0

0 ω2
CB

][
qB
CB
ηI
CB

]
=

[
g̃B
CB

g̃I
CB

]
, (2.18)

whereω2
CB = diag(ω2

(1), . . . ,ω2
(H)) and II I

CB ∈RmI
CB×mI

CB is the identity matrix. The detailed

formulation of the partitioned matrices M̃BB
C B and K̃BB

C B can be found in (Voormeeren,
2012), and will be not discussed here.
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If the finite element mesh is sufficiently fine and many subcomponents with dis-
tributed interfaces are considered, the size of these reduced system-level matrices is
dominated by the interface DoFs. Although the number of DoFs is aggressively reduced,
the sparsity of the matrices is lost. The computational gain will thus be limited. To over-
come this problem, interface reduction can be applied such that truly compact models
can be obtained.

2.3. SYSTEM-LEVEL AND LOCAL-LEVEL INTERFACE REDUCTION

METHODS
The interface reduction techniques aim to reduce the size of the CB model by decreas-
ing the number of interface DoFs. In principle, the interface reduction techniques can
be applied both on substructure level as well as on assembly level. In this section, the
commonly used interface reduction techniques on system level (Castanier et al., 2001)
and substructure level (Hong et al., 2013) will be briefly discussed.

2.3.1. SYSTEM-LEVEL INTERFACE REDUCTION
The system-level interface reduction was first proposed in (Craig Jr & Chang, 1977) and
was further discussed in (Castanier et al., 2001, Bourquin, 1992, Balmès, 1996). As a start-
ing point, we recall the assembled EoMs in (2.18) for the CB models. By fixing the internal
DoFs for all subcomponents, we obtain

M̃BB
CBq̈B

CB+ K̃BB
CBqB

CB = g̃B
CB, (2.19)

where M̃BB
CB ∈ RnB

CB×nB
CB , K̃BB

CB ∈ RnB
CB×nB

CB are the interface partition of the assembled
mass and stiffness matrices in (2.18). This equation is used to find the interface behav-
ior. Hence, the interface modes can be computed from a secondary eigenvalue analysis
of (2.19) as (

K̃BB
CB− ω̃2

j M̃BB
CB

)
φ̃ j = 0, j = 1, . . . ,nB

CB, (2.20)

where the system-level characteristic constraint (SCC) modes Φ̃SL ∈ RnB
CB×mB

SL are de-
fined here as a truncated set of the eigenvectors as Φ̃SL = [φ̃1, . . . ,φ̃mB

SL
], with mB

SL ¿
nB
CB. The corresponding eigenvalues can be rewritten in a diagonal matrix as ω̃2

SL =
diag(ω̃2

1, . . . ,ω̃2
mB

SL
).

Castanier (Castanier et al., 2001) suggested that the number of interface DoFs can
be reduced by using this new set of SCC modes, where a single SCC mode represents
more global motion at the interface, as opposed to constraint modes. Depending on the
frequency range of interest, the SCC modes can be used to generate a new CMS model
with the significantly reduced number of DoFs. By taking a selected set of SCC modes,
the interface DoFs are approximated by stating

qB
CB = Φ̃SLη

B
SL, (2.21)

where qB
CB is reduced to a smaller set of generalized coordinates ηB

SL. Essentially, the in-
terface dominant behavior is here given by the low-frequency vibration modes obtained
by a Guyan reduction (Guyan, 1965).
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Substitution of the interface reduction (2.21) into the assembly of CB equations (2.18)
via a Galerkin projection then gives[

IBB
SL

(
Φ̃SL

)T
M̃B I

CB
M̃I B

CBΦ̃SL II I
CB

]
︸ ︷︷ ︸

M̃SL

[
η̈B
SL
η̈I
CB

]
+

[
ω̃2
SL 0

0 ω2
CB

]
︸ ︷︷ ︸

K̃SL

[
ηB
SL
ηI
CB

]
=

[(
Φ̃SL

)T
g̃B
CB

g̃I
CB

]
︸ ︷︷ ︸

g̃SL

, (2.22)

where the SCC modes Φ̃SL are assumed to be mass normalized, and the assembled stiff-
ness matrix is now fully diagonal.

For illustration, the first two SCC modes of the u-shaped model are shown in Fig. 2.2.
The SCC modes exhibit a global rotation and translation at the interface DoFs. The in-
ternal DoFs follow the motion statically as dictated by the deformation at the interface.
The gray color denoted statically condensed mesh. The main advantage of this method
lays in the fact that the interface compatibility across coupled substructures is still ex-
actly enforced. However, the system level reduction bears two major drawbacks. First,
the stiffness and mass matrices (K̃BB

CB and M̃BB
CB) are no longer sparse after the static con-

densation. Second, since the SCC modes are obtained after the system-level matrices are
constructed, the SCC modes must be recomputed for all the interface DoFs, even if a de-
sign modification is performed for a single substructure. Therefore, for a large-scale sys-
tem with multiple interface connections, the solution of the eigenvalue problem (2.20)
is expensive, considering the large size of interface DoFs.

B1

B2

B3

secondary eigenvalue analysis 

based on all interface DoFs

2nd SCC mode1st SCC mode

Figure 2.2: The first two SCC modes for the u-shaped FE model.

2.3.2. LOCAL-LEVEL INTERFACE REDUCTION
An alternative way to achieve interface reduction was proposed in (Hong et al., 2013)
named as “local-level reduction". We briefly summarize the method in this section. We
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start with the reduced equation of motion (2.8) for the s th substructure. By fixing the
internal DoFs ηI

(s), we get

M̃BB
(s) q̈B

(s) + K̃BB
(s) qB

(s) = g̃B
(s) +pB

(s). (2.23)

As for the system-level case, the local-interface reduction technique is also based on
a secondary eigenvalue analysis of the free vibration of each substructure. In this case,
the interaction with neighboring subcomponents is simply neglected by setting pB

(s) = 0.
This results in the eigenvalue problem

(
K̃BB

(s) − ω̃2
j ,(s)M̃BB

(s)

)
φ̃ j ,(s) = 0, j = 1, . . . ,nB

(s) (2.24)

where a truncated set of the eigenvectors Φ̃LL,(s) ∈ RnB
(s)×mB

(s) , called the local-level char-
acteristic constraint (LCC) modes, is collected as Φ̃LL,(s) = [φ̃1,(s), . . . ,φ̃mB

(s),(s)] with mB
(s) ¿

nB
(s). The LCC modes Φ̃LL,(s) are used to reduce the interface DoFs for each substructure

in a local sense.

Since the LCC modes are calculated without the knowledge of adjacent substruc-
tures, the subcomponent level interface reduction may result in non-conforming in-
terfaces and may cause so-called interface locking if the reduction basis is inadequate
and enforces only weak compatibility between the substructures (Gruber & Rixen, 2016).
Therefore, it is important to solve the compatibility problems during the assembly step.

According to the method proposed by Hong (Hong et al., 2013), the LCC modes of

each interface, denoted as Φ̃
Bi
LL for the interface Bi , are simply combined from connect-

ing substructures. Take for instance the u-shaped structure in Fig. 2.3: Φ̃
B1
LL contains

Φ̃
B1
LL,(1) and Φ̃

B1
LL,(2). This augmented set of LCC modes is used as reduction basis for the

interface of every connected substructure. This guarantees that the interface dynamics
of each connected substructure are well described, at the cost of increasing the size of
the basis. As an example, the u-shaped model is again used to illustrate the procedure,
see Fig. 2.3. The LCC modes are shown in different colors at the interface DoFs for each
substructure. The gray mesh indicates that the internal DoFs are statically condensed.
The LCC modes of each interface are simply combined from all the connecting subcom-
ponents.

Due to the simple combination of multiple interface sets from different subsystems,
the resulting reduction basis may contain linearly dependent vectors. To prevent ill-
conditioning, the basis should be orthogonalized. This can be achieved by performing a
further Singular Value Decomposition (SVD) for each interface Bi as

UBi SBi
(
DBi

)T = Φ̃Bi
LL, (2.25)

where UBi and SBi are the left singular vectors and diagonal singular value matrix for in-
terface Bi . In Hong’s work (Hong et al., 2013), only the left singular vectors corresponding
to singular values larger than 0.01% of the maximum singular value are kept, and placed
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Figure 2.3: The local-level interface reduction technique (Hong et al., 2013) for the u-
shaped model.

in UBi
LL. This yields the final reduction basis for all the interface DoFs as

qB
CB =


UB1
LL 0 0

0
. . . 0

0 0 UBV
LL


ηB1

...
ηBV

= UηB
LL, (2.26)

where the subscript V is the number of interface sets. The detailed assembly procedure
can be found in (Hong et al., 2013), complemented with a clear example. The final re-
duced equation of motion can be obtained by substituting the interface reduction (2.26)
to the assembly of CB equations (2.18), which gives[

UT M̃BB
CBU UT M̃B I

CB
M̃I B

CBU II I
CB

]
︸ ︷︷ ︸

M̃LL

[
η̈B
LL
η̈I
CB

]
+

[
UT K̃BB

CBU 0

0 ω2
CB

]
︸ ︷︷ ︸

K̃LL

[
ηB
LL
ηI
CB

]
=

[
UT g̃B

CB
g̃I
CB

]
︸ ︷︷ ︸

g̃LL

. (2.27)

The a priori interface reduction on subcomponent level is easy to accomplish, with-
out knowledge of the adjacent substructures. Moreover, the eigenvalue problem associ-
ated to the LCC modes is of limited size, and therefore computationally cheap. However,
since the interface behavior is dependent on all components to which it is connected,
the local-level interface reduction may give far less accurate results than the system-level
interface reduction, since it can not properly account for the coupling between connect-
ing subsystems.
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2.4. MULTILEVEL INTERFACE REDUCTION
In order to combine the accurate system-level approach with the computationally effi-
cient local-level method, two reduction methods based on a multilevel CB substructur-
ing for the local subset have been discussed. Each subset is a collection of some adjacent,
but not all, substructures for the entire system. This procedure localizes the interface
reduction by applying a multilevel static condensation and eigenvalue analysis on inter-
face DoFs of local subsets, and, as opposed to traditional local level techniques, does not
compromise the compatibility at interfaces. In practice, it is often the case that, within
the same organization, different subcomponent models have to be assembled first into
larger subsystems (named as subsets here). Next, they are joined with other subsystems
developed by different organizations. The multilevel approach nicely fits this scenario.

The process can be summarized as follows:

• Step 1: The global system is divided into substructures. For every substructure,
a classical CB reduction basis is obtained, for which the interface DoFs are fully
retained and the internal behaviors are reproduced by a combination of CMs and
IVMs. This step has been explained in Section 2.2.1.

• Step 2: We group the reduced CB models of the substructures into second-level
subsets, the subcomponents within each subset are assembled in parallel at this
stage. For each subset, the total DoFs can be partitioned into three sets: i) internal
components of the interface DoFs (denoted as NDoFs), which have been utilized to
connect the subsystems categorized in the same subset; ii) the boundary compo-
nents of the interface DoFs (denoted as CDoFs), which will be connected with the
neighboring subsets; iii) the internal DoFs, which corresponds to the modal coor-
dinates of IVMs for the subsystems within the same subset, denoted here as IDoFs.
To further reduce the size of system matrices in each subset, two multilevel ROMs,
named as ML1-ROM and ML2-ROM, have been discussed here. Specifically:

ML1-ROM: For each subset, a secondary CB reduction is performed for the inter-
face DoFs (CDoFs and NDoFs). More specifically, the NDoFs are treated as the
internal component of the secondary CB reduction, and thus replaced by a trun-
cated set of modal coordinates. The CDoFs are treated as the interface component
of the secondary CB reduction and therefore retained for exact interface compati-
bility during the subsets assembly in the next step.

ML2-ROM: For each subset, a secondary CB reduction is performed for all DoFs
(CDoFs, NDoFs and IDoFs) within the subset. While CDoFs are the interface com-
ponent of the secondary CB reduction, both NDoFs and IDoFs are the internal
component of the secondary CB reduction, and therefore are further reduced.

• Step 3: The subsets are coupled together using the primal assembly. It is worth
noticing that step 2 can be applied recursively in case extra assembly levels are
required. For the sake of simplicity, in this work we assume that the assembled
subsets obtained from step 2 will not be further connected with additional subsets.
If the size of the CDoFs is still too large and a further reduction is desired, a modal
truncation for the CDoFs can be performed as for the system-level reduction in
Section 2.3.1.
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To apply the multilevel interface reduction for an arbitrary system, we start with the
stage where all the substructures are reduced with the CB method, as discussed in Sec-
tion 2.2.1. The substructures within the i th subset Γi are then assembled together in the
primal way by defining a unique set of interface DoFs within the subset.

The assembly procedure is identical to the primal assembly introduced in Section
2.2.2, and will not be repeated here. The reduced EoMs are analogous to (2.18) and are
written here for the i th subset Γi as[

M̃BB
Γi

M̃B I
Γi

M̃I B
Γi

II I
Γi

]
︸ ︷︷ ︸

M̃Γi

[
q̈B
Γi

η̈I
Γi

]
+

[
K̃BB
Γi

0

0 ω2
Γi

]
︸ ︷︷ ︸

K̃Γi

[
qB
Γi

ηI
Γi

]
=

[
g̃B
Γi

g̃I
Γi

]
︸ ︷︷ ︸

g̃Γi

+
[

pB
Γi

0

]
, i = 1,2, . . . , Z , (2.28)

where the connecting force imposed by the neighboring subset is indicated by pB
Γi

to
satisfy the force equilibrium and Z is the number of subsets for the entire system. For
the i th subset, qB

Γi
is a unique set of the interface DoFs, and ηI

Γi
is the internal DoFs.

As mentioned in step 2, the interface DoFs qB
Γi

of the subset Γi are partitioned into 2

sets, i.e., CDoFs qC
Γi

and NDoFs qN
Γi

, by expressing that qB
Γi

= col(qC
Γi

, qN
Γi

).
With this notation, Eq. (2.28) can be rewritten for an arbitrary structure with Z sub-

sets in a generalized fashion:

M̃CC
Γi

M̃C N
Γi

M̃C I
Γi

M̃NC
Γi

M̃N N
Γi

M̃N I
Γi

M̃IC
Γi

M̃I N
Γi

II I
Γi


︸ ︷︷ ︸

M̃Γi

q̈C
Γi

q̈N
Γi

η̈I
Γi

+

K̃CC
Γi

K̃C N
Γi

0

K̃NC
Γi

K̃N N
Γi

0

0 0 ω2
Γi


︸ ︷︷ ︸

K̃Γi

qC
Γi

qN
Γi

ηI
Γi

=

g̃C
Γi

g̃N
Γi

g̃I
Γi


︸ ︷︷ ︸

g̃Γi

+

pC
Γi

0
0

 . (2.29)

To further reduce the size of system matrices in (2.29), a secondary CB projection is
applied at each subset independently. As mentioned in step 2, we discussed two ROMs
for the multilevel interface reduction techniques. To assemble the neighboring subsets
in a fully compatible way, CDoFs qC

Γi
are treated as the interface for the CB reduction,

and thus are not reduced in both methods.
For ML1-ROM, a secondary CB reduction is performed only for the interface DoFs

(CDoFs qC
Γi

and NDoFs qN
Γi

) by stating

qC
Γi

qN
Γi

ηI
Γi

=

 I 0 0

Ψ̃
NC
Γi

Φ̃
N N
Γi

0

0 0 I


qC

Γi

ηN
Γi

ηI
Γi

 , (2.30)

where the modes Ψ̃
NC
Γi

are denoted here as the interface-level constraint modes (ILCMs),

and the modes Φ̃
N N
Γi

are called the interface-level internal vibration modes (ILIVMs). The

ILCMs Ψ̃
NC
Γi

and ILIVMs Φ̃
N N
Γi

are calculated as

Ψ̃
NC
Γi

=−
(
K̃N N
Γi

)−1
K̃NC
Γi

and K̃N N
Γi
Φ̃

N N
Γi

−M̃N N
Γi
Φ̃

N N
Γi

ς2
Γi

= 0. (2.31)
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The ILIVMs Φ̃
N N
Γi

are truncated based on the frequency range of interest and ς2
Γi

is the
corresponding diagonal eigenfrequency matrix. It is worth noticing that the size of eigen-
value problems (2.31) is much smaller than that of the system-level counterpart (2.20),
and therefore computationally less demanding.

For ML2-ROM, a secondary CB reduction is performed for all DoFs within the i th

subset, the NDoFs qN
Γi

and IDoFs ηI
Γi

are merged together and further reduced during
the modal truncation. The CB reduction can be expressed asqC

Γi

qN
Γi

ηI
Γi

=


I 0

Ψ̃
NC
Γi

Φ̃
N M
Γi

0 Φ̃
I M
Γi


[

qC
Γi

ηM
Γi

]
, (2.32)

where Φ̃
N M
Γi

and Φ̃
I M
Γi

are the rows of merged internal vibration modes Φ̃
M
Γi

(MIVMs) cor-
responding to NDoFs and IDoFs, respectively. To calculate the MIVMs, the eigenvalue
analysis is applied to the ROM in Eq. (2.29) when CDoFs qC

Γi
are fixed, as

[
K̃N N
Γi

0

0 ω2
Γi

][
Φ̃

N M
Γi

Φ̃
I M
Γi

]
−

[
M̃N N
Γi

M̃N I
Γi

M̃I N
Γi

II I
Γi

][
Φ̃

N M
Γi

Φ̃
I M
Γi

]
τ2
Γi

= 0, (2.33)

where the MIVMs Φ̃
M
Γi

are truncated, as before, based on the frequency range of interest,

and τ2
Γi

is the corresponding diagonal eigenfrequency matrix.
It should be noticed here that the computational cost of eigenvalue solution in (2.33)

is slightly more expensive compared to its counterpart in (2.31), since the IDoFs ηI
Γi

are

also included. However, the size of ηI
Γi

will not be large assuming that the internal DoFs
of each subsystem have already been significantly reduced during the CB projection as
discussed in Section 2.2.1. Therefore, the computational cost of Eq. (2.33) will still be
small when compared to its counterpart (2.20) in SL-ROM.

By substituting the interface CB reduction for ML1-ROM (2.30) and ML2-ROM (2.32)
into (2.29) and projecting, we obtain

M
CC
Γi

M
C N
Γi

M
C I
Γi

M
NC
Γi

IN N
Γi

M
N I
Γi

M
IC
Γi

M
I N
Γi

II I
Γi




q̈C
Γi

η̈N
Γi

η̈I
Γi

+


K

CC
Γi

0 0

0 ς2
Γi

0

0 0 ω2
Γi




qC
Γi

ηN
Γi

ηI
Γi

=


gC
Γi

gN
Γi

gI
Γi

+

pC
Γi

0
0

 (2.34)

for ML1-ROM andM
CC
Γi

M
C M
Γi

M
MC
Γi

IM M
Γi

[
q̈C
Γi

η̈M
Γi

]
+

[
K

CC
Γi

0

0 τ2
Γi

][
qC
Γi

ηM
Γi

]
=

[
gC
Γi

gM
Γi

]
+

[
pC
Γi

0

]
(2.35)

for ML2-ROM, where the formulation of all partitioned matrices and vectors can be eas-
ily derived from the Galerkin projection, and will not be discussed here.

The reduced EoMs for the entire system are analogous to (2.18), by selecting a unique
set of CDoFs qC

Γ and applying the primal assembly. The reduced EoMs are directly writ-
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ten here as
M

CC
Γ M

C N
Γ M

C I
Γ

M
NC
Γ IN N

Γ M
N I
Γ

M
IC
Γ M

I N
Γ II I

CB


 q̈C

Γ

η̈N
Γ

η̈I
CB

+

K
CC
Γ 0 0

0 ς2 0

0 0 ω2
CB


 qC

Γ

ηN
Γ

ηI
CB

=


gC
Γ

gN
Γ

gI
CB

 (2.36)

for ML1-ROM, and[
M

CC
Γ M

C M
Γ

M
MC
Γ IM M

Γ

][
q̈C
Γ

η̈M
Γ

]
+

[
K

CC
Γ 0

0 τ2

][
qC
Γ

ηM
Γ

]
=

[
gC
Γ

gM
Γ

]
(2.37)

for ML2-ROM, where we have ς2 = diag(ς2
Γ1

, . . . ,ς2
ΓZ

), τ2 = diag(τ2
Γ1

, . . . ,τ2
ΓZ

), ηN
Γ =

col
(
ηN
Γ1

, . . . ,ηN
ΓZ

)
and ηM

Γ = col
(
ηM
Γ1

, . . . ,ηM
ΓZ

)
.

If a further reduction of the CDoFs qC
Γ is still desired, we can apply the system-level

interface reduction technique as discussed in Section 2.3.1. By fixing ηN
Γ and ηI

CB in Eq.

(2.36) or fixing ηM
Γ in Eq. (2.37) , we get

M
CC
Γ q̈C

Γ +K
CC
Γ qC

Γ = gC
Γ , (2.38)

where M
CC
Γ ∈ RnC

Γ
×nC

Γ ,K
CC
Γ ∈ RnC

Γ
×nC

Γ are the mass and stiffness matrices when all DoFs
are statically condensed to the CDoFs, and nC

Γ is the size of vector qC
Γ . Then the motion

of qC
Γ is approximated by performing a modal truncation as

qC
Γ =ΦCC

Γ ηC
Γ , with

(
K

CC
Γ −υ2

j M
CC
Γ

)
φ

CC
j , Γ = 0, j = 1, . . . ,nC

Γ (2.39)

where the interface-level characteristic constraint (ILCC) modesΦ
CC
Γ = [φ

CC
1, Γ, . . . ,φ

CC
mC
Γ

, Γ]

are a truncated set of the eigenvectors, with mC
Γ ¿ nC

Γ . The corresponding eigenvalues
can be rewritten in a diagonal matrix form as υ2 = diag(υ2

1, . . . ,υ2
mC
Γ

).

Substitution of the interface reduction (2.39) to (2.36) and (2.37) via a Galerkin pro-
jection then gives the final reduced EoMs for ML1-ROM as

ICC
Γ (Φ
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Γ )T M
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Γ (Φ
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0 0 ω2
CB


︸ ︷︷ ︸

KML1

 ηC
Γ

ηN
Γ

ηI
CB

=


(Φ

CC
Γ )T gC

Γ
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, (2.40)

and for ML2-ROM as[
ICC
Γ (Φ

CC
Γ )T M

C M
Γ

M
MC
Γ Φ

CC
Γ IM M

Γ

]
︸ ︷︷ ︸

MML2

[
η̈C
Γ

η̈M
Γ

]
+

[
υ2 0

0 τ2

]
︸ ︷︷ ︸

KML2

[
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Γ

ηM
Γ

]
=

(Φ
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Γ )T gC

Γ

gM
Γ


︸ ︷︷ ︸

gML2

. (2.41)
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As can be noticed, the reduced stiffness matrices in both (2.40) and (2.41) are both fully
diagonal, as it is the case in (2.22) when adopting the system-level interface reduction.
Here, we stress that the effort in obtaining (2.40) and (2.41) is lower than its counterpart
in the system level approach discussed in section 2.3.1.

For illustration, we take the u-shaped model in Fig. 2.4 as an example. The CB-
reduced subsystems are grouped into 2 local subsets: subset Γ1, comprising substruc-
tures S1 and S2, and subset Γ2, comprising substructures S3 and S4. The interface DoFs
of the u-shaped model are here partitioned into 3 components as B1, B2 and B3. In this
model, the interface B2 acts as the boundary component of the interface DoFs (CDoFs),
which connects the subsets Γ1 and Γ2. We show the different reduction basis of these
two multilevel interface reduction techniques in Fig. 2.4.

B3
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S2

S3
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B2Subset Γ1
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Subset Γ1
Subset Γ2
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Figure 2.4: Illustration of the two multilevel interface reduction techniques (ML1-ROM
and ML2-ROM) for the u-shaped model.

In the next section, a detailed analysis of the computational cost associated to dif-
ferent interface reduction techniques will be given. We show the computational advan-
tages of the multilevel interface reduction methods, as compared to the system-level and
local-level approach.

2.5. COMPUTATIONAL COMPLEXITY
We estimate here the computational cost associated to the multilevel interface reduction
and compare it to the system and local level approaches. We start with the given CB
basis in (2.8) and reduced EoMs in (2.18), which are the foundation for all the interface
reduction methods.

For SL-ROM, the solution of eigenvalue problems for the interface partition of the
assembled CB matrices in (2.20) is the most involved operation. For the dense matrices
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K̃BB
CB and M̃BB

CB, the solution of the eigenvalue problem takes O
[(

nB
CB

)3
]

flops using QR

and QZ methods (Golub & Van L., 2012), where nB
CB is the number of a unique set of all

interface DoFs.
For LL-ROM, the secondary eigenvalue analysis in (2.24) is performed for the in-

terface DoFs of each subsystem locally. Take the s th subsystem for instance, it takes

O
[

(nB
(s))

3
]

flops for the eigenvalue analysis for the dense matrices K̃BB
(s) and M̃BB

(s) , where

nB
(s) is the number of interface DoFs for the s th substructure. To prevent ill conditioning,

in (2.25) a singular value decomposition is used to reshape the LCC modes Φ̃
Bi
LL for each

interface set Bi , which will take O
[

nBi × (
mBi

)2
]

flops (Holmes et al., 2007), where nBi is

the number of DoFs at interface Bi and mBi is the number of truncated LCC modes from
substructures connecting through interface Bi .

For ML1-ROM, solving the eigenvalue problem in (2.31) of the interface-level subset

Γi takes O
[

(nN
Γi

)3
]

flops, where nN
Γi

is the size of vector qN
Γi

for the subset Γi . For ML2-

ROM, solving the eigenvalue problem in (2.33) takes O
[

(nN
Γi
+m I

Γi
)3

]
flops, where m I

Γi

is the number of IVMs of the subsystems within the subset Γi . In general, the IVMs in
each subsystem has been efficiently truncated so that m I

Γi
¿ nN

Γi
. Therefore, the extra

computational cost associated to ML2-ROM, when compared to ML1-ROM, will be only
marginal. The solution of interface-level CMs in (2.31) for subset Γi is the same for both
ML1-ROM and ML2-ROM. It requires the factorization of the dense matrix K̃N N

Γi
, which

is also computationally expensive. In fact, the complexity of the factorization of a dense

nN
Γi
×nN

Γi
matrix is given by O

[
(nN
Γi

)2.38
]

flops, see (Coppersmith & Winograd, 1990). If a

further reduction of the CDoFs qC
Γ is desired, the eigenvalue analysis in (2.39) will take

an extra O
[
(nC
Γ )3

]
operations, where nC

Γ is the size of vector qC
Γ .

All the estimated costs are summarized in Table 2.1. It shows that the computational
cost of the different techniques mainly depends on the number of interface DoFs in-
volved in the reduction procedures. As opposed to the system-level interface reduction,
the local-level and multilevel methods can be applied for each substructure/subset in
parallel. For clarity, we labelled the parallelizable operations for each substructure/subset
with the symbol || in Table 2.1. Each of these models are of significantly smaller size as
compared to the full model. Therefore, the computational cost for the LL-ROM, ML1-
ROM and ML2-ROM only depends on the maximum cost associated to the largest sub-
component/subset. Given a system with large number of substructures and interface
sets, it always holds that

nB
CB > max

(
nB

(s)

)
, nB

CB > max
(
nBi

)
, with s = 1, . . . , H ; i = 1, . . . ,V , (2.42)

when the SL-ROM and LL-ROM are compared, and

nB
CB > nC

Γ , nB
CB > max

(
nN
Γ j

)
, nB

CB > max
(
nN
Γ j

+m I
Γ j

)
, with j = 1, . . . , Z , (2.43)

when we compared the performance between SL-ROM and ML1-ROM or ML2-ROM.
Eq. (2.42) and (2.43) indicate that the number of interface DoFs for the entire system

is much larger than the one of a single substructure/subset. This highlights the potential
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Table 2.1: Computational cost estimation of the most expensive operations of different
interface reduction techniques

Method significant operations

SL-ROM
eigenvalue analysis in (2.20)

O
[(

nB
CB

)3
]

LL-ROM
eigenvalue analysis in (2.24) singular value decomposition in (2.25)

O
[

(nB
(s))

3
]

|| O
[

nBi × (
mBi

)2
]

||

ML1-ROM
eigenvalue analysis in (2.31) matrix factorization in (2.31) eigenvalue analysis in (2.39)

O
[

(nN
Γi

)3
]

|| O
[

(nN
Γi

)2.38
]

|| O
[
(nC
Γ )3

]
ML2-ROM

eigenvalue analysis in (2.33) matrix factorization in (2.31) eigenvalue analysis in (2.39)

O
[

(nN
Γi
+m I

Γi
)3

]
|| O

[
(nN
Γi

)2.38
]

|| O
[
(nC
Γ )3

]

computational savings of performing the local-level and multilevel interface reduction
techniques with respect to the system-level interface reduction, when parallel computa-
tion is performed for each substructure/subset with a much smaller size.

In this work, we also compare the computational efficiency of different interface re-
duction methods when a transient analysis is performed on the so obtained ROMs. The
implicit Newmark method is adopted for the time integration, with parameters α = 1

2
and β= 1

4 . The detailed procedure of the Newmark method can be found in (Geradin &
Rixen, 1997). The Rayleigh damping for damping matrix is adopted, and the coefficients
are chosen to match a modal damping of 0.02 for the first two modes (see (Jain et al.,
2017) for details).

2.6. NUMERICAL EXAMPLES
In order to assess the accuracy of the different methods, we compare the eigenfrequen-
cies and eigenmodes obtained by using different ROMs for two numerical examples. The
linear dynamic response is further investigated in Section 2.6.2. In particular, we refer to
the full model (i.e. without reduction) as Full; the CB-reduced model (without interface
reduction) as CB-ROM; the system level, local level and two multilevel reduced models
are denoted by SL-ROM, LL-ROM, ML1-ROM and ML2-ROM, respectively.

2.6.1. THE DOUBLE-u SHAPED FE MODEL

A double-u shaped FE model that consists of 9 subcomponents is here considered. The
geometry of the structure is shown in Fig. 2.5. The length is L = 0.4064 m, the width is
W = 0.3048 m, the height is H = 0.2030 m, and the thickness is th = 0.003175 m. The
Young modulus is E = 7.31× 1010 Pa, the Poisson’s ratio is ν = 0.33, and the density is
ρ = 2795.7 kg.m−3. The structure has been divided into 9 substructures (S1 to S9), which
are connected through 8 interface sets (B1 to B8). For the multilevel interface reduction,
the interface sets are further split into 3 subsets (Γ1 to Γ3). The structure is meshed with
triangular flat shell elements with 6 DoFs per node. The resulting FE model has a total
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of 8814 DoFs, including nB
CB=624 interface DoFs and n I

G=8190 internal DoFs, with n I
G =∑9

s=1 n I
(s). The system has been clamped at two ends.
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Figure 2.5: Illustration of the double-u shaped FE model.

We are interested in the first 30 eigenfrequencies and eigenmodes of the system. For
the CB-ROM, the first m I

(s)=10 IVMs ΦI I
(s) are selected for each substructure, and thus

the number of internal DoFs is reduced from n I
G=8190 to m I

CB=90 DoFs, while all the

nB
CB=624 interface DoFs are retained without reduction. The 624 CMs are replaced with

the first mB
SL=80 SCC modes Φ̃SL by applying further system-level interface reduction

methods for the SL-ROM. The LL-ROM is constructed by replacing the CMs in each sub-
structure with the first mB

(s)=12 LCC modes Φ̃LL,(s). By using a SVD for each interface set
to guard against ill conditioning and using the threshold discussed previously, finally 145
interface modes are retained in the reduction basis. The ML1-ROM is formed by mN

Γi
=20

interface-level IVMs Φ̃
N N
Γi

for each subset (Γ1 to Γ3) together with mC
Γ =20 ILCC modes

Φ
CC
Γ . The ML2-ROM is formed by the first 50 MIVMs Φ̃

M
Γi

for each subset and mC
Γ =20

ILCC modes Φ
CC
Γ . We determine the number of kept modes for different interface re-

duction methods in such a way that SL-ROM, ML1-ROM and ML2-ROM all result in 170
modes in the final reduction basis. For illustration, the number of DoFs for different
ROMs is summarized in Table 2.2. The first 30 eigenfrequencies and the corresponding
relative error with respect to the full model are shown in Fig. 2.6. Note that any ROM
featuring interface reduction will not be more accurate than its parent CB-ROM. As can
be seen in Fig. 2.6(b), the eigenfrequency error for all the considered ROMs is below 2%
for the first 30 frequencies. Except for the LL-ROM, the other considered ROMs keep the
error within 0.1 %. The SL-ROM, ML1-ROM and ML2-ROM lead to an accuracy orders of
magnitude better in the low-frequency range, when compared to the LL-ROM, although
the latter one includes much more interface modes than the SL-ROM, ML1-ROM and
ML2-ROM do.
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Table 2.2: Number of modal coordinates of the double-u shaped model for different
ROMs

ROMs number of modal coordinates total DoFs

CB-ROM
qB
CB ηI

CB col(qB
CB , ηI

CB)

624 90 714

SL-ROM
ηB
SL ηI

CB col(ηB
SL , ηI

CB)

80 90 170

LL-ROM
ηB
LL ηI

CB col(ηB
LL , ηI

CB)

145 90 235

ML1-ROM
ηC
Γ ηN

Γ ηI
CB col(ηC

Γ , ηN
Γ , ηI

CB)

20 60 90 170

ML2-ROM
ηC
Γ ηM

Γ col(ηC
Γ , ηM

Γ )

20 150 170

An eigenfrequency comparison is usually carried out in conjunction with a compar-
ison of the associate mode shapes. One commonly used method for comparing mode
shape vectors is the modal assurance criterion (MAC) (Allemang & Brown, 1982). When
the mode shape vectors are mass-normalized, it is more appropriate to use the mass
weighted MAC, which computes the vector correlation between a pair of mode shapes
from full modelΦi , f ul l and ROMΦ j ,r ed as

MACi j =
|ΦT

i , f ul l MΦ j ,r ed |2(
ΦT

i , f ul l MΦi , f ul l

)(
ΦT

j ,r ed MΦ j ,r ed

) . (2.44)

Along the diagonal terms one finds the matching modes, while the off-diagonal terms
show the correlation between non-matching modes. Ideally, matching mode shapes
should have a MAC value close to one, whereas cross-correlating different mode shapes
should give a value close to zero. The relative mode error εi of the i th mode Φi ,r ed is
thus calculated based on the matching modes as εi = 1−MACi i . The relative mode er-
ror of the interface ROMs are shown in Fig. 2.7. The SL-ROM, ML1-ROM and ML2-ROM
all yield good results for the first 30 modes. Although LL-ROM contains more interface
modes in the reduction basis, the relative mode error for the LL-ROM is substantial for
the higher frequency modes.

2.6.2. NACA AIRFOIL WING BOX STRUCTURE
We consider here a thin-walled wing box structure proposed in (Jain et al., 2017) and
shown in Fig. 2.8. The cross section features a NACA 0012 profile; the structure is stiff-
ened with ribs along the chord direction and spars along the longitudinal direction. The
structure is meshed with triangular flat shell elements with 6 DoFs per node, resulting in
135570 DoFs and 49968 elements for the full model. The Young Modulus is E = 70 GPa,
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Figure 2.6: First 30 eigenfrequencies and the corresponding relative error of the CB-
ROM, SL-ROM, LL-ROM, ML1-ROM and ML2-ROM.
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Figure 2.7: Relative mode error of the ROMs, compared to the full model.

the Poisson’ ratio is ν = 0.33, and the density is ρ = 2700 kg/m3. A uniform thickness of
th = 1.5 mm is adopted across the whole structure. The wing has a total length of 5 m
and is cantilevered at one end. The significantly large number of DoFs of the full model
allows to appreciate the computational advantages associated to interface reduction.

The wing box is then divided into 600 substructures, connected through 792 inter-
face sets. The subdivision of the wing-box structure is illustrated in Fig. 2.8(c). Note that
this subdivision could in fact reflect a common industrial scenario, where rather detailed
FE models of each component might exist for component sizing and stress analysis. The
DoFs of the full model are split into nB

CB=28944 interface DoFs and n I
G=106626 internal

DoFs. We first investigated the accuracy of the frequency and mode of the assembled
systems using different interface reduction techniques. The linear response of the wing
box is analyzed when a spatially uniform, multi-harmonic pressure load is applied lo-
cally on the structure skin at an area highlighted in Fig. 2.8(a). The dynamic load func-
tion is given as

g {t } = 1000
15∑

i=1

(
1− (i −1)2

392

)
sin(ωi × t ) , with ωi = 250×

(
i

15

)2

. (2.45)
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Figure 2.8: Illustration of the wing box structure. A pressure load is applied at the high-
lighted area as in (a). The skin panels are removed for a clear view in (b) and
the tip node is highlighted. The wing-box structure is divided into 600 sub-
structures as in (c). The 25 subsystems associated to one wing section are
then plotted in (d). For multilevel interface reduction, 600 substructures are
evenly grouped into 4 subsets, as shown in (e).

The number of retained IVMs for each substructure is determined by a frequency
cut-off criterion: only IVMs associated to frequencies lower than 1500 Hz are kept in
the reduced-order basis (ROB) of each substructure. The CB-ROM therefore reduces
the internal DoFs from n I

G=106626 to m I
CB=1440. The SL-ROM is built with the same

frequency cut-off criterion by including the SCC modes Φ̃SL associated to frequencies
lower than 1500 Hz. This results into keeping the first mB

SL=1170 SCC modes in the final
reduction basis. As for the ML1-ROM and ML2-ROM, all the substructures are collected
into 4 subsets (Γ1 to Γ4), as shown in Fig. 2.8(e). The same frequency cut-off criterion is
again utilized here. For ML1-ROM, the interface DoFs are further reduced by replacing

the nB
CB=28944 CMs with the first mN

Γi
= 168 interface-level IVMs Φ̃

N N
Γi

for subset (Γ1 to

Γ3), mN
Γi

= 180 interface-level IVMs for subset Γ4 together with the first mC
Γ =153 ILCC

modes Φ
CC
Γ . This results in shrinking the interface DoFs from 28944 to 837. For ML2-

ROM, the internal DoFs of each subset are reduced by using mM
Γi

= 369 merged IVMs Φ̃
M
Γi

for subset (Γ1 to Γ3), and mM
Γ4

= 373 merged IVMs for subset Γ4. The number of CDoFs

are reduced by including the first mC
Γ =153 ILCC modesΦ

CC
Γ . It will result in 1480 internal
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DoFs and 153 interface DoFs in total for ML2-ROM. The LL-ROM is constructed by re-
placing the CMs in each substructure with the LCC modes Φ̃LL,(s) up to 1500 Hz in each
subsystem. Given the large number of substructures and interface sets, the LL-ROM
would result in a large number of LCC modes. By using a SVD for each interface set to
guard against ill conditioning and using threshold discussed previously, finally 22716 in-
terface modes are retained in the reduction basis. For illustration, the number of modal
coordinates of the different ROMs is summarized in Table 2.3.

Table 2.3: Number of modal coordinates of the wing-box model for different ROMs

ROMs number of modal coordinates total DoFs

CB-ROM
qB
CB ηI

CB col(qB
CB , ηI

CB)

28944 1440 30384

SL-ROM
ηB
SL ηI

CB col(ηB
SL , ηI

CB)

1170 1440 2610

LL-ROM
ηB
LL ηI

CB col(ηB
LL , ηI

CB)

22716 1440 24156

ML1-ROM
ηC
Γ ηN

Γ ηI
CB col(ηC

Γ , ηN
Γ , ηI

CB)

153 684 1440 2277

ML2-ROM
ηC
Γ ηM

Γ col(ηC
Γ , ηM

Γ )

153 1480 1633

The first 120 eigenfrequencies and corresponding relative errors are shown in Fig. 2.9.
The mode shape error is also presented in Fig. 2.10. As indicated in Fig. 2.9(b) and 2.10,
the SL-ROM, ML1-ROM and ML2-ROM can all lead to a good approximation by keep-
ing relative frequency error below 0.5% for the first 120 frequencies (up to 460 Hz). The
SL-ROM has slightly better accuracy compared to the ML1-ROM and ML2-ROM, espe-
cially at the frequency range of the applied load function (0-250 Hz). The LL-ROM fails
to provide a satisfactory frequency approximation, although it includes 22716 interface
modes.

The time history of the displacement for the tip node in Fig. 2.8(b) is shown in Fig. 2.11.
In addition, we also show the root mean square (RMS) error εRMS at an arbitrary time
step ti defined as

εRMS {ti } =
√

1

n

(
||qx {ti }−qx {ti }||2 +||qy {ti }−qy {ti }||2 +||qz {ti }−qz {ti }||2

)
(2.46)

where qx ,qy ,qz and qx ,qy ,qz are the x, y, z component of of the node displacement from
the full and ROMs, respectively (rotational DoFs are excluded).

As observed in Fig. 2.11, while LL-ROM is inaccurate, all the other interface reduc-
tion techniques are able to reproduce the full solution. The RMS error better highlights
the difference in performance between the various methods. It can be noticed that SL-
ROM can reproduce the full solution as accurately as the CB-ROM (i.e., without interface
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(a) First 120 eigenfrequencies (b) Relative error for the first 120 frequencies

Figure 2.9: First 120 eigenfrequencies and the corresponding relative error of the CB-
ROM, SL-ROM, LL-ROM, ML1-ROM, and ML2-ROM.

Figure 2.10: Relative mode error of the ROMs, compared to the full model.

reduction). While ML1-ROM and ML2-ROM can both produce a satisfactory approxima-
tion, the accuracy of ML2-ROM is slightly better than that of ML1-ROM.

2.6.3. COMPUTATIONAL EFFICIENCY
The computational complexity of the different interface reduction methods has been de-
tailedly discussed in Section 2.5. In this subsection we compare the computational time
required by each of the methods proposed. All simulations are performed in MATLAB®

R2015, on the TU Delft cluster, equipped with 8-core Intel® Xeon® CPUs (E5-2630v3) @
2.4 GHz and 128 GB RAM.

Table 2.4 compares the computational cost for the wing box structure in Section
2.6.2. The complexity comparisons have been split into 3 parts: i) the construction of
reduction basis for different substructuring methods, which are done offline; ii) the fre-
quency analysis of the assembled system; iii) the transient analysis of the response so-
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Figure 2.11: Time history of solution (displacement) in x, y, z direction at the tip-node of
the wing-box structure, and the corresponding RMS error.

lution, which would be regarded as online analysis. Obviously, the full analysis does
not carry any offline costs. The reduction basis for each substructure and each subset
can be parallelized. Note that, in this particular example, the same substructures and
subsets are instanced many times along the structure, so one needs to compute the re-
duction basis only once for each repeated set. In a more general case, because of the
possibility of parallelization, the computational cost is mainly dependent on the most
time-consuming subsystems or subsets, see Table 2.1. The computational efficiency is
measured by the speed up factor, defined as

S = Con t f ul l

Co f f to f f +Con ton
, with Co f f +Con = 1. (2.47)

The offline calculation cost is neglected by setting S1 : Co f f = 0,Con = 1. The so obtained
speed up factor S1 is justified when the same ROM is used for many different load cases.
Alternatively one can set an equal weightage to offline and online costs, i.e., S2 : Co f f =
0.5,Con = 0.5. This covers the limit case in which the ROM is used only once. In addition,
the accuracy of different ROMs is measured in terms of global relative errors (GRE) by
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Table 2.4: Computational time of wing-box structure for the CB-ROM, SL-ROM, LL-
ROM, ML1-ROM and ML2-ROM.

CPU Time (s) Full CB-ROM SL-ROM LL-ROM ML1-ROM ML2-ROM

ROB construction (offline) - 1.70 578.13 6.17 24.51 34.98

Frequency analysis 74.88 46.50 3.51 27.60 1.79 0.86

Transient analysis (online) 387.20 200.80 120.10 113.69 53.35 35.42

Speed up factor S1 - 1.92 3.22 3.41 7.26 10.93

Speed up factor S2 - 1.91 0.55 3.23 4.85 5.50

GREx (%) - 0.0466 0.0506 28.86 0.1112 0.1058

GREy (%) - 0.0033 0.0034 8.10 0.0050 0.0049

GREz (%) - 0.0050 0.0052 10.09 0.0162 0.0149

defining

GRE¦ =
√∑

t
[
q¦{t }−q¦{t }

]T [
q¦{t }−q¦{t }

]√∑
t q¦{t }T q¦{t }

×100%, (2.48)

where subscript ¦ designates the displacement of the full solution q and reduced solu-
tion q in the x, y and z direction, respectively.

The computational time of the frequency analysis and transient analysis cannot be
significantly reduced by the CB-ROM, although the internal DoFs are greatly reduced.
In this wing-box example, the size of interface and internal DoFs is comparable, and
therefore the system matrices of CB-ROM still contain a large number of interface DoFs.

From the results shown in Table 2.4, one can see that all interface reduction methods
do deliver a slight advantage with respect of CB-ROM for frequency analysis, also when
offline cost is considered. In particular, for this specific case, the ML1-ROM and ML2-
ROM cut the computation time of the frequencies by factors (46.5+1.7)/(1.79+24.51)=
1.83 and (46.5+1.7)/(34.98+0.86)=1.34, respectively. LL-ROM provides similar figures,
but was shown to be inaccurate. SL-ROM, on the contrary, requires large offline com-
putations and therefore is not competitive against CB-ROM.

The major advantage in performing interface reduction comes in fact when tran-
sient analysis is needed, as can be seen by looking at the speed up factors reported in
Table 2.4. It is emphasized here that the final size of ROMs, and therefore the compu-
tational savings depend on the cut-off criterion previously introduced in section 2.6.2.
To this respect, the ML2-ROM features the smallest size, and therefore results in the best
speed-up factor S1 of 10.93. In both ML1-ROM and ML2-ROM, the offline computa-
tional cost can be reduced by setting up smaller, parallelizable problems relative to each
subset. The frequency analysis and online (transient analysis) computational cost are
reduced owing to the final system matrices with much smaller size.

The GRE is also shown in Table 2.4. The SL-ROM offers a reduced solution almost as
accurate as the CB-ROM. The LL-ROM, on the other side, is largely inaccurate. The mul-
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tilevel interface reduction methods ML1-ROM and ML2-ROM still guarantee good accu-
racy while increasing the speed. In particular, ML2-ROM is more accurate, and faster,
than ML1-ROM, but requires larger offline calculations. It should also be noted here that
the obtained results for ML1-ROM and ML2-ROM depend on the subset division. An at-
tempt of finding the best division to maximize the speed up was not made in this work.

The selection of the "best" interface reduction method is somewhat problem depen-
dent. Here, we attempt to give guidelines by making the following observations.

• SL-ROM: the system level interface reduction is preferred when high accuracy is
required and the offline cost can be neglected, i.e., the speed up factor S1 is jus-
tified. Therefore, SL-ROM is suitable for problems in which the size of interface
DoFs is moderate, and the ROM needs to be constructed only once.

• LL-ROM: Although its accuracy is the worst when compared to its counterparts,
LL-ROM is still an option if one is interested in the low frequency spectrum of sys-
tems featuring a limited number of substructures, which are connected through
simple patterns, as the double-u shaped FE model discussed in section 2.6.1. There-
fore, the LL-ROM may be applied for relatively simple systems during the design
process, when design changes occur in some parts of the structure, and thus the
ROM has to be frequently rebuilt. The LL-ROM benefits from a cheap offline cost.
However, it is not applicable when the substructures are connected through nu-
merous interfaces, as the method does not properly consider the contributions of
neighboring subcomponents.

• ML1-ROM, ML2-ROM: these two methods provide good speed up and accuracy
for both frequency and transient analysis. Therefore, they are applicable for prob-
lems where both accuracy and computational efficiency are of concern. They are
suitable for the design process, when changes occur within few local subsets. In
this case, only the ROBs relative to the modified parts need to be rebuilt. ML2-
ROM is more accurate and faster (online) than ML1-ROM, at a price of a slightly
increased offline cost.

2.7. CONCLUSIONS
In this chapter, we summarize the existing interface reduction methods and especially
present the multilevel interface reduction techniques for complex systems featuring mul-
tiple subcomponents and a large number of interface DoFs. The main idea is to group
subcomponents into different subsets, and perform a secondary CB reduction for the
resulting subset DoFs. The methods localize the interface reduction by applying a mul-
tilevel static condensation and eigenvalue analysis on each subset in parallel. As op-
posed to traditional local level technique, the multilevel interface reduction methods
better consider the interaction between interfaces. Because of this, the multilevel inter-
face reduction techniques provide accuracy comparable to system level interface reduc-
tion methods. At the same time, these techniques enable computational time saving by
setting up smaller, parallelizable problems relative to each subset. Two variants of the
multilevel interface reduction techniques (ML1-ROM and ML2-ROM) are investigated.
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In ML1-ROM, a secondary CB reduction is performed for the interface DoFs of each sub-
set. In ML2-ROM, the same CB reduction is performed for all DoFs of each subset. We
assessed the methods both on eigenvalues calculations and numerical time integration.
When a frequency cut-off criterion is applied for the selection of modes, the ML2-ROM
results in smaller (and therefore faster) and more accurate ROM. This comes at the ex-
pense of a slightly larger offline cost.

All the interface reduction techniques have been tested for the rather complex nu-
merical examples featuring several subcomponents and large meshes. The multilevel
methods outperform the system level interface reduction in terms of achievable speedup,
while delivering comparable accuracy. We indicate that the multilevel methods are par-
ticularly useful when dealing with systems featuring large and multi-connected inter-
faces. In cases of simpler and smaller interfaces, we provide guidelines for the choice of
the most suited reduction method.
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METHOD WITH INTERFACE

REDUCTION FOR GEOMETRIC

NONLINEAR STRUCTURES

In this chapter, we present an enhanced Craig-Bampton substructuring technique for the
reduction of geometric nonlinear dynamics analysis of multi-component structures. The
proposed method is a natural extension of the standard Craig-Bampton method and system-
level interface reduction by augmenting the fixed-interface modes of each subsystem and
the characteristic constraint modes of the assembled system with their corresponding modal
derivatives in parallel. The interface degrees of freedom are thus dramatically reduced.
The modal derivatives of the fixed-interface modes and characteristic constraint modes
can describe the geometrical nonlinear behavior, for the internal components and inter-
face components respectively. We construct the reduced tensors for the projected force
in parallel across substructures. The size of reduced tensors for each subsystem is much
smaller than the size of the final reduced basis. Therefore, computational savings and
storage memory reduction for both online and offline computation can be achieved. This
framework also enables the flexibility for reduced model construction, by only adding
modal derivatives to the selected substructures undergoing nonlinear deformations. The
presented numerical examples show excellent agreement along the transient dynamic re-
sponse between the reduced order model and the full-order model. Significant computa-
tional gains were obtained when combining the reduced-order model with substructure-
level modal tensorial forms of the nonlinear forces.

This chapter is based on the paper “Wu, L., Tiso, P., van Keulen, F., 2018. A Modal Derivatives Enhanced Craig-
Bampton Method for Geometric Nonlinear Structures. (submitted to Computers & Structures)”
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3.1. INTRODUCTION
Dynamic responses of complex structures can nowadays be accurately analyzed with
the assistance of advanced numerical simulation. However, with the ever-increasing
demand for larger and more densely meshed models, the total CPU time required for
a single simulation could severely hinder the design process. Moreover, the presence
of elastic nonlinearities significantly increases the computational cost, as the nonlinear
load vector and tangent operator need to be calculated and factorized at every step of
the time integration. In this context, model order reduction (MOR) is a must to bring the
computational cost to a manageable level.

Often, the system at hand consists of several substructures (also called subsystems).
In this case, one can resort to component mode synthesis (CMS) techniques (Klerk et al.,
2008) to reduce the size of the problem. Among other approaches, the Craig-Bampton
(CB) method (Bampton & Craig, 1968), which combines the concepts of component-
wise analysis and model reduction, is widely used in industry and academia. The CB
method approximates the behavior of each subsystem by constructing a reduction basis
with two distinct contributions, namely i) a set of constraint modes (CMs) representing
the static deformation when interface displacements are individually applied, and ii)
internal vibration modes (IVMs) obtained by fixing the component at the interface. A
dual extension, which enforces compatibility across the substructures in a weak sense,
has been proposed in (Rixen, 2004) under the name of Dual CB. Recently, Kim (Kim &
Lee, 2015) enhanced the CB method by considering the effect of residual substructure
modes. However, the extension of CB method for nonlinear systems remains an open
research topic.

In a linear context, the dynamics of the system can be effectively represented by a
linear combination of few, carefully selected modes. Among other choices, vibration
modes (VMs) are very effective to reduce the size of the original model, often referred
to high fidelity model (HFM). The VMs are used to form a reduced order basis (ROB) on
which the equations of motion are projected. To account for geometric nonlinearity, the
ROB can be enriched with modal derivatives (MDs) (Idelsohn & Cardona, 1985a,b), as
shown in several contributions (Slaats et al., 1995, Weeger et al., 2014, Barbic & James,
2005, Barbic & Zhao, 2011, Tiso et al., 2011). A static version of the MDs, i.e. obtained
by neglecting the inertial effects, was proposed in (Idelsohn & Cardona, 1985b), and has
been widely applied afterwards. As illustrated in (Weeger, 2015), the MDs are computed
by differentiating twice the nonlinear static equilibrium problem along directions given
by predetermined linear modes, which are assumed to accurately approximate the linear
response. The possibility of extending the CB basis with the MDs has also been discussed
in (Weeger, 2015, Wenneker & Tiso, 2014).

However, issues arise when the size of the reduced problem is dominated by the large
number of interface DoFs. If nonlinear behavior is expected at the interface, one needs
to compute MDs relative to the full set of CMs in the CB method. Unfortunately, the
number of obtainable MDs grows quadratically with respect to the number of underlying
linear modes, and therefore this approach quickly becomes unpractical, as the reduction
basis will be dominated by a large number of the MDs corresponding to the CMs. It
is therefore of significance to reduce the number of interface DoFs, by using a proper
interface reduction technique.
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Craig (Craig Jr & Chang, 1977) proposed three approximated methods for reducing
the interface DoFs for linear systems. Castanier (Castanier et al., 2001) revised one of the
three methods, which involved an eigenvalue analysis of the interface DoFs using the
so-called system-level characteristic constraint (SCC) modes. Later, Hong (Hong et al.,
2013) formulated the interface reduction in a slightly different way by generating local-
level characteristic constraint (LCC) modes from mass and stiffness associated with the
interface DoFs before assembly. Tran(Tran, 2001) indicated that the use of SCC modes
can be extended from the fixed interface modes based substructuring to various free
or hybrid interface mode based substructuring techniques, like the CMS method pro-
posed by MacNeal (MacNeal, 1971) and later by Rubin (Rubin, 1975). The SCC modes
can be selected depending on their relative importance to the ROB solution. A crite-
rion for their selection is introduced in (David & Thomas, 2005) by extending the effec-
tive interface mass (Kammer & Triller, 1996) as a mean of evaluating the SCC modes to
be retained in ROB. An optional interface reduction technique for extremely large-scale
eigen-analysis of structures is introduced in (Aoyama & Yagawa, 2001), by analysing the
interface VMs from two components adjacent to each interface. All the mentioned tech-
niques have been applied to linear systems, but the extension of these methods to non-
linear cases remains challenging. Recently, Kuether (Kuether et al., 2016, 2017) proposed
a non-intrusive substructuring approach for geometric nonlinear structures. In order to
extract the coefficients of the nonlinear reduced order model (ROM), they compute the
ROM from a selected set of nonlinear static problems.

In this chapter, we construct ROMs for geometric nonlinear substructured systems
by enhancing system-level interface reduction with MDs related to the IVMs of all the
components and to the SCC modes as well. This allows to obtain a small-size ROM.
By applying the proposed approach, we can establish the ROM without reliance on full
training simulations, which are unfortunately of the size of the HFM. The focus of this
work is on shell-type structures, where the geometric nonlinearities exhibit bending-
stretching coupling effects. The application and efficiency of a MDs based reduction
technique to complex structures, where substructuring techniques and interface reduc-
tion are not applied, has been demonstrated in many previous contributions (Weeger
et al., 2014, Barbic & James, 2005, Barbic & Zhao, 2011). As discussed in (Barbic & James,
2005), the reduced nonlinear force vector can be directly expressed as a polynomial func-
tion of the modal vector, by using higher-order tensors of the whole system. In this work,
the reduced nonlinear force vector has been computed for each substructure and then
assembled, by assigning the system-level interface modes and corresponding MDs to
the relevant substructures for tensorial computations.

The remainder of this chapter is organized as follows. Section 3.2 introduces the
classic CB approach. A truncated set of SCC modes is included in the reduction basis
to reduce the interface DoFs, instead of considering the CMs associated with all bound-
ary DoFs. In Section 3.3, a subset of the corresponding MDs is then calculated and ex-
tended to the linear ROB to properly consider the bending-stretching coupling effects.
In Section 3.4, we discuss the computation of the reduced nonlinear force vector, which
is computationally expensive. In this work, the reduced nonlinear force vector is directly
expressed as a function of the generalized coordinates for each subsystem by applying
matrix expansion. In Section 3.5, several numerical examples are discussed. Conclu-



3

42 3. ENHANCED CRAIG-BAMPTON METHOD

sions and outlook are provided in Section 3.6.

3.2. CRAIG-BAMPTON METHOD WITH INTERFACE REDUCTION
In this section, we first briefly outline the CB method (Bampton & Craig, 1968) for sub-
systems and primal assembly of the substructures. Afterwards, we apply system-level
interface reduction to further reduce the size of the assembled reduced model.

Consider a nonlinear undamped system composed of H subsystems. The equation
of motion (EoM) for the s th substructure is written as

M(s)ü(s){t }+ f(s)
{

u(s){t }
}= g(s){t }+p(s){t }, s = 1, . . . , H , (3.1)

where M(s) is the constant mass matrix, f(s) is the nonlinear internal force vector, g(s)

is the external load, p(s) is the vector of connecting loads imposed by neighboring sub-
systems and u(s) is the vector of generalized nodal DoFs of the s th decoupled nonlin-
ear substructure. In this chapter, the argument of functional dependency is enclosed
in curly brackets. For the sake of simplicity, the explicit time dependence will be omit-
ted from here on. In this work, the mass matrices M(s) and the external force vectors
g(s) are assumed to be configuration independent. Damping is neglected as well. The
configuration-dependent tangent stiffness matrix is obtained as

∂f(s){u(s)}

∂u(s)
= K(s){u(s)}. (3.2)

A linearization of the system (3.1) around an equilibrium position leads to a set of linear
EoMs. Without loss of generality, we assume the equilibrium configuration is u(s) = 0.
The corresponding linear EoMs of the s th subsystem are thus

M(s)q̈(s) +K(s)q(s) = g(s) +p(s), s = 1, . . . , H , (3.3)

where K(s) = K(s){u(s) = 0} is the linear stiffness matrix evaluated at equilibrium, and q(s)

is the corresponding vector of generalized nodal DoFs of the s th linear substructure.
The EoM of all uncoupled subsystems can be grouped in a block-diagonal fashion

for the nonlinear problem as

MG üG + fG {uG } = gG +pG , (3.4)

and for the linear problem
MG q̈G +KGqG = gG +pG , (3.5)

respectively, where the subscript G indicates that the vectors and matrices are stacked
(i.e. no assembly is performed) for the entire system.

3.2.1. CRAIG-BAMPTON METHOD

Let us now focus on the s th substructure. The linear EoMs can be partitioned into inter-

nal DoFs qI
(s) ∈RnI

(s) and boundary DoFs qB
(s) ∈RnB

(s) with n I
(s) +nB

(s) = n(s), which gives

M(s)q̈(s) +K(s)q(s) = g(s) +p(s) ⇔
[

MBB
(s) MB I

(s)

MI B
(s) MI I

(s)

][
q̈B

(s)

q̈I
(s)

]
+

[
K

BB
(s) K

B I
(s)

K
I B
(s) K

I I
(s)

][
qB

(s)

qI
(s)

]
=

[
gB

(s)

gI
(s)

]
+

[
pB

(s)

0

]
. (3.6)
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Typically, the number of boundary DoFs is much smaller than the number of internal
DoFs (nB

(s) ¿ n I
(s)). In the CB method, the dynamics of a substructure is described by a

truncated set of IVMs, combined with a set of CMs which provide the connection to the
neighboring subsystems. In order to calculate the CMs and IVMs as done in (Bampton
& Craig, 1968), we assume that the external forces g(s) are 0 since we are interested in the
free vibration of the system.

The IVMsΦI I
(s) are obtained by solving the internal eigenvalue problem associated to

free vibrations with fixed interface The CMs ΨI B
(s) represent the static responses of the

internal DoFs that result from applying a unit displacement at one interface DoF while
keeping the other interface DoFs fixed.

By means of ΦI I
(s) and ΨI B

(s) we generate a projection basis for the s th substructure,

where the interface DoFs qB
(s) are retained without reduction, as

q(s) =
[

qB
(s)

qI
(s)

]
=

[
IBB

(s) 0

ΨI B
(s) ΦI I

(s)

][
qB

(s)

ηI
(s)

]
,X(s)γ(s), (3.7)

where ηI
(s) is the vector of modal coordinates associated to the IVMs, X(s) and γ(s) are the

CB reduction matrix and corresponding generalized coordinate vector of the s th subsys-

tem, respectively. The matrix IBB
(s) ∈RnB

(s)×nB
(s) is an identity matrix. The reduced substruc-

tures need now to be assembled to form the system model.

3.2.2. PRIMAL ASSEMBLY OF COMPONENT MODELS
The CB transformations (3.7) for each substructure can be collected for the entire system
in a block-diagonal form as

qG = XGγG , (3.8)

where XG = diag(X(1), . . . ,X(H)) is a block-diagonal matrix consisting of all substructure
CB reduction matrices, and γG = col(γ(1), . . . ,γ(H)) is the stacked set of the generalized
coordinates of subsystems for the global system.

The subsystems are here assembled in a primal manner (Voormeeren, 2012), i.e. a
new reduced set of generalized coordinates of the assembled system ξCB for the CB
model is defined as

ξCB = col
(
qB
CB , ηI

CB
)

, with ηI
CB = col

(
ηI

(1) , . . . , ηI
(H)

)
, (3.9)

where qB
CB ∈ RnB

CB is a unique choice of all interface DoFs col(qB
(1) , . . . , qB

(H)) and ηI
CB ∈

RmI
CB contains the internal generalized coordinates of all substructures. For the internal

vibration modes, it holds that m I
CB =∑H

s=1 m I
(s) since the internal DoFs of each substruc-

ture are independent. The compatibility condition ensures no relative motion between
the boundaries of connected substructures.

To couple the adjacent subsystems in a primal way, the matching interface DoFs for
any pair of adjacent substructure should have the same displacement, while the sum-
mation of the corresponding interface force vectors should be equal to zero. The primal
EoMs of the coupled system can be obtained from a Galerkin projection as

LT
CBXT

GMGXGLCB︸ ︷︷ ︸
M̃CB

ξ̈CB+LT
CBXT

GKGXGLCB︸ ︷︷ ︸
K̃CB

ξCB = LT
CBXT

GgG︸ ︷︷ ︸
g̃CB

, (3.10)
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where LCB is the Boolean matrix primal assembly operator, and the connected force vec-
tors from neighboring systems are eliminated to satisfy the force equilibrium condition.
The matrices M̃CB, K̃CB and g̃CB are the assembled mass matrix, stiffness matrix, and
load vector obtained after applying the CB substructuring and primal assembly.

The matrices and vectors M̃CB, K̃CB and g̃CB can be further partitioned into interface
coordinates qB

CB and internal coordinates ηI
CB. The reduced EoMs (3.10) are therefore

rewritten in a partitioned form as[
M̃BB

CB M̃B I
CB

M̃I B
CB II I

CB

][
q̈B
CB
η̈I
CB

]
+

[
K̃BB
CB 0

0 ω2
CB

][
qB
CB
ηI
CB

]
=

[
g̃B
CB

g̃I
CB

]
, (3.11)

whereω2
CB = diag(ω2

(1), . . . ,ω2
(H)) and II I

CB ∈RmI
CB×mI

CB is the identity matrix. The detailed

formulation of the partitioned matrices M̃BB
CB and K̃BB

CB can be found in (Voormeeren,
2012), and will be not discussed here. If the finite element mesh is sufficiently fine and
many substructures with distributed interfaces are considered, the size of these reduced
system-level matrices is dominated by the interface DoFs. To overcome this problem,
we can apply the system-level interface reduction such that truly compact models can
be obtained.

3.2.3. SYSTEM-LEVEL INTERFACE REDUCTION
The system-level interface reduction was first proposed in (Craig Jr & Chang, 1977) and
was further discussed in (Castanier et al., 2001). As a starting point, we recall the assem-
bled EoMs in (3.11) for the CB models. By fixing the internal DoFs for all subsystems, we
obtain

M̃BB
CBq̈B

CB+ K̃BB
CBqB

CB = g̃B
CB, (3.12)

where M̃BB
CB ∈ RnB

CB×nB
CB , K̃BB

CB ∈ RnB
CB×nB

CB are the interface partition of the assembled
mass and stiffness matrices in (3.11). This equation is used to find the vibration be-
haviour at the interface DoFs. Hence, the interface modes can be computed from the
eigenvalue analysis of (3.12) as(

K̃BB
CB− ω̃2

j M̃BB
CB

)
φ̃

BB
j = 0, j = 1, . . . ,nB

CB, (3.13)

where the system-level characteristic constraint (SCC) modes Φ̃
BB ∈ RnB

CB×mB
CC are de-

fined here as a truncated set of low-frequency eigenvectors Φ̃
BB = [φ̃

BB
1 , . . . ,φ̃

BB
mB

CC
], with

mB
CC ¿ nB

CB. The corresponding eigenvalues can be rewritten in diagonal matrix as

ω̃2
CC = diag(ω̃2

1, . . . ,ω̃2
mB

CC
).

Castanier (Castanier et al., 2001) proposed to use this new set of SCC modes to re-
duce the interface DoFs, where a single SCC mode represents more global motion, as
opposed to constraint modes. Depending on the frequency range of interest, the SCC
modes can be used to generate a new CMS model with significantly reduced number of
DoFs. By taking a selected set of SCC modes, the generalized modal coordinates ξCB are
approximated by stating

ξCB =
[

qB
CB
ηI
CB

]
=

[
Φ̃

BB
0

0 I

][
ηB
CC
ηI
CB

]
,XCCξCC , (3.14)



3.2. CRAIG-BAMPTON METHOD WITH INTERFACE REDUCTION

3

45

where qB
CB is reduced to a smaller set of generalized coordinates ηB

CC , while XCC and
ξCC are the compact expression of the reduction matrix and corresponding generalized
coordinate vector after reduction via the secondary eigenvalue analysis.

The substitution of the interface reduction (3.14) into the assembly of CB equations
(3.10) via a Galerkin projection then gives the final assembled EoMs for a linear system:

XT
CCLT

CBXT
GMGXGLCBXCC︸ ︷︷ ︸

M̃CC

ξ̈CC +XT
CCLT

CBXT
GKGXGLCBXCC︸ ︷︷ ︸

K̃CC

ξCC = XT
CCLT

CBXT
GgG︸ ︷︷ ︸

g̃CC

. (3.15)

The final modal transformation, after applying the system-level interface reduction, can
be expressed as

qG = (
XGLCBXCC

)
ξCC . (3.16)

The displacement compatibility and force equilibrium can be satisfied by directly con-
sidering the primal assembly operator LCB in the reduction basis in (3.16). Therefore the
final reduced EoMs in (3.15) can also be obtained by directly substituting the reduction
basis (3.16) into the global and uncoupled system (3.5).

Without loss of generality, we can derive the partitioned format of reduction basis for
an arbitrary structure containing H substructures as

qG =



qB
(1)

qI
(1)

...

qB
(H)

qI
(H)


=



IBB
(1) 0 . . . 0 0

ΨI B
(1) ΦI I

(1) . . . 0 0

...
...

. . .
...

...

0 0 . . . IBB
(H) 0

0 0 . . . ΨI B
(H) ΦI I

(H)


︸ ︷︷ ︸

XG



LBB
(1) 0 . . . 0

0 II I
(1) . . . 0

...
...

. . .
...

LBB
(H) 0 . . . 0

0 0 . . . II I
(H)


︸ ︷︷ ︸

LCB


Φ̃

BB
0 . . . 0

0 II I
(1) . . . 0

...
...

. . .
...

0 0 . . . II I
(H)


︸ ︷︷ ︸

XCC


ηB
CC
ηI

(1)

...

ηI
(H)

=



Φ̃
BB
(1) 0 . . . 0

Φ̃
I B
(1) ΦI I

(1) . . . 0

...
...

. . .
...

Φ̃
BB
(H) 0 . . . 0

Φ̃
I B
(H) 0 . . . ΦI I

(H)




ηB
CC
ηI

(1)

...

η(H)
i

 (3.17)

where the matrices XG , LCB and XCC are all written here as partitioned forms. LBB
(s) is

the interface-level Boolean matrix to select qB
(s) of the s th substructure from the global

interface DoFs qB
CB.

The first column of the reduction basis in (3.17) contains the SCC modes of the entire
system, which are denoted here as Φ̃CC . In (3.17), Φ̃CC has been partitioned as Φ̃

BB
(s) and

Φ̃
I B
(s) of the s th substructure, according to the corresponding interface and internal DoFs,

respectively. It holds that

Φ̃
BB
(s) = LBB

(s) Φ̃
BB

and Φ̃
I B
(s) =ΨI B

(s) LBB
(s) Φ̃

BB =ΨI B
(s)Φ̃

BB
(s) . (3.18)

As observed in (3.18), Φ̃
I B
(s) presents a linear combination of all CMsΨI B

(s) , and exhibits the
geometrically linear deformation of internal DoFs according to the shape of interface

DoFs Φ̃
BB
(s) . The second to last columns of the reduction basis in (3.17) represent the

ROBs containing the IVMs of each substructure.
For illustration, we consider here the structure shown in Fig. 3.1. The structure is

composed of two substructures (S1 and S2) and connected together through the inter-
face qB

G . The reduction basis contains three sets of modes: a truncated set of SCC modes
exhibiting global deformations of the assembled system, and a truncated set of IVMs for
each of the two substructures.

In principle, the reduced EoMs of a nonlinear system can be similarly obtained by
substituting (3.17) into the nonlinear EoMs of the entire and uncoupled system in (3.4)
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Figure 3.1: Illustration of the reduction basis of a two sub-component shell structure.
The structure is cantilevered at the end of S1. The first two SCC modes of
the assembled system and the first two IVMs of each substructure have been
plotted here.

through a Galerkin projection. However, a ROM based solely on low-frequency SCC
mode and IVMs would perform poorly when geometric nonlinearities are considered,
because they can not capture bending-stretching couplings effectively. A remedy of this
shortcoming is discussed in the next section.

3.3. ENHANCED CRAIG-BAMPTON TECHNIQUE WITH MODAL

DERIVATIVES
The classic CB basis with interface reduction, constructed with the low-frequency SCC
modes and IVMs, is not well-suited for the reduction of geometrical nonlinear systems.
Take the two-components shell structure in Fig. 3.1 as an example. The first few SCC
modes and IVMs exhibit bending dominant displacement fields. This would require the
inclusion of membrane dominant modes in the basis to capture the geometric nonlinear
effect. These modes will be high frequency vibration modes. However, since one does
not know in advance their corresponding eigenfrequency, their extraction is difficult and
expensive, as many modes need to be computed. Also, for more complex and realistic
components, the distinction between axial and bending/twisting dominated modes can
be difficult to establish.

As discussed in the introduction, MDs are effective additions to the reduction basis
to capture geometric nonlinear behavior. Originally proposed in (Idelsohn & Cardona,
1985a,b), the MDs are defined by differentiating the nonlinear eigenvalue problem with
respect to the modal amplitudes. This generates somewhat cumbersome expressions, as
the derivatives of frequencies need also to be computed. Slaats (Slaats et al., 1995) stated
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that multiplication of all masses by the same factor does not influence the shape of the
MDs, provided the mass matrix is constant (the inertia terms are assumed to be config-
uration independent). Related to this property, a simplified definition is also given by
neglecting these inertia related terms. This technique is usually addressed as the “def-
inition without mass consideration", or more recently, “static modal derivatives" (Jain
et al., 2017). Most of the authors (Weeger et al., 2014, Barbic & James, 2005, Barbic &
Zhao, 2011, Tiso et al., 2011, Wu & Tiso, 2016, Weeger, 2015) applying MDs for MOR
have been using this simplified definition, since the elastic effects, instead of the iner-
tia effects, are generally the key factor to trigger the geometrical nonlinearities (Haller
& Ponsioen, 2017). Because inertial effects are often neglected, many researchers prefer
to compute the MDs from the static nonlinear problems directly, as in the Remark 1 of
(Rutzmoser et al., 2017), as well as in (Jain et al., 2017, Weeger et al., 2016). In this paper,
we follow the same fashion and derive all the static MDs in both substructure-level and
assembled-level.

One of the key aspects of this work is the enhancement of both SCC modes and IVMs
with the corresponding MDs, as described in this section.

3.3.1. MODAL DERIVATIVES ENHANCED BASIS
In this work, we consider the static linearized problem of a single substructure. The static
equilibrium equation of the s th subsystem

K
I I
(s)qI

(s) = gI
(s) (3.19)

is obtained by fixing the interface DoFs. By assuming that the external force vector is a
superposition of stiffness-weighted IVMs as

gI
(s) = K

I I
(s)Φ

I I
(s)y(s), (3.20)

the corresponding linear displacement qI
(s) lives in a subspace spanned by the truncated

IVMsΦI I
(s). If the external load vector gI

(s) can be expressed as in (3.20), then the reduction

qI
(s) =ΦI I

(s)η
I
(s) is exact for linear static problems.

We are now looking for the solution of a nonlinear static problem with the same ex-
ternal load condition:

fI
(s)

{
uI

(s)

}= gI
(s) and gI

(s) = K
I I
(s)Φ

I I
(s)y(s), (3.21)

where the interface DoFs are fixed, and the external load vector is still a linear super-
position of the truncated IVMs. For the nonlinear force vector fI

(s), it should hold that

fI
(s)

{
uI

(s) = 0
}
= 0, as assumed in Section 3.2.1.

It is difficult to find a closed-form solution uI
(s)

{
y(s)

}
for (3.21). However, by assuming

that the nonlinear displacement vector uI
(s) is C 2 differentiable with respect to modal

amplitude vector y(s), we can write a Taylor expansion around y(s) = 0 as

uI
(s)

{
y(s)

}= 0+
mI

(s)∑
j=1

∂ uI
(s)

∂ y j ,(s)

∣∣∣∣∣
0

y j ,(s)+ 1

2

mI
(s)∑

j=1

mI
(s)∑

l=1

∂2uI
(s)

∂y j ,(s) ∂yl ,(s)

∣∣∣∣∣
0

y j ,(s) yl ,(s)+O(||y(s)||3), (3.22)
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where y j ,(s) is the j th modal parameter in the vector y(s) of the s th subsystem.
In order to find the derivatives in (3.22), we first notice that both sides of (3.21) are

functions of the modal amplitudes y(s), and then differentiate both sides of (3.21) with
respect to y j ,(s) as

dfI
(s)

duI
(s)

∂uI
(s)

∂y j ,(s)
=

∂gI
(s)

∂y j ,(s)
= K

I I
(s)φ

I I
j ,(s), (3.23)

where φI I
j ,(s) is the vector of j th mode in the truncated set of IVMs. Evaluating 3.23

around y(s) = 0, we obtain

K
I I
(s)

∂uI
(s)

∂y j ,(s)

∣∣∣∣∣
0

= K
I I
(s)φ

I I
j ,(s) ⇒

∂uI
(s)

∂y j ,(s)

∣∣∣∣∣
0

=φI I
j ,(s), (3.24)

i.e. the first derivatives of the nonlinear displacement vector uI
(s) with respect to y(s) are

the truncated set of IVMs.
Since we assume that uI

(s) is C 2 differentiable with respect to y(s), we can differentiate
both sides of (3.23) again with respect to yl ,(s) by stating(

d2fI
(s)

d(uI
(s))

2

∂uI
(s)

∂yl ,(s)

)
∂uI

(s)

∂y j ,(s)
+

dfI
(s)

duI
(s)

∂2uI
(s)

∂yl ,(s)∂y j ,(s)
= 0. (3.25)

It should be noticed that the second derivatives of the load vector with respect to the
modal amplitudes (i.e. the right hand side of the equation) is a null vector since we
assume the load vector is a linear superposition of the selected modes. Evaluation at
y(s) = 0 will give (

d2fI
(s)

d(uI
(s))

2

∣∣∣∣∣
0

φI I
l ,(s)

)
φI I

j ,(s) +K
I I
(s)

∂2uI
(s)

∂yl ,(s)∂y j ,(s)

∣∣∣∣∣
0

= 0. (3.26)

Note that
d2fI

(s)

d(uI
(s))2

∣∣∣∣
0
φI I

l ,(s) is the directional derivative of internal tangent stiffness matrix

KI I
(s) with respect to modal amplitude yl ,(s) of modeφI I

l ,(s), i.e.

d2fI
(s)

d(uI
(s))2

∣∣∣∣
0
φI I

l ,(s) =
dKI I

(s)

duI
(s)

∣∣∣∣
0
· ∂uI

(s)
∂yl ,(s)

∣∣∣∣
0
= ∂KI I

(s)
∂yl ,(s)

∣∣∣∣
0
= limyl ,(s)→0

1
yl ,(s)

[
KI I

(s)

{
φI I

l ,(s) yl ,(s)

}
−K

I I
(s)

]
. (3.27)

The second derivatives of the nonlinear responses with respect to the modal ampli-

tudes
∂2uI

(s)
∂yl ,(s)∂y j ,(s)

∣∣∣∣
0

can be obtained from the solution of Eq (3.26) as

∂2uI
(s)

∂yl ,(s)∂y j ,(s)

∣∣∣∣∣
0

=−
(
K

I I
(s)

)−1 ∂KI I
(s)

∂yl ,(s)

∣∣∣∣∣
0

φI I
j ,(s) ,ϑI I

j l ,(s). (3.28)

The obtained vector
∂2uI

(s)
∂yl ,(s)∂y j ,(s)

∣∣∣∣
0

is the MD, and is denoted here as ϑI I
j l ,(s).
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The Taylor expression (3.22) is now rewritten as

uI
(s)

{
y(s)

}= mI
(s)∑

j=1
φI I

j ,(s) y j ,(s) + 1

2

mI
(s)∑

j=1

mI
(s)∑

l=1
ϑI I

j l ,(s) y j ,(s) yl ,(s). (3.29)

At this stage, a linear basis consisting of IVMs and MDs could be then used to reduce
the internal dynamics of each component. The reduction basis is then written as[

φI I
1,(s) . . . φI I

mI
(s),(s)

. . . ϑI I
j l ,(s) . . .

]
,

[
ΦI I

(s) ΘI I
(s)

]
, (3.30)

where ΘI I
(s) ∈ RnI

(s)×r I
(s) is a matrix containing the MDs, and r I

(s) is the number of MDs

included in ΘI I
(s). According to Clairaut’s theorem (also called Schwarz’s theorem), the

second order derivatives
d2fI

(s)

d(uI
(s))2 in (3.27) are symmetric because the internal force vec-

tor fI
(s) ∈ C 2(RnI

(s) ,RnI
(s) ). Therefore, it can be proven that the MDs are also symmetric,

i.e. ϑI I
j l ,(s) = ϑI I

l j ,(s). Interested readers can find the details in (Weeger, 2015). It should
be noticed that the symmetry only holds for the static MDs, i.e., when the inertial effects
are neglected and the tangent stiffness matrix is symmetric. Given m I

(s) IVMs in the re-

duction basis, a maximum number of r I
(s) = m I

(s)(m I
(s) +1)/2 MDs can be calculated, and

inserted in the matrixΘI I
(s). Indeed, including MDs in the reduction basis will increase the

number of modal coordinates quadratically with respect to the number of IVMs (m I
(s)) in

the basis. The internal displacement of the s th substructure, when the interface is fixed,
is then approximated as

uI
(s) =

[
ΦI I

(s) ΘI I
(s)

][
ηI

(s)

ζI
(s)

]
. (3.31)

It is emphasized that Eq. (3.29) is a special instance of the general linear manifold de-
fined by (3.31). The modal amplitudes of the MDs are enslaved to those of the IVMs in
(3.29), while they are free to assume any value in (3.31). Therefore, the approximate solu-
tion based on (3.31) will generally be better than the approximation obtained with (3.29)
through Galerkin projection, at the price of adding extra modal coordinates ζI

(s).
The inclusion of MDs with respect to IVMs is not enough to describe the geometric

nonlinear behavior occurring at the interface, since all the corresponding MDs are fixed
at the interface. The basis of SCC modes of the assembled system can be enriched with
the corresponding MDs in the same fashion as

uG = [
Φ̃CC Θ̃CC

][
ηB
CC
ζB
CC

]
, (3.32)

where Θ̃CC ∈ RnG×r B
CC are the modal derivatives corresponding to the SCC mode for the

assembled system. The number of MDs included in the matrix Θ̃CC is denoted by r B
CC .

The computation of Θ̃CC follows an analogous procedure as forΘI I
(s).
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Figure 3.2: Illustration of the enhanced reduction basis of a two substructures shell
structure.

By combining (3.31) and (3.32), we obtain the enhanced Craig-Bampton (ECB) basis
V ∈RnG×zG for the entire system as

uG =



uB
(1)

uI
(1)

...

uB
(H)

uI
(H)


=



Φ̃
BB
(1) Θ̃

BB
(1) 0 0 . . . 0 0

Φ̃
I B
(1) Θ̃

I B
(1) ΦI I

(1) ΘI I
(1) . . . 0 0

...
...

...
...

. . .
...

...

Φ̃
BB
(H) Θ̃

BB
(H) 0 0 . . . 0 0

Φ̃
I B
(H) Θ̃

I B
(H) 0 0 . . . ΦI I

(H) ΘI I
(H)





ηB
CC
ζB
CC
ηI

(1)

ζI
(1)

...

ηI
(H)

ζI
(H)


,VξEC B (3.33)

where each block column of modes in (3.17) is now augmented with corresponding MDs

in (3.33), with zG = mB
CC + r B

CC +∑H
s=1(m I

(s) + r I
(s)). The blocks Θ̃

BB
(s) ∈ RnB

(s)×r B
CC and Θ̃

I B
(s) ∈

R
nI

(s)×r B
CC are the rows of MDs Θ̃CC corresponding to the interface DoFs and internal DoFs

of the s th subsystem, respectively.

To illustrate the proposed approach, Fig. 3.2 shows the enhanced reduction basis of
the two-component shell structure shown before. Compared to Fig. 3.1, the MDs corre-
sponding to the SCC modes and IVMs have been appended to the original linear basis.
The MDs capture the inherent stretching effects with respect to the bending dominant
modes of the flat structure.

The final reduced EoMs for the entire system can be obtained by substituting (3.33)
into the nonlinear EoMs of the entire uncoupled system (3.4) through Galerkin projec-
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tion as

VT MGV︸ ︷︷ ︸
M̃EC B

ξ̈EC B +VT fG
{

VξEC B
}︸ ︷︷ ︸

f̃EC B

= VT gG︸ ︷︷ ︸
g̃EC B

, (3.34)

where M̃EC B ∈ RzG×zG , f̃EC B ∈ RzG and g̃EC B ∈ RzG are the mass matrices, internal force
vector and external force vector of the nonlinear reduced model.

3.3.2. OPTIMAL MODAL DERIVATIVES BASIS SELECTION

The basic idea of MDs selection criterion, formalized in (Tiso, 2011, Jain et al., 2017)
and named maximum modal interaction (MMI), is to estimate the modal interaction
between different modes based on a linear modal solution with the same load condition.
Following this idea, we first calculate the modal amplitudes of different modes related to
the same external load condition for a linearized calculation, which is computationally
cheap to obtain. Next, we build a weighting matrix for the SCC modes

W̃i j , CC =
∫ T

0

∣∣∣ηB
i ,CC{t } ηB

j ,CC{t }
∣∣∣dt , (3.35)

and for the IVMs

Wi j ,(s) =
∫ T

0

∣∣∣ηI
i ,(s){t } ηI

j ,(s){t }
∣∣∣dt , (3.36)

respectively, where [0,T ] is the time interval over which the simulation is performed.
Here, W̃i j ,CC and Wi j ,(s) represents the weight of the corresponding MDs with respect to

the SCC modes and IVMs in the s th subsystem, respectively, and ηB
i ,CC and ηI

i ,(s) are the

time varying amplitude of the i th SCC modes and IVMs in the s th subsystem when the
linear reduced system (3.11) is excited with the external load over the time range [0,T ].

The magnitudes of the entries of the weighting matrices give an indication of poten-
tial modal interaction of the modes in a nonlinear analysis with the same load condition.
We assume that if the relative weightage between two arbitrary modes is high for the
given time span, then the interaction between these two modes in the nonlinear regime
is likely to be strong. Therefore, the inclusion of the MDs associated to such modes in
the reduction basis is necessary. We rank the relative importance of all MDs in the same
fashion.

It should be noted that, although the MMI selection criterion uses weights to rank
the MDs in terms of relative importance, it does not yield a truncation threshold. Thus,
there is a need for further work in this area. Since the MMI criterion only relies on the
modal amplitudes obtained from a linear, modal analysis with the same load conditions,
the computational cost for this criterion is marginal. However, the MMI criterion ranks
MDs associated to IVMs of each substructure independently. This criterion is not the
absolute selection criterion for all the MDs. Thus, there is a need for further work in
this area. Moreover, since the selection of the MDs depends on the external load used to
simulate the linearized model, the sensitivity of the modes selection with respect to the
load condition should be further investigated, especially for cases where multiple loads
need to be evaluated.
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3.4. COMPUTATIONAL EFFICIENCY FOR REDUCED TIME INTE-
GRATION

The reduction in computational time that could be achieved by applying the proposed
reduction method will be discussed in this section. We use here an implicit Newmark
scheme for the time integration, with parameters µ= 1

2 ,β= 1
4 . For the sake of complete-

ness, the Newmark iteration scheme (Geradin & Rixen, 1997) for the full system, also
called high fidelity model (HFM), is summarized in Algorithm 1.

Algorithm 1 Newmark time integration algorithm for the HFM (no substructuring)

Input: Intial condition:u0, u̇0; Newmark scheme parameters:µ,β,T,∆t ;

Residual tolerance:ε; Mass matrix:M; external load:g{t }

Output: Nonlinear response: u{t }

1: ü0 = M−1
(
g0 − f{u0}

)
. Initializing ü0

2: while t < T do . Time matching loop

3: p +1 := p

4: tp+1 := tp +∆t . Time increment

5: u̇p+1 := u̇p + (1−µ)∆t üp ; up+1 := up +∆t u̇p + (0.5−β)∆t 2üp ; üp+1 := 0 .

Prediction

6: Update f{up+1} and K{up+1} .Update the internal force vector and tangent

stiffness matrix

7: Rp+1 = Müp+1 + f
{

up+1
}−gp+1 . Residual evaluation

8: if ||Rp+1|| > ε||f{up+1}|| then . Start iteration, convergence check

9: S
{

up+1
}= K

{
up+1

}+ 1
β∆t 2 M . Calculate Jacobian matrix S

10: ∆u =−(
S

{
up+1

})−1 Rp+1 . Increment calculation

11: up+1 := up+1 +∆u; u̇p+1 := u̇p+1 + µ
β∆t∆u; üp+1 := üp+1 + 1

β∆t 2∆u . Correction

12: Update f{up+1} and K{up+1} .Update the internal force vector and tangent

stiffness matrix

13: Rp+1 = Müp+1 + f
{

up+1
}−gp+1 . Residual evaluation

14: end if . End iteration

15: end while

The Newton-Raphson loop is repeated during every time step until the convergence
condition is satisfied. The two most time-consuming operations are: i) the update of the
configuration dependent internal forces f {u} and tangent stiffness matrix K {u} (Line 6
and 12); ii) the increment calculation (Line 10), which requires the factorization of the
large sparse symmetric matrix S {u}. For complicated system with a large number of
DoFs, the factorization will become computational demanding. The complexity of the
factorization of a sparse n ×n matrix depends largely on the nature of sparseness. For
instance, if the upper and lower bandwidth of the matrix can be approximated as

p
n,
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applying LU decomposition for this matrix only requires O(n2) flops (Golub & Van L.,
2012). Without loss of generality, the complexity of the solution of a sparse n ×n system
is O(s{n}), where s{n} is a function depending on the solver characteristics and matrix
bandwidth.

Generally, the nonlinear force f {u} and tangent stiffness operator K{u} are computed
for the HFM, and then projected on the reduced basis at each time-step to obtain the
reduced terms f̃EC B and K̃EC B , as indicated in (3.34) . The cost of these steps, unfortu-
nately, scales with the size of the HFM. As the system becomes large, the cost of eval-
uating the nonlinear force and of the projection become dominant. The strategies to
circumvent this problem will be discussed here.

In this work, the nonlinear forces are based on the von-Karman kinematic model,
which is valid for moderate rotation and small strains (Crisfield, 1991). By doing so, the
nonlinear force vector f(s)

{
u(s)

}
for the s th substructure can be expressed as a polynomial

function of the displacement vector u(s) as

f(s) = 2Q(s)u(s) +
(3Q(s) ·u(s)

)
u(s) +

[(4Q(s) ·u(s)
) ·u(s)

]
u(s) , (3.37)

where 2Q ∈Rn(s)×n(s) ,3Q ∈Rn(s)×n(s)×n(s) and 4Q ∈Rn(s)×n(s)×n(s)×n(s) are constant quadratic,
cubic and quartic tensors, respectively. In practice, the nonlinear force vector is calcu-
lated for each element, and then assembled to f(s). Therefore, 2Q(s), 3Q(s) and 4Q(s) are
sparse tensors.

Of course, significant time savings could be achieved if f̃EC B is expressed as func-
tion of the modal coordinates only. The reduced force vector is formed by assembling
projected nonlinear forces of each component, as

f̃EC B = VT fG =
H∑

s=1
VT

(s)f(s), (3.38)

where V(s) ∈Rn(s)×zG are the rows of the reduction basis matrix V corresponding to the s th

subsystem, and zG is the total number of modes for the global system . These matrices
are in fact obtained by assigning local reduction basis Ṽ(s) through a localization Boolean
matrix L(s) as

V(s) = Ṽ(s)L(s). (3.39)

Here, Ṽ(s) ∈ Rn(s)×z(s) only contains the non-zero columns of the matrix V(s), with z(s) =
mB

CC + r B
CC +m I

(s) + r I
(s) and L(s) ∈Rz(s)×zG . Specifically,

V(s) =
[
Φ̃

BB
(s) Θ̃

BB
(s) . . . 0 . . . 0 0 . . . 0 . . .

Φ̃
I B
(s) Θ̃

I B
(s) . . . 0 . . . ΦI I

(s) ΘI I
(s) . . . 0 . . .

]
and Ṽ(s) =

[
Φ̃

BB
(s) Θ̃

BB
(s) 0 0

Φ̃
I B
(s) Θ̃

I B
(s) ΦI I

(s) ΘI I
(s)

]
. (3.40)

By applying (3.39), the reduced force vector f̃EC B in (3.38) is calculated by stating

f̃EC B =
H∑

s=1
LT

(s)ṼT
(s)f(s) ,

H∑
s=1

LT
(s )̃f(s), with f̃(s) = ṼT

(s)f(s). (3.41)

According to (3.33), the displacement vector u(s) of each subsystem can be expressed as
a function of the modal coordinates as

u(s) = V(s)ξEC B = Ṽ(s)L(s)ξEC B , Ṽ(s)ξ(s), with ξ(s) = col(ηB
CC , ζB

CC , ηI
(s), ζ

I
(s)). (3.42)
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Substituting (3.37) and (3.42) into (3.41), the nonlinear force vector f̃(s) can be expressed
as

f̃(s) = 2Q̃(s)ξ(s) +
(3Q̃(s) ·ξ(s)

)
ξ(s) +

[(4Q̃(s) ·ξ(s)
) ·ξ(s)

]
ξ(s) (3.43)

where 2Q̃(s) ∈ Rz(s)×z(s) , 3Q̃(s) ∈ Rz(s)×z(s)×z(s) and 4Q̃(s) ∈ Rz(s)×z(s)×z(s)×z(s) are the constant
quadratic, third-order and forth-order tensors, respectively. The reduced tangent stiff-
ness matrix K̃EC B is calculated in the same fashion

K̃EC B = ∂̃fEC B
∂ξEC B

=∑H
s=1

(
LT

(s)
2Q̃(s)L(s) +2LT

(s)

(
3Q̃(s) ·ξ(s)

)
L(s) +3LT

(s)

[(
4Q̃(s) ·ξ(s)

) ·ξ(s)
]

L(s)

)
,

∑H
s=1 LT

(s)K̃(s)L(s). (3.44)

The tensors 2Q̃(s), 3Q̃(s) and 4Q̃(s) can be precomputed offline, once the enhanced CB
reduction basis V is determined. For multi-component structures, the final size of the
reduction basis zG can be too large for the tensor construction for the whole system.

In this chapter, the offline construction of reduced tensors for the projected forces
is parallelized across substructures, thus achieving computational savings and storage
memory reduction by noticing max(z(s)) < zG , as compared to the case when the tenso-
rial reduced expressions are computed for the whole system, as for instance in (Barbic &
James, 2005).

The time integration of the reduced system using Newmark integration is summa-
rized in Algorithm 2. By updating the nonlinear force vectors and stiffness matrices
directly in terms of reduced modal coordinates (Line 7 and 16) for each subsystem in
parallel, the related computational cost is significantly reduced. Meanwhile, the effort
in increment calculation is also reduced, because the associated system of equations for
the reduced coordinates increment ∆ξ of a generic corrector step (Line 13) is of much
smaller size. The computational cost of the increment calculation involves the factor-
ization of dense zG × zG matrix. The complexity of the factorization of a dense zG × zG
matrix is given by O(z2.38

G ), see (Coppersmith & Winograd, 1990). A substantial compu-
tational cost reduction can be achieved for the time integration, compared to the full
analysis without substructuring techniques, when zG ¿ n.

Alternatively, hyper reduction techniques can also be used to reduce the computa-
tional cost associated with computing the reduced nonlinear terms, by, for instance, us-
ing the Energy Conserving Sampling and Weighting (ECSW) method (Farhat et al., 2014,
2015). In that case, however, one needs to resort on training sets obtained from full sys-
tem runs, which are completely avoided here by exploiting the structure of the nonlinear
terms.

3.5. NUMERICAL EXAMPLES
Two sets of numerical examples are presented in this section to show the effectiveness
of the proposed approach. Firstly, we consider a cantilevered plate modeled with shell
elements, and consisting of two substructures. Secondly, we consider a more complex
double-clamped structure divided into 4 substructures. In our discussion, we use the
following labelling to refer to the various solutions obtained:

• HFM-L: response obtained from the full linear model;

• HFM-NL: response obtained from the full nonlinear model;
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Algorithm 2 Newmark time iteration scheme for the entire system using ECB techniques

Input: Intial condition:ξ0, ξ̇0; Newmark parameters:µ,β,T,∆t ; Mass matrix:MG ;

Resudual tolerance:ε; ECB reduction basis:V; Boolean matrices:L(s);

external load:gG {t }

Output: Nonlinear response: u{t }

1: M̃EC B := VT MGV; g̃EC B {t } := VT gG {t } . Calculate reduced mass matrices and

external load vectors in advance

2: while t < T do . Time matching loop

3: p +1 := p

4: tp+1 := tp +∆t . Time increment

5: ξ̇p+1 := ξ̇p +(1−µ)∆t ξ̈p ; ξp+1 := ξp +∆t ξ̇p +(0.5−β)∆t 2ξ̈p ; ξ̈p+1 := 0. Prediction

6: for s=1 to H do

7: Update f̃(s) and K̃(s) for each subsystem, using Eq. (3.43) and (3.44)

8: end for

9: f̃EC B {ξp+1} =∑H
s=1 LT

(s )̃f(s) ; K̃EC B {ξp+1} =∑H
(s)=1 LT

(s)K̃(s)L(s) ; . Assembly

10: R̃ep+1 = M̃EC B ξ̈p+1 + f̃EC B {ξp+1}− g̃EC B {tp+1} . Residual Evaluation

11: if ||R̃ep+1|| > ε||̃fEC B || then . Convergence check

12: S̃
{
ξp+1

}= K̃EC B
{
ξp+1

}+ 1
β∆t 2 M̃EC B . Calculate reduced Jacobian matrix S̃

13: ∆ξ=−(
S̃

{
ξp+1

})−1
R̃ep+1 . Increment calculation

14: ξp+1 := ξp+1 +∆ξ; ξ̇p+1 := ξ̇p+1 + µ
β∆t∆ξ; ξ̈p+1 := ξ̈p+1 + 1

β∆t 2∆ξ . Correction

15: for s=1 to H do

16: Update f̃(s) and K̃(s) for each subsystem, using Eq. (3.43) and (3.44)

17: end for

18: f̃EC B {ξp+1} =∑H
s=1 LT

(s )̃f(s) ; K̃EC B {ξp+1} =∑H
(s)=1 LT

(s)K̃(s)L(s) ; . Assembly

19: R̃ep+1 = M̃EC B ξ̈p+1 + f̃EC B {ξp+1}− g̃EC B {tp+1} . Residual Evaluation

20: end if

21: up+1 = Vξp+1; u̇p+1 = Vξ̇p+1; üp+1 = Vξ̈p+1;

22: end while

• CB-L: response of the CB-reduced linear model with interface reduction;

• CB-NL: response of the reduced nonlinear model obtained by projection on the
classic CB basis (without modal derivatives).

• ECB-NL: response of the reduced nonlinear model obtained by projection on the
enhanced CB basis (with modal derivatives);

In this section, all the models contain elastic bodies meshed with triangular FE shell
elements featuring 3 nodes per element and 6 DoFs per node. The set of DoFs can be
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Figure 3.3: Sketch of the tested numerical example with corresponding material proper-
ties and mesh size. The interface nodes are highlighted using blue dots. The
length is L1 = L2 = 20 mm, the width is W1 =W2 = 20 mm. The Young’s mod-
ulus is E1 = E2 = 70 GPa, the Poisson’s ratio is ν1 = ν2 = 0.3, and the density is
ρ1 = ρ2 = 2700 kg.m−3.

divided into a membrane and a bending part, as formulated by Allman in (Allman, 1976)
and (Allman, 1988). The detailed implementation of the shell element can be found in
(Tiso, 2006).

3.5.1. TWO-COMPONENT CANTILEVER PLATE
The two-component cantilever plate example was originally proposed in (Wenneker &
Tiso, 2014). The geometry, material properties and mesh are shown in Fig. 3.3. The
whole structure is divided into two substructures Si with i = 1,2, and each substructure
has different thickness. A step load in z−direction with amplitude g is applied to the
indicated tip node. This model has a total of 1386 DoFs, nB

CB =66 interface DoFs and

n I
G =1320 internal DoFs for two substructures.

We consider here two cases, referred to as Model-I(1) and Model-I(2), respectively.
For Model-I(1), a thick substructure S1 is cantilevered at one edge and then connected
with a relatively thin substructure S2 at the other edge. This model is shown in Fig. 3.4(a).
When a step load is imposed at the free edge of Model-I(1), it is expected that S1 will
deform in the linear range, while S2 will exhibit nonlinear behavior. For Model-I(2), one
edge of the thin substructure S1 is fully restrained, and the other edge is connected with a
relatively thick substructure S2. This model is illustrated in Fig. 3.4(b). When a step load
is imposed at the free edge of Model-I(2), the thin substructure S1 will deform in the
nonlinear range, while the thick substructure S2 will mainly undergo finite rigid body
motion. The displacement in the z−direction at the loaded node of both Model-I(1)
and Model-I(2) is shown in Fig. 3.4. For both cases, the linear response (HFM-L) and
nonlinear response (HFM-NL) are clearly different, thus confirming that the applied load
triggers significant nonlinear behavior.

As mentioned in Section 3.3.2, the MMI selection criterion does not yield the optimal
number of MDs that need to be included in the basis to reproduce the solution with a
satisfactory accuracy. In this study, we determine the number of IVMs, SCC modes and
MDs remained in the ROMs according to the user’s experience. For consistency of the
two cases, we kept 5 IVMs and 10 corresponding MDs for the thick plate (relative stiff
substructure); 10 IVMs and 20 corresponding MDs for the thin plate (relative flexible
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substructure); and 10 SCC modes and 10 corresponding MDs for the assembled system.
The various ROMs considered for the two cases are listed in Table 3.1 and 3.2.

th1
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th2=0.8mm;
g=70N.

HFM-L

HFM-NL
CB-L

Time (s)

g

Ve
rti
ca
lD
is
pl
ac
em
en
t(
m
)

(a) Model-I(1)
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g

(b) Model-I(2)

Figure 3.4: Dynamic responses for Model-I(1) and Model-I(2), comparison of the full
linear (HFM-L), full nonlinear (HFM-NL), and linear Craig-Bampton (CB-L)
method. The excellent agreement between HFM-L and CB-L confirms the
effectiveness of the linear reduction basis.

Table 3.1: Reduction basis and number of DoFs for Model-I(1)

S1 S2 interface

CB-L
number of IVMs number of SCC modes total DoFs
5 10 10 25

ECB1-NL

number of IVMs number of SCC modes total DoFs
5 10 10

65number of MDs number of MDs
10 20 10

ECB2-NL

number of IVMs number of SCC modes total DoFs
5 10 10

45number of MDs number of MDs
0 20 0

ECB3-NL

number of IVMs number of CMs total DoFs
5 10 66

111number of MDs number of MDs
10 20 0

CB-NL
number of IVMs number of SCC modes total DoFs
50 50 66 166
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Table 3.2: Reduction basis and number of DoFs for Model-I(2)

S1 S2 interface

CB-L
number of IVMs number of SCC modes total DoFs
10 5 10 25

ECB1-NL

number of IVMs number of SCC modes total DoFs
10 5 10

65number of MDs number of MDs
20 10 10

ECB2-NL

number of IVMs number of SCC modes total DoFs
10 5 10

55number of MDs number of MDs
20 0 10

ECB3-NL

number of IVMs number of CMs total DoFs
10 5 66

111number of MDs number of MDs
20 10 0

CB-NL
number of IVMs number of SCC modes total DoFs
50 50 66 166

MODEL-I(1): THICK-THIN SHELL STRUCTURE

The various ROM considered for this example are listed in Table 3.1. We first establish an
accurate ROM for the HFM-L model. By including only mB

CC = 10 SCC modes, m I
(1) = 5

IVMs for S1 and m I
(2) = 10 IVMs for S2 in the ROM (indicated as CB-L), a satisfactory

accuracy can be obtained, as shown in Fig. 3.4(a).

The reduced nonlinear response obtained with ECB basis (ECB-NL) is then shown
in Fig. 3.5(a). As noted earlier, the reduction basis size grows quadratically with respect
to the number of IVMs and SCC modes if all corresponding MDs are included in the
basis. However, only a few of these MDs might be significant for capturing the nonlinear
behavior. We applied here the MMI criterion discussed in Section 3.3.2. The obtained
ranking is shown in Fig. 3.6. Here, we select the first r B

CC = 10 MDs corresponding to

the SCC modes, r I
(1) = 10 internal MDs for S1, and r I

(2) = 20 internal MDs for S2 in the
ROM. This ROM is labelled as ECB1−NL. As it can be observed in Fig. 3.5(a), the results
obtained in ECB1−NL are in very good agreement with the HFM-NL reference.

As discussed, S1 is expected to feature small displacements and therefore behave
linearly. The thin substructure S2, on the other hand, undergoes large deflections, and
needs to be modelled nonlinearly. Therefore, MDs related to SCC modes and MDs for
the IVMs of S1 could be neglected in the reduction basis. This is confirmed by compar-
ing the approximation between the results obtained by the ROM labelled ECB1−NL and
ECB2−NL. In ECB2−NL, the MDs related to SCC modes and MDs for the IVMs of S1 are
not included in the basis. As can be seen, there is no appreciable degradation of accuracy
between the responses of ECB1-NL and ECB2-NL.

In one relevant work (Wenneker & Tiso, 2014), the MDs associated to the IVMs are
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Figure 3.5: Nonlinear dynamic responses of different reduction basis for Model-I(1) and
Model-I(2), compared to the full nonlinear solution.

added in the classic CB reduction basis, while the interface reduction, as well as the MDs
associated to the SCC modes are not applied. It is therefore interesting to compare the
ROM in (Wenneker & Tiso, 2014) (denoted as ECB3-NL) with the ROM proposed here.
For Model-I(1), ECB3-NL can also produce accurate results. However, ECB3-NL features
the drawback of a larger size of interface DoFs, as compared to ECB1-NL.

On the contrary, a ROM based on classic CB reduction (indicated as CB-NL) contain-
ing all nB

CB = 66 CMs and as many as the first m I
(1) = m I

(2) = 50 IVMs for each subsystem
(without MDs) yields very poor results, in spite of the fact that the size of the reduction
basis is remarkably larger than the ECB2-NL. This confirms the effectiveness of MDs in
capturing the nonlinear effects while yielding a reduction basis of reasonable size.

Figure 3.6: Ranking and weights obtained by the MMI criterion for all MDs correspond-
ing to the SCC modes and IVMs of each substructure, respectively, for Model-
I(1). The gray intensity indicates the relative importance of MDs. The num-
bers denote the ranking for the MDs. The upper triangular terms are not
shown because of the symmetry of the MDs.
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MODEL-I(2): THIN-THICK SHELL STRUCTURE

This model consists of a clamped thin substructure S1 and a relatively thick substruc-
ture S2. The thin substructure S1 experiences large deformations and thus needs to be
described nonlinearly, while S2 will mainly undergo large rigid rotations. In model-I(2),
the MDs related to the SCC modes, which indicate the global rigid rotation and transla-
tion, are of great significance during the nonlinear analysis.

The CB-L can accurately describe the full linear response as shown in Fig. 3.4(b). This
linear basis is taken as the one guaranteeing sufficient accuracy for the linear model.

The reduced nonlinear response obtained with different ECB basis is shown in Fig.
3.5(b). In ECB1-NL, the reduced response is in good agreement with the full nonlinear
solution. The MDs were ranked using the MMI criterion, as done for the Model-I(1). The
display of the ranking is omitted here for sake of compactness.

The thick plate S2 mainly undergoes rigid body motion, which is described by the
SCC modes in the ROM. The corresponding in-plane motion should be considered by
the corresponding MDs associated to the SCC modes. By noticing that S2 features rel-
atively small displacement and rotation when the interface-related motion is excluded,
we applied another ROM where the MDs corresponding to the IVMs of S2 are removed
from the reduction basis. This ROM is denoted by ECB2-NL. Indeed, practically identical
accuracy can still be obtained in ECB2-NL.

In ECB3-NL, we form the reduction basis with 10 IVMs plus 20 MDs for S1, 5 IVMs
plus 10 MDs for S2, as well as 66 CMs for all interface DoFs. As shown in Fig.3.5(b),
ECB3-NL fails to reproduce the response obtained from HFM-NL. Although ECB3-NL
includes all interface DoFs, the CMs only describe the geometrically linear deformation
of the internal DoFs because of the imposed perturbation at the interface DoFs. On the
contrary, the MDs associated to the SCC modes are able to consider the geometrically
nonlinear behavior of the internal DoFs when the interface DoFs deform according to
the shape of the SCC modes. The reduced size and improved accuracy of ECB1-NL, as
compared to ECB3-NL, indicate the superiority of the proposed approach with respect
to the nonlinear CB method in (Wenneker & Tiso, 2014).

As done in the previous case, the results are also compared with a ROM comprising
all nB

CB = 66 CMs and as many as the first m I
(1) = m I

(2) = 50 IVMs (indicated as CB-NL). In
spite of the large size of the reduction basis, this model is not yielding accurate results.

For both Model-I(1) and Model-I(2), piratically identical accuracy can be obtained
between ECB1-NL and ECB2-NL, while ECB2-NL features less number of DoFs. It indi-
cates that the ECB approach offers the flexibility for ROM construction, as the necessary
nonlinear ingredients (i.e., MDs) can be added only for the substructures featuring geo-
metrically nonlinear behavior.

3.5.2. DOUBLE-CLAMPED SHELL STRUCTURE
We consider here the FE model of a double-clamped structure (henceforth referred to as
Model-II), shown in Fig. 3.7. The FE model has a total of 25344 DoFs, nB

CB =192 interface

DoFs and n I
G =25152 internal DoFs. A pressure P{t } = 2000sin(143.42t ) Pa is applied at

substructure S1 and S2. The vertical displacement at Node A and the horizonal displace-
ment at Node B are monitored. The coordinates of node A (x = 0 m; y = 0.35 m; z = 0 m)
and node B (x = 0.07 m; y = 0.14 m; z = 0.032 m) have been shown in Fig 3.7(a).
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Figure 3.7: Illustration of Model-II. The geometric parameter is a = 50 mm, the Young
modulus is E = 69 GPa, the Poisson’s ratio is ν= 0.33, the density is ρ = 2700
kg.m−3, and the thickness of the shell structure is th = 2 mm. The displace-
ments of the Node A and Node B are monitored.

The different ROBs for the both linear and nonlinear analysis are listed in Table 3.3.
Fig. 3.8 shows a remarkable difference in the dynamic response between a linear and
a nonlinear analysis of the HFM, confirming that the system vibrates in the nonlinear
regime. In this case, we considered all the substructures to be nonlinear. It can be also
seen that a linear reduction basis (indicated as CB-L) consisting of nB

CC = 10 SCC modes

and m I
(1) = m I

(2) = m I
(3) = m I

(4) = 10 IVMs for all substructures can accurately approximate
the full linear response.

Table 3.3: Reduction basis and number of DoFs for Model-II

S1 S2 S3 S4 interface

CB-L
number of IVMs number of SCC modes total DoFs

10 10 10 10 10 50

ECB1-NL

number of IVMs number of SCC modes total DoFs
10 10 10 10 10

125number of MDs number of MDs
15 15 15 15 15

ECB2-NL

number of IVMs number of CMs total DoFs
10 10 10 10 192

292number of MDs number of MDs
15 15 15 15 0

CB-NL
number of IVMs number of CMs total DoFs

50 50 50 50 192 392

The nonlinear response of the full model is compared with the response obtained
with ECB-NL. The linear reduction basis is augmented with the first r I

(1) = r I
(2) = r I

(3) =
r I

(4) = 15 MDs of the IVMs of S1 to S4, as well as the first r B
CC = 15 MDs of the SCC modes
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Figure 3.8: Dynamic responses and RMS error for Model-II, comparison of the full and
reduced model, for both linear and nonlinear analysis.

of the assembled system. The results are shown in Fig. 3.8. The ECB-NL shows a good
agreement with the HFM-NL model, confirming that the MDs are able to describe the
essential nonlinear effect of the elastic geometric nonlinearities. As for the other cases,
the responses in CB-NL, where all nB

CB = 192 CMs and as many as the first m I
(1) = m I

(2) =
m I

(3) = m I
(4) = 50 IVMs are included in 4 substructures, failed to produce good results.

It is also interesting to compare the proposed substructuring technique with its coun-
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terpart in (Wenneker & Tiso, 2014), where the SCC modes and the corresponding MDs
are replaced with the full set of CMs. The corresponding ROM is denoted as ECB2-NL.
Although the accuracy of ECB2-NL is improved when compared to its counterpart of CB-
NL, the dynamic response of ECB2-NL is still not as accurate as the one of ECB1-NL. The
comparison between ECB1-NL and ECB2-NL indicates the superiority of the SCC modes
plus the corresponding MDs to consider the geometrically nonlinear behavior of the in-
ternal DoFs triggered by the interface motions. The CMs, on the other hand, merely
present the geometrically linear motion of the internal DoFs because of the perturba-
tion at the interface DoFs.

To further investigate the approximation accuracy of the ROMs for all DoFs along the
integration time, the root-mean square (RMS) error of different ROMs, defined as

εRMS {t } =
√

1

n

(||ux {t }−ux {t }||2 +||uy {t }−uy {t }||2 +||uz {t }−uz {t }||2) , (3.45)

has been plotted in Fig. 3.8(c), where u{t } and u{t } are the vector of displacement at the
time t , obtained from the full nonlinear and reduced solution, respectively. The sub-
scripts ?x , ?y and ?z indicate directional components of u and u along the OX, OY, OZ
axis. The ECB1-NL is more accurate than ECB2-NL over the entire time interval, even
though more modes are included in ECB2-NL. Since the modes and corresponding MDs
are computed at the equilibrium position and never updated during the time integra-
tion, the approximation accuracy of ECB1-NL decreases when we increase the time in-
terval, as observed in the RMS error of ECB1-NL. To obtain better accuracy for a longer
time interval, a periodic basis updating of the tangent modes and corresponding MDs
can be applied, as denoted in (Idelsohn & Cardona, 1985b) for the entire system without
substructuring, paying for the price of extra offline cost.

3.5.3. COMPUTATIONAL EFFICIENCY
In this section, we compare the computational time between the HFM-NL and the ECB-
NL, together with the global relative errors (GRE) defined as

GREm =
√∑

t (u{t }− ũ{t })T M (u{t }− ũ{t })√∑
t u{t }T Mu{t }

×100%, (3.46)

where u{t } and ũ{t } are the vector of displacement at the time t , obtained from the full
nonlinear and reduced solution, respectively. The mass matrix M provides a relevant
normalisation for the generalised displacements, which could be a combination of phys-
ical displacements and rotations, as the shell models applied here. This error measure
was first introduced in (Farhat et al., 2014) and then slightly modified in (Jain et al., 2017).
All simulations are performed in MATLAB®R2015, on the a cluster equipped with 8-core
Intel® Xeon® CPUs (E5-2630v3) @ 2.4 GHz and 128 GB RAM.

Table 3.4 compares the computational cost of all the numerical examples of Section
5. The computational cost for the proposed ECB method has been split into the offline
and online cost, where the offline cost corresponds to the extra computational efforts
required to construct the ROM. The most time consuming operations in the offline cal-
culation are the construction of the reduction basis as in (3.33), which is denoted here as
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to f f1 , and the calculation of the higher-order tensors in (3.43), which is denoted as to f f2 .
The online calculation corresponds to the time integration of the ROM, which is denoted
as ton . Obviously, the full analysis does not carry any offline costs.

Table 3.4: Computational cost for numerical examples using ECB1-NL for all models.

Numerical models

Full analysis ECB method speed up factor GRE
offline online

t f ul l (s) to f f 1(s) to f f 2(s) ton(s) S1 S2 GREm(%)

Model-I(1) 65.36 1.41 20.33 5.78 11.31 2.38 1.52

Model-I(2) 70.59 1.26 22.88 7.23 9.76 2.25 1.31

Model-II 6767 31.9 269 110.82 61.06 16.43 2.54

The computational efficiency is measured in terms of speed up factor, defined as

S = Con t f ul l

Co f f (to f f1 + to f f2 )+Con ton
, with Co f f +Con = 1, (3.47)

Co f f and Con being weight-factors for the offline and online stages, respectively. The
offline calculation cost is neglected by setting Co f f = 0,Con = 1. The so obtained speed
up factor, denoted as S1, is justified when the same ROM is used for many different load
cases. Alternatively, one can set an equal weightage to offline and online costs, i.e., S2 :
Co f f = 0.5,Con = 0.5. This covers the limit case in which the ROM is used only once.

The results are summarized in Table 3.4. It can be observed that the proposed ECB
approach not only approximates the full solution with a high accuracy, but also effi-
ciently reduces the computational time. As expected and discussed in Section 3.4, the
speed up factor is significantly larger for the Model-II case, which features a relatively
large number of DoFs. This reflects the situation encountered in practical applications
where large models are expected. With a longer time interval during the nonlinear MOR,
the speed up factor S2 increases owing to the unchanged offline cost and enhanced on-
line savings. The GRE, on the other hand, will also increase without a periodic basis up-
dating. Therefore, a balance between the approximation accuracy and computational
efficiency should be determined according to the user’s demand.

3.6. CONCLUSIONS
We have proposed a novel MOR technique for multi-components FE models featuring
geometric nonlinearities. The proposed method is a natural extension of the standard
CB method and system-level interface reduction, obtained by enriching the CB linear
reduction basis with MDs of both the IVMs and SCC modes. The MDs are capable of
describing the most significant contributions to geometric nonlinear behavior, for both
internal and interface DoFs. Moreover, this substructuring framework also allows to con-
sider nonlinearities only for selected substructures undergoing nonlinear deformations,
as shown in Section 3.5.1. Moreover, the MD paradigm allows to distinguish between
nonlinear behavior due to rigid body rotations and elastic deflection, thus revealing the
relative importance of the two contributions. This has been illustrated by the simple yet
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comprehensive examples in Section 3.5. We mitigated the quadratic growth of the size of
the MD basis by applying a simple MMI ranking criterion to rank the relative importance
of the MDs.

The reduced nonlinear force vector, which is computationally expensive, is here di-
rectly expressed as a function of the reduced generalized DoFs. A substantial compu-
tational cost reduction and memory savings can be achieved by setting much smaller
tensors for each subsystem in parallel.

The proposed technique allows highly efficient modeling of complex structures with
geometric nonlinearities by yielding a ROM with a significantly reduced number of gen-
eralized DoFs. The presented numerical examples highlight the performance improve-
ments of the extended CB method with respect to the standard CB reduction.





4
NONLINEAR MODEL ORDER

REDUCTION FOR FLEXIBLE

MULTIBODY DYNAMICS: A MODAL

DERIVATIVES APPROACH

In Chapter 2 and 3, the Craig–Bampton method with interface reduction was applied to
couple the different reduced components without rigid body motion. In this chapter, an ef-
fective reduction technique is presented for flexible multibody systems, for which the elas-
tic deflection could not be considered small. We consider here planar beam systems under-
going large rotations, in the floating frame description. The proposed method enriches the
classical linear reduction basis with modal derivatives stemming from the derivative of
the eigenvalue problem. Based on the linear projection, the configuration-dependent in-
ternal force can be expressed as cubic polynomials in the reduced coordinates. Coefficients
of these polynomials can be precomputed for efficient run-time evaluation. The numeri-
cal results show that the modal derivatives are essential for the correct approximation of
the nonlinear elastic deflection with respect to the body reference. The proposed reduction
method constitutes a natural and effective extension of the classical linear modal reduc-
tion in the floating frame.

This chapter is based on the paper “Wu, L., Tiso, P.: Nonlinear model order reduction for flexible multibody
dynamics: a modal derivatives approach. Multibody System Dynamics 36(4), 405-425 (2016).”
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4.1. INTRODUCTION
The floating frame of reference (FFR), which follows a mean rigid body motion of an arbi-
trary flexible component, is widely applied in flexible multibody systems (FMBS) (Wasfy
& Noor, 2003). The major advantage of floating reference, when compared with the coro-
tational frame of reference (CFR), is the ability to naturally allow Model Order Reduction
(MOR): the local generalized coordinates can be expressed as a linear combination of a
small number of modes.

The traditional FFR approach combined with linear elastic finite element (FE) mod-
els was illustrated by Shabana (Shabana, 2005). This formulation has been used to nu-
merous problems featuring large rigid body displacement but small deflections. How-
ever, nonlinear effects due to elastic geometric nonlinearities are not incorporated in
this method, and can not be ignored in many FMBS applications. In (Bakr & Shabana,
1986, Nada et al., 2010), the classical geometric stiffness, obtained from an expression
for the strain energy that includes only some higher-order terms of the strain tensor,
was included in the motion equations. This approximation ignores the foreshortening
displacement, and may lead to diverging solutions in applications involving large de-
flections and large axial forces (Mayo et al., 1995). Mayo (Mayo & Domínguez, 1996)
extended this formulation and obtained additional geometric stiffness matrix and non-
linear elastic force vectors. The inclusion of this effects improved both the axial and
transverse response.

The FE discretization of the elastic bodies in FFR introduces a large number of de-
grees of freedom (DoFs), and the simulation of the multibody system becomes compu-
tationally expensive, especially when the internal forces are nonlinear. Therefore, an
essential step in the modeling of FMBS is the reduction of the elastic DoFs. While the
traditional linear MOR methods have been widely applied in FFR formulation (Shabana,
2005, Bakr & Shabana, 1986), some other non-modal model reduction techniques have
also been used in large scale industrial models in the last few years (Fehr & Eberhard,
2011, Fischer & Eberhard, 2014, Holzwarth & Eberhard, 2015). However, efficient reduc-
tion techniques with elastic geometrical nonlinearities in FFR formulation still remain
a relevant research topic, given the broad range of applications tackled by FMBS. One
proposed approach, under the name of ad-hoc modes, is to specifically select some axial
vibration modes, in addition to low-frequency bending and torsion modes, and include
them in the reduction basis in order to properly account for the nonlinear membrane re-
sponse (Rizzi & Przekop, 2008, Li et al., 2009). However, the frequencies of fundamental
axial modes are normally much higher than the ones associated to bending modes. The
extraction of such modes is difficult and expensive, and therefore not practical for realis-
tic applications. Along this line, Holm-Jφrgensen (Holm-Jørgensen & Nielsen, 2009) ex-
tended the truncated modal basis with a quasi-static correction, assuming that the high-
frequency elastic modes only cause quasi-static displacements. Similar approaches were
previously proposed by Schwertassek (Schwertassek et al., 1999a,b). A set of suitable
quasi-comparison function, by combining eigenfunctions and static modes, is used in
the FFR formulation applying Ritz method. This method was further applied to the de-
ployment of a solar panel array by Wallrapp (Wallrapp & Wiedemann, 2002).

Higher-order modes, also known as modal derivatives (MDs), have been proved to be
an efficient approach to enrich the modal basis and represent the effects of nonlinear-
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ity (Idelsohn & Cardona, 1985a,b, Slaats et al., 1995). This method has been successfully
applied in the inertial frame description, to solve nonlinear problems without large rigid
body motion. Interesting applications are also found in computer graphics and hap-
tics (Barbic & James, 2005, Barbic & Zhao, 2011). Recently, this method has also been
extended from the planar beam element to a general three-dimensional shell element
implementation in inertial frame (Tiso, 2011).

In this chapter, a reduction method based on the enrichment of reduction basis con-
stituted of vibration modes with modal derivatives is presented. The FFR formulation is
considered here. The elastic nonlinearity is modeled by employing full quadratic Green
strain expression, and the MDs can be interpreted as a static correction of the selected
vibration modes that represent the nonlinear forces with respect to the body reference
correctly. The proposed technique is implemented with the Craig-Bampton method on
the floating frame (Liew et al., 1996, Cardona, 2000), to give a exact compatibility at
boundaries. The effectiveness of the proposed method will be illustrated through sev-
eral numerical examples.

4.2. FLOATING FRAME OF REFERENCE FORMULATION
The proposed method is illustrated by planar beam systems featuring multiple compo-
nents. The following assumptions have been made:

1. we consider only Euler-Bernoulli beam theory;

2. the material nonlinearities are not taken into consideration;

3. damping is neglected.

4.2.1. KINEMATIC DESCRIPTION

In the FFR description, the absolute motion of an arbitrary point on element P j of the s th

body is described as the superposition of the motion of the body coordinate O(s)X (s)Y (s)

and the position of the points with respect to the body reference, as shown in Fig. 4.1.
The definition of body coordinate O(s)X (s)Y (s) is not unique, we adopt here the nodal
fixed frame (Nikravesh, 2005): the origin of the body coordinate is fixed to one node of
the s th body, and the O(s)X (s) axis connects the origin to the end node. The position
vector r j ,(s) of the point of element P j on s th body can be defined in FFR formulation as

r j ,(s) = R(s) +A(s)N j ,(s)(e j ,(s)
0 +q j ,(s)

f ), (4.1)

where R(s) represents the position of origin of body system O(s)X (s)Y (s) with respect to
global system OX Y , A(s) is the transformation matrix from O(s)X (s)Y (s) to OX Y , N j ,(s) are

the FE shape functions, e j ,(s)
0 is the nodal coordinate vector in the undeformed state and

q j ,(s)
f is the vector of relative DoFs at the nodal points. In the presented 2D framework,

the transformation matrix A(s) depends only on the angle θ(s). The kinetic energy T j ,(s)

for element P j on s th body is defined as

T j ,(s) = 1

2

∫
V j ,(s)

ρ j ,(s)(ṙ j ,(s))T ṙ j ,(s)dV j ,(s), (4.2)
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Figure 4.1: Generalized coordinates expression in FFR

where the velocity ṙ j ,(s) is given by

ṙ j ,(s) = Ṙ(s) + Ȧ(s)N j ,(s)(e j ,(s)
0 +q j ,(s)

f )+A(s)N j ,(s)q̇ j ,(s)
f , (4.3)

and Ȧ(s) = A(s)
θ
θ̇(s), A(s)

θ
is the derivatives of the rotation matrix with respect to θ(s). Global

quantities (therefore not equipped with index j ) are obtained with standard FE assembly.

The equations of motion for the entire multibody system can be derived from La-
grange’s equations

d

d t

(
∂T
∂q̇

)T

−
(
∂T
∂q

)T

+
(
∂U
∂q

)T

+CT
qλ= g, (4.4)

where T and U are, respectively, the kinetic energy and strain energy for the entire sys-
tem; Cq is the constraint Jacobian matrix, obtained from the constraint equation C(q) =
0;λ is the vector of Lagrange multipliers, representing the constraint forces; g is the vec-
tor of externally applied forces; t indicates time; q is the vector of the body generalized

coordinates, formed as qT = [q(1)T
. . .q(N )T

]. Here, N is the number of bodies forming the
system. Furthermore, q(s) can be divided as

q(s)T =
[

q(s)
r

T
q(s)

f

T
]
=

[
R(s)T

θ(s) q(s)
f

T
]

, (4.5)

where q(s)
r ∈ R3 refers to the displacement and orientation of the body coordinate, q(s)

f ∈
Rn(s) refers to the elastic displacement in the body coordinate, and n(s) is the correspond-
ing number of elastic DoFs. For the remainder of this chapter, we focus on one single
body and drop the superscript (s) for the sake of clarify.

The inertia coupling between the body coordinates qr and elastic coordinates q f

leads to inertia terms which are configuration and velocity dependent

d

d t

(
∂T
∂q̇

)T

−
(
∂T
∂q

)T

= M{q}q̈−Qv {q, q̇}, (4.6)
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where M is the configuration-dependent mass matrix, and Qv is the quadratic velocity
vector. The argument of functional dependency is enclosed in curly brackets.The details
of the derivation can be found in Appendix A.1.

4.2.2. NONLINEAR STRAIN EXPRESSION
For a planar Euler-Bernoulli beam, the strain energy U could be written as (Sharf, 1996)

U = 1

2

∫ L

0
E Aε2

xx dx, (4.7)

where E is Young’s modulus; A is the cross sectional area of beam; L is the length and εxx

is the axial strain.
The axial strain of an Euler-Bernoulli beam is given by Green-Lagrange strain expres-

sion (Reddy, 2004)

εxx = ∂u

∂x
+ 1

2

[(
∂u

∂x

)2

+
(
∂v

∂x

)2]
, (4.8)

where u and v are, respectively, the axial and transverse displacement at any point of
the cross section. Furthermore, the displacement field can be typically specified by the
following linearized form  u = u0 − y

∂v0

∂x
v = v0

, (4.9)

where subscription (?)0 indicates the position at the centroid of the cross section, and y
is the transverse coordinate. We adopt here the moderate rotations, von Kármán kine-
matic, which states that axial deformations and curvature are small compared to the
bending rotation

1

2

(
∂u

∂x

)2

¿ ∂u

∂x
,

1

2

(
∂v

∂x

)2

. (4.10)

Therefore, the quadratic strain expression applied in this work is suitable for the model
with small to moderate deflections (Sharf, 1999)

εxx = ∂u

∂x
+ 1

2

(
∂v

∂x

)2

= ∂u0

∂x
− y

∂2v0

∂x2 + 1

2

(
∂v0

∂x

)2

. (4.11)

In case of isotropic linear elastic material, the strain energy could be expressed as

U = 1

2

∫ L

0
E A

(∂u0

∂x

)2
dx + 1

2

∫ L

0
E I

(
∂2v0

∂x2

)2

dx

+ 1

2

∫ L

0
E A

∂u0

∂x

(
∂v0

∂x

)2

dx + 1

2

∫ L

0

E A

4

(
∂v0

∂x

)4

dx,

(4.12)

where I is the moment of inertia.
The classical linear strain energy expression, which is commonly applied in the FFR,

only contains first and second order integrals in (4.12). The last two integrals in (4.12)
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are cubic and quartic functions of displacements, respectively. Once the FE discretiza-
tion and assembly are applied, the elastic forces here can be directly generated from the
differentiation of strain energy U as

fnl =
(
∂U
∂q

)T

=
[

0 0
0 KL

][
qr

q f

]
+

[
0

Q f

]
, (4.13)

where the internal force vector fnl is a third-order polynomial function of the DoFs q f ,
and it can be divided into two contributions: the first term contains the classical linear
internal forces, while the second term Q f contains the higher order geometric nonlinear
terms.

4.2.3. EQUATIONS OF MOTION
The equations of motion could be obtained by simply substituting (4.6) and (4.13) into
(4.4), and written as

M{q}q̈−Qv {q, q̇}+ fnl {q}+CT
qλ= g, (4.14)

or more compactly,

Mq̈+ fnl +CT
qλ= G, (4.15)

where G = g+Qv . The explicit dependency on q is here dropped for clarity. Equation
(4.15) can be conveniently written in a partitioned form in terms of a coupled set of ref-
erence and elastic coordinates:[

Mr r Mr f

M f r M f f

][
q̈r

q̈ f

]
+

[
0 0

0 KL

][
qr

q f

]
+

[
0

Q f

]
+

[
CT

qr

CT
q f

]
λ=

[
Gr

G f

]
. (4.16)

In multibody dynamics, the constraints are often differentiated twice with respect to
time and incorporated in the inertial terms (Shabana, 2005, Bakr & Shabana, 1986). Then,
additional regularization for constraint equations is required to ensure that the con-
straints are satisfied on the displacement and velocity level. This constraint regulariza-
tion could be avoided by solving the original constraints (usually nonlinear) together
with the equations of motion{

Re{q,λ} = Mq̈+ fnl +CT
qλ−G = 0

C{q} = 0
. (4.17)

Since the constraints will generally introduce infinite stiffness into the system, it is neces-
sary to use unconditionally stable time integration schemes (Holm-Jørgensen & Nielsen,
2009). Usually, the constraints are acting only on specific boundary nodes. It is therefore
convenient to further partition the elastic DoFs as qT

f = [qT
b qT

i ], where the subscripts

(?)b and (?)i replace (?) f to represent boundary and internal DoFs. qb ∈ Rnb , qi ∈ Rni

and n = nb +ni . The constraint Jacobian matrix can then be written as

Cq = [
Cqr Cqb 0qi

]
, (4.18)
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where the zero block matrix 0qi indicates that no constraints are acting on the internal
DoFs. Equation (4.16) can then be partitioned in the same fashion as

Mr r Mr b Mr i

Mbr Mbb Mbi

Mi r Mi b Mi i




q̈r

q̈b

q̈i

+


0 0 0

0 Kbb Kbi

0 Ki b Ki i




qr

qb

qi

+


0

Qb

Qi

+

CT
qr

CT
qb

0

λ=


Gr

Gb

Gi

 . (4.19)

4.3. NONLINEAR MODEL ORDER REDUCTION
In the classical application of modal analysis in FFR (Bakr & Shabana, 1986), the elastic
displacement field q f is represented as a linear combination of mode shapes. In this
section, we discuss the extension of the well-known Craig-Bampton method for the ef-
fective reduction of flexible multibody systems characterized by elastic geometric non-
linearities.

4.3.1. CRAIG-BAMPTON METHOD
In order not to introduce any error in the constraints during the modal transformation,
we adopt here the well known Craig-Bampton method (Bampton & Craig, 1968) for the
reduction of the internal elastic DoFs. The reduction can be written as

q f =
[

qb

qi

]
=

[
I 0
Ψ Φ

][
qb

η

]
, (4.20)

where constraint modesΨ ∈Rni×nb

Ψ=−K−1
i i Ki b (4.21)

are used to account for local effects at boundaries. In the linear modal analysis, the
fixed interface modes Φ only contains m vibration modes (VMs) of the system when
constrained at the interface (i.e. qb = 0), solution of the eigenvalue problem:(

Ki i −ω2
j Mi i

)
φ j = 0, (4.22)

where ω j is the j th eigenfrequency and φ j is the associated VM. In (4.20), η ∈ Rm is a
vector of modal coordinates. The reduction will be achieved by forming Φ only with
m ¿ ni internal VMs. In practice, the reduction is performed on each component of the
multibody system independently.

4.3.2. AUGMENTED REDUCTION BASIS WITH MODAL DERIVATIVES
Although Craig-Bampton method has been successfully applied in the FFR formulation
in (Liew et al., 1996), the reduction basis in (4.20) is usually linearized around a reference
equilibrium position.

In geometric nonlinear systems, linear VMs usually fail to accurately reproduce the
motion because of their inability to account for bending-stretching coupling caused by
finite deflections. Typically, low-frequency bending dominated VMs must be accompa-
nied by axial modes to accommodate for such effects. Axial VMs can be in principle
calculated. However, their extraction is expensive since they are typically associated
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to much higher frequencies with respect to the bending modes. In addition, for more
complex and realistic components, the distinction between axial and bending/twisting
dominated modes can be difficult to establish.

To overcome this difficulty, modal derivatives (MDs) stemming from VMs can be
appended to the existing linear reduction basis Φ, as shown in (Idelsohn & Cardona,
1985a,b). When the internal DoFs qi can not be considered small, we first assume a
nonlinear mapping Γ between the modal coordinate vector η and internal DoFs vector
qi

qi ≈Ψqb +Γ{η}, (4.23)

which gives

dqi =Ψdqb +
∂Γ

∂η
dη=Ψdqb +X {η}dη, (4.24)

where X (η) is a configuration dependent matrix of modes. The mapping (4.23) can be
expanded in Taylor series around the equilibrium position

qi ≈Ψqb +
m∑

j=1

∂Γ

∂η j

∣∣∣∣
eq

η j +
m∑

j=1

m∑
k=1

1

2

∂2Γ

∂η j∂ηk

∣∣∣∣
eq

η jηk , (4.25)

where the derivatives of the DoFs vector qi with respect to the modal amplitudes η j

around the equilibrium position are assumed to be the truncated vibration modes, i.e.,

∂Γ

∂η j

∣∣∣∣
eq

=X j {0} =φ j , (4.26)

and
∂2Γ

∂η j∂ηk

∣∣∣∣
eq

= ∂X j

∂ηk

∣∣∣∣
eq

=ϑ j k , (4.27)

where (4.26) represents the linear VM φ j (i.e., calculated at the equilibrium), and (4.27)
gives the corresponding MDs, denoted here as ϑ j k , which represent how X j changes
because of an imposed perturbation in the shape X k , at equilibrium. Equation (4.25)
can therefore be written as

qi ≈Ψqb +
m∑

j=1
φ jη j +

m∑
j=1

m∑
k=1

1

2
ϑ j kη jηk . (4.28)

The MDs can be computed analytically by differentiating the linearized eigenvalue prob-
lem with respect to the modal amplitudes. It has already been shown that the inertia
related terms can be neglected (Idelsohn & Cardona, 1985a,b, Slaats et al., 1995). In this
case, the MDs could be interpreted as a static correction, and are calculated by solving

ϑ j k =−K−1
i i

∂Knl
i i

∂ηk

∣∣∣∣∣
eq

φ j . (4.29)

Since the system is fixed at its boundary nodes by applying a nodal-fixed frame in FFR,
the internal stiffness matrix Ki i is nonsingular. By neglecting all the inertia terms, it
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can be proved that MDs are symmetrical, i.e., ϑ j k = ϑk j . Therefore, given m VMs, r =
m(m +1)/2 MDs can be calculated.

In order to properly capture the contribution of the nonlinearity, we now augment
reduction basis for the internal DoFs with a set of MDs collected in the matrixΘ, by loos-
ing the quadratic mapping (4.28) between VMs and MDs and adding additional modal
coordinates ξ

qi ≈Ψqb +Φη+Θξ. (4.30)

Note that, although the number of MDs r grows quadratically with the number of chosen
VMs m, it is possible to use simple selection criteria that indicate the most significant
k MDs for the given analysis (Tiso, 2011). The reduction basis for an arbitrary body is
therefore written as

q =
qr

qb

qi

=
I 0 0 0

0 I 0 0
0 Ψ Φ Θ




qr

qb

η

ξ

 . (4.31)

Once the reduction basis (4.31) has been derived, the equations of motion (4.19) can
be evaluated and projected to obtain a model of greatly reduced dimensions. Unfor-
tunately, this procedure is inefficient since the cost for the evaluation of the nonlinear
terms (i.e., inertial and elastic forces) scales with the size of the nodal coordinates: the
nonlinear terms have to be computed in nodal coordinates and then projected on the
reduced subspace. In our case, the nonlinear terms are written directly in terms of the
modal coordinates. This is discussed in detail in the next section.

4.3.3. PRECOMPUTING POLYNOMIAL COEFFICIENTS
The adopted kinematic model yields a multivariate third-order polynomial expression
of the nonlinear elastic forces Q f . A generic component Q I

f can be written as

Q I
f =Q I i j

1 q i
f q j

f +Q I i j l
2 q i

f q j
f q l

f , (4.32)

where Q1 ∈Rn×n×n , Q2 ∈Rn×n×n×n are constant third order and fourth order tensor co-

efficients with generic components Q I i j
1 and Q I i j l

2 . We adopted here the Einstein sum-
mation convention over the repeated indexes in the superscript.

Consequently, with the modal transformation of the form q f = Vγ, where

V =
[

I 0 0
Ψ Φ Θ

]
, (4.33)

and
γT = [

qT
b ηT ξT ]

, (4.34)

the reduced internal forces Q f = VT Q f {Vγ} is a multivariate cubic polynomial in re-
duced coordinates γ

Q
I
f =V i I Q i

f =V i I Q1
i j l V j pV l sγpγs +V i I Q2

i j l v V j pV l sV v wγpγsγw

=Q
I ps
1 γpγs +Q

I psw
2 γpγsγw ,

(4.35)
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where Q1 ∈Rv×v×v , Q2 ∈Rv×v×v×v are constant third order and forth order tensor coef-
ficients in the reduced coordinates with v = nb+m+k. Similarly, each component of the
reduced tangent stiffness matrix Knl is also a multivariate quadratic polynomial in γ

K
I J
nl = K

I J
L +K

I J l
3 γl +K

I J l s
4 γlγs , (4.36)

with constant tensor coefficients K3 ∈ Rv×v×v , K4 ∈ Rv×v×v×v . The constant linear stiff-
ness can be expressed as

KL = VT KLV. (4.37)

The tensors Q1, Q2, K3, K4 and KL can be precomputed offline for efficient runtime
evaluation.

4.3.4. REDUCED EQUATIONS
The reduced equations are obtained via a classical Galerkin projection, i.e the residual
obtained by introducing (4.31) in (4.16) is projected onto the same reduced basis used
for the approximation of the displacements. As discussed in the previous section, it is
possible to precompute the nonlinear terms to directly obtain modal terms rather than
performing the full evaluation and projection. The resulting reduced equations are writ-
ten as [

Mr r Mr f

M f r M f f

][
q̈r

γ̈

]
+

[
0 0

0 KL

][
qr

γ

]
+

[
0

Q f

]
+

[
CT

qr

C
T
q f

]
λ=

[
Gr

G f

]
, (4.38)

where

Mr f = M
T
f r = Mr f V; M f f = VT M f f V; G f = VT G f .

Note that Cq f only contains non-zero terms on the column corresponding to the bound-
ary DoFs qb .

Because of the inertia coupling between the reference motion of the body and the
elastic deformation of elements, also the inertia related terms Mr f , M f r and G f will be
configuration dependent. Similar to the elastic terms, the inertial terms can also be di-
rectly expressed in modal coordinates. The detailed formulation of the reduced mass
matrix and quadratic velocity vector is reported in Appendix A.2.

The detailed MOR procedure proposed is illustrated in Fig.4.2 on a flexible slider
crank mechanism. The end nodes in both crank and connecting rod are treated as bound-
ary nodes: their corresponding DoFs will not be transformed to modal coordinates. The
material and geometrical properties are taken from the numerical example in Section
4.4.3. From Fig.4.2 we can see that the first few VMs feature bending displacements only,
while the corresponding MDs, which describe the second-order nonlinearities, exhibit
longitudinal displacement only.

4.4. NUMERICAL EXAMPLES
Three numerical examples are presented in this section to show the effectiveness of the
proposed approach. The reduced solutions in the FFR are not only compared with the
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1st body

modal transformation

static constraint modes: vibration modes: modal derivatives: 

global

elastic rigid

𝜓"

𝜓#

𝜓$

𝜙"

𝜙#

𝜙$

Ψ Φ Θ

2nd body

elastic rigid

#11

#12 = #21

#22

Figure 4.2: Detailed modal transformation procedure for a slider crank mechanism in
FFR. To further highlight the MDs, the axial displacement DX (red dot line
with blue node) is plotted here as a function of node position. The actual
mesh deformation is shown as well. Note the axial-only contribution of the
MDs that capture the necessary second order effect of the geometric nonlin-
earity associated to bending-only VMs.
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Figure 4.3: The spin-up beam and two components of its tip displacement: U and V

corresponding full solutions, but also with the response obtained by using a Corota-
tional Frame of Reference (CFR) formulation. The CFR is a more general and expensive
framework that is able to deal with arbitrary large elastic deflection. This allows to as-
sess that the magnitude of the elastic deflections are within the validity of the adopted
approximated von Karman kinematic model. We considered here the CFR formulation
discussed in (Le et al., 2011) as a reference, where cubic shape functions are used to
derive both the inertia and elastic terms. Recently, this formulation has also been suc-
cessfully extended to the dynamic analysis of 3D flexible beam with good accuracy (Le
et al., 2014).

4.4.1. TEST 1: ROTATING BEAM
The dynamic analysis of a rotating beam, which has been used as a benchmark in many
papers dealing with flexible beams and geometric nonlinearities (Simo & V. Q., 1986,
Hsiao et al., 1994, Galvanetto & Crisfield, 1996, Kim et al., 2013), is here presented. The
geometry of the beam and the corresponding material properties are shown in Fig. 4.3.
An imposed end rotation θs is applied as:

θs =


ωs
Ts

[
1
2 t 2 + ( Ts

2π

)2(cos
( 2πt

Ts

)−1
)]

, t < Ts

ωs
(
t − Ts

2

)
. t > Ts

(4.39)

The beam reaches steady state motion after Ts second and then rotates at a constant
angular velocity ωs . Transient responses are computed for Ts = 15 s, and for angular
velocity ωs = 6 rad/sec.

In order to make a comprehensive comparison, this example is analyzed by differ-
ent approaches: 1.the CFR is taken as reference solution; 2. the nonlinear floating frame
is mentioned as the full analysis (denoted as NLFFR); 3. the linear floating frame is per-
formed by neglecting the nonlinear internal forces Q f in equation of motion (denoted as
LFFR); 4. the modal derivatives based reduction solution is applied in nonlinear floating
frame, where the modal basis is composed by the first 10 VMs and 10 MDs correspond-
ing to the first 4 VMs (denoted as 10VMs+10MDs); 5. a reduced solution obtained with
the first 20 VMs (denoted as 20VMs) is also calculated. The two components of the tip
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(a) (b)

Figure 4.4: Time history for two components of the tip displacement relative to the spin-
up beam. (a) Axial Tip Displacement U. (b) Vertical Tip Displacement V

displacement vector are shown in Fig. 4.4.
The results obtained with the NLFFR are in very good agreement with the CFR so-

lution and clearly differ from the LFFR response, to confirm that the adopted kinematic
model is adequate for the problem at hand, see Fig. 4.4 . Furthermore, the proposed
modal derivatives based reduction method with 10VMs and 10MDs shows a good agree-
ment with the reference solution. On the contrary, if only the first 20VMs are applied in
the reduced basis, a clear difference can be observed.

To offer a further insight, some other reduced models with different modal basis are
compared with the full analysis (NLFFR), as shown in Fig. 4.5. The comparison is per-
formed between different reduction basis of the same size. The tip displacements com-
ponents are shown. In addition, the root mean square (RMS) error εRMS relative to the
entire displacement vector is shown, calculated as:

εRMS {t } =
√√√√ 1

n

[
n∑

i=1
(ui {t }−ui {t })2 +

n∑
i=1

(wi {t }−w i {t })2

]
(4.40)

where ui , wi and ui , w i , are the horizontal and vertical components of the node dis-
placement from the full and reduced models.

The reduced basis with 10 VMs enriched by 6 MDs (indicated as 10VMs+6MDs) yields
much better results when compared to the reduced solution obtained with 16VMs. In
addition, by increasing the reduction basis with two additional MDs (10VMs+8MDs),
the results show a marked improvement, while the results are almost unchanged if two
additional VMs are added in the 18VMs cases. In some related work (Rizzi & Przekop,
2008, Li et al., 2009), high-frequency axial vibration modes (AVMs) are specifically added
to the basis in order to properly account for the nonlinear bending-stretching coupling.
It is therefore interesting to compare this approach with the method proposed here. We
form the reduction basis with first 10 VMs and the first 8 AVMs. The eigenfrequencies
associated to the AVMs are reported in Table 4.1. Note that the frequency range of inter-
est has to be extended from 145 Hz to almost 2100 Hz. In addition, the obtained results
do not match the accuracy given by the 10VMs+8MDs case. Therefore, we can conclude
that in order to reproduce the nonlinear behaviour, MDs based reduction basis provides
better accuracy than an equal size reduction constructed with AVMs.
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(a) (b) 

(c) 

Figure 4.5: The comparison of the spin-up beam under different reduced models. (a)
Axial Tip Displacement U. (b) Vertical Tip Displacement V. (c) RMS error of
the displacement field

Table 4.1: Frequencies of the first 10 VMs and additional 8 AVMs

Mode Shapes 1VM 2VM · · · 10VM 1AVM 2AVM · · · 8AVM

Frequency(Hz) 2.650 8.589 · · · 145.171 362.318 603.963 · · · 2059.050

4.4.2. TEST 2: SWINGING RUBBER BAR

We consider here a slender rubber beam connected to a fixed inertial frame via a joint
and exposed to a constant gravitational force. The beam is initially at rest in horizontal
position. The material and geometric properties of the beam are taken from (Lang et al.,
2011, Schulze et al., 2013): E=5 × 106 N/m2, ρ=1.1× 103 kg/m3, L = 1.0 m. The cross
section is circular with a radius of 5 mm. The analysis is performed for a time interval of
1 second with a fixed time step ∆T of 0.001 seconds.

The dynamic response is shown in Fig. 4.6. The full response is compared with re-
duced basis formed with the first 5 VMs plus 10 MDs, as well as 15 VMs, respectively. As
shown in Fig. 4.6, a reduction basis containing 5 VMs plus 10 MDs clearly outperforms a
basis of the same size formed with 15 VMs only.

The RMS error εRMS of four reduced models with different modal basis is shown in
Fig. 4.7. The number of VMs is fixed and equal to 5, while the number of MDs is increased
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Figure 4.6: Response of a swinging rubber beam during the first second: (a)
5VMs+10MDs vs. full analysis; (b) 15VMs vs. full analysis

to include the contribution of the first 2,3 and 4 VMs, respectively. The error rapidly
decreases as more MDs associated to the low frequency VMs are included in the basis.

4.4.3. TEST 3: FLEXIBLE SLIDER CRANK MECHANISM

In the third numerical example, a flexible slider-crank mechanism is analyzed. The sys-
tem is depicted in Fig.4.8 together with the material and geometric properties. The con-
nection rod is constrained to the crank at the left end by a joint, and is fixed in vertical
direction at the right end. A constant angular acceleration is prescribed to the crank such
that the rotation θs reaches 270 degrees after 5 seconds, as shown in Fig. 4.9(a). At this
point, the angular rotation of the crank is locked and the system starts to exhibit elastic
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Figure 4.7: RMS error of the different modal basis in the swinging rubber bar example

oscillations in the geometric nonlinear range.
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Figure 4.8: The deformed configuration of a slider crank mechanism

In the FFR model, two fixed nodal frames are attached to the crank and rod respec-
tively. The two end nodes of both crank and rod are set as the boundary nodes, and
therefore 6 constraint modes are present in the reduced model for each substructure.

The elastic deflection of the middle point of both the crank and rod is shown in Fig.
4.9. The results obtained with the CFR have been set as a reference to check the accuracy
of the full analysis in FFR. The reduction basis is formed with 5 VMs and 10 MDs (relative
to the first 4 VMs) for both substructures, and the obtained results are compared with the
case when only first 15 VMs are used.

The response of the system during the first 5 seconds (i.e., before the rotation lock-
ing) exhibits mainly rigid motion, and therefore both of the two reduced models show
accurate results. After the locking, the elastic deflections are large and the reduction ba-
sis featuring only VMs is not able to reproduce the full solution, while the reduced basis
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Figure 4.9: The elastic deflection of the flexible slider crank mechanism using different
formulations: (a) prescribed rotational angular during the a 9 second time
span; (b) the deflection d1 of the middle point of the flexible crank; (c) the
deflection d2 of the middle point of the flexible rod. In (a), snapshots of the
flexible crank-rod system are shown at 2s, 4.5s, 6s, 8.5s.
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 5VMs+3MDs  15VMs

Figure 4.10: RMS error of the different modal basis in the flexible slider crank example

formed with VMs and MDs yields very good results, as can be seen in Fig. 4.9.
The RMS error between the full and reduced solutions is computed also for this ex-

ample in order to gain additional insight on the properties of the reduction basis, see
Fig. 4.10. It can be noticed that, if not enough MDs are included in the reduction basis,
the reduced solution is of poor accuracy. This could be attributed to the fact that the im-
pulsive load generated by the rotation locking triggers the large response of the first few
VMs, and therefore their interactions, which is given by the corresponding MDs, must
be properly included in the basis.

4.4.4. COMPUTATIONAL EFFICIENCY
In this section, the computational efficiency is compared between the nonlinear modal
analysis with augmented basis (VMs+MDs) and the full nonlinear FEM analysis (NLFFR).
The performance is measured in terms of computational time for Test 1: rotating beam.
All the simulations are performed on software MATLABr R2012b, on an Intelr CoreTM

i5-3470 @ 3.2GHz and 16GB RAM machine.
Table 4.2 compares the CPU time required for Test 1. The simulations are performed

for 20s with a time step ∆t = 0.02s. As shown in Table 4.2, the computational time in the
case of nonlinear modal analysis mainly depends on the size of selected model reduction
bases, and only slightly arises with the increase of element number owing to the time
spend on modal transformation . Therefore, a substantial CPU time reduction can be
achieved for application characterised by a large number of elements, which is typically
the case for realistic applications.

4.5. CONCLUSIONS
We propose a model order reduction method for the dynamic analysis of flexible multi-
body systems featuring large overall motion and nonlinear elastic deflection, which can
be described with the von Kármán kinematic assumption in the body reference. The
equations of motion are written in the floating frame of reference (FFR) for each flexible
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Table 4.2: CPU time for the Test 1: rotating beam, between full model and reduced model

Element number 100 200 300 400 500

Full analysis (s) 52.511 123.502 165.847 204.683 251.598

Modal analysis with 10VMs plus 10MDs (s) 64.280 71.259 72.555 72.900 79.832

component. This enables the description of the elastic motion with an internal reduc-
tion basis complemented with interface modes, which allow the connection between the
bodies via constraints. The internal basis of linear vibration modes (VMs) is enriched
with modal derivatives (MDs), which describe the essential nonlinear contributions for
the elastic geometric nonlinearities induced by the VMs.

The reduced basis is formed by enriching a classical Craig-Bampton reduction with
MDs relative to the VMs considered for each component. Subsequently, the reduced
equations of motion are obtained with a Galerkin projection.

The reduction in computational time is obtained by the substantial reduction in size
of the governing equations of motion. This results in the solution of a much smaller sys-
tem during the time integration via the implicit scheme. Moreover, the polynomial form
of the nonlinear elastic forces allows the offline computation of the reduced nonlinear
terms directly in modal coordinates.

The presented numerical examples highlight the superior performances of the pro-
posed approach with respect to classical reduction with VMs only. It is worth noting
that the ad-hoc inclusion of axial vibration modes in the reduction basis does not pro-
vide results as accurate as the ones obtained with the proposed approach. The proposed
method extends the common practice of linear modal analysis to systematically tackle
geometric nonlinear multibody problems. As a consequence, the proposed technique
does not require expensive sampling of the full solution to form the reduction basis, as
necessary in several model order reduction techniques based on the proper orthogonal
decomposition.

The proposed approach does not pose additional conceptual difficulties for the ex-
tension into three dimensional cases. In this case, it is recommended to resort on the
mean-axis definition for the floating frame of reference. This choice could be more prac-
tical than the nodal fixed frame, as the best choice of the specified fixed nodes in the
nodal fixed frame is not straightforward in three dimensional cases. Also, the MDs have
been successfully calculated for three dimensional models (Tiso, 2011, Weeger et al.,
2014) in inertia frame, to solve nonlinear problems without the large rigid body motion.
It is worth mentioning that the benefits of the proposed technique will be even more ap-
parent for tridimensional problems that would feature, in general, larger finite element
meshes and therefore provide larger gains from the adopted modal approach.





5
A MODAL DERIVATIVES ENHANCED

RUBIN SUBSTRUCTURING METHOD

FOR GEOMETRIC NONLINEAR

MULTIBODY SYSTEMS

This chapter presents a novel model order reduction technique for 3D flexible multibody
systems featuring nonlinear elastic behavior. We adopt the mean-axis floating frame ap-
proach in combination with an enhanced Rubin substructuring technique for the con-
struction of the reduction basis. The standard Rubin reduction basis is augmented with
the modal derivatives of both free-interface vibration modes and attachment modes to
consider the bending-stretching coupling effects for each flexible body. The mean-axis
frame generally yields relative displacements and rotations of smaller magnitude when
compared to the one obtained by the nodal-fixed floating frame. This positively impacts
the accuracy of the reduction basis. Also, the enhanced Rubin method better considers the
geometrical nonlinearities at the interfaces than the modal derivatives enhanced Craig-
Bampton method, as it comprises vibration modes and modal derivatives featuring free
motion of the interface. The coupling between free-interface modes and attachment modes
is also considered. Numerical tests show that the proposed technique can reproduce the
full solutions with satisfying accuracy and online speed up. The proposed technique re-
sults in a more accurate reduced-order model than its counterpart obtained with the en-
hanced Craig-Bampton, nodal-fixed floating frame method in Chapter 4. However, the
mean-axis formulation produces non-sparse operators and increases the offline costs.

This chapter is based on the paper “Wu, L., Tatsis, K. , Chatzi, E., van Keulen, F., & Tiso, P. , A modal derivatives
enhanced Rubin substructuring method for geometric nonlinear multibody systems. (submitted to Multibody
System Dynamics, minor revision)”.
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5.1. INTRODUCTION
The simulation of flexible multibody systems (FMBS) often relies on finite element (FE)
discretization of flexible components, which are then embedded into a floating frame
of reference (FFR) formulation (Shabana, 1997, Wasfy & Noor, 2003). The FFR repre-
sents the position of each body as a superposition of two components: i) the motion of
the reference frame which follows the overall rigid body motion of the flexible body; ii)
the relative motion of the flexible body with respect to the reference frame. The result-
ing models often comprise a large number of degrees of freedom (DoFs), which render
time integration schemes extremely costly. A relevant example of unaffordable compu-
tational burden could be found in the simulation of large-scale offshore wind turbines.
To assess their fatigue life, thousands of load cases need to be simulated, resulting in dis-
proportionally large computation times. At present, this can be achieved only by relying
on extremely simplified beam models that reduce the computational cost to a bearable
level. Such models do not inherit the complexity of the actual three-dimensional model
of the blade, and, as a result, the complex dynamic behavior may not be appropriately
represented. For this reason, many model order reduction (MOR) strategies for three-
dimensional FMBS have been proposed in the past. These techniques are based on clas-
sic modal truncation (Shabana, 2005, Bakr & Shabana, 1986) or singular value decom-
position (SVD) based MOR techniques as in (Fehr & Eberhard, 2011, Fischer & Eberhard,
2014, Holzwarth & Eberhard, 2015). In (Brüls et al., 2007), a global modal parametriza-
tion based MOR method is proposed, where the motion of the FMBS is described in
terms of configuration dependent modes. Using this reduction method, the nonlinear
holonomic constraints are naturally satisfied without the adoption of Lagrange Multipli-
ers. However, in most of the MOR techniques, the elastic behavior is assumed to be lin-
ear. As discussed in (Shabana, 2005), the linear MOR with FFR formulation is only suit-
able for structures featuring large rigid body motions but small relative displacements
with respect to the reference frame, as well as slow rotational speeds. For FMBS featuring
high rigid body rotation rates, the centrifugal force is of great significance, and therefore,
the centrifugal stiffening effect and foreshortening effect have to be considered.

For many FMBS applications involving finite but moderate relative rotations with re-
spect to the reference frame, neglecting geometrical nonlinearities may lead to incorrect
and even diverging solutions (Mayo et al., 1995, Mayo & Domínguez, 1996). In (Nada
et al., 2010), the geometrical nonlinearities are introduced in the equations of motion.
As a result, the internal force vector and tangent matrix need to be recomputed for ev-
ery iteration within each time step, therefore significantly impacting the computational
cost. It is then a must to extend the linear MOR methods to the geometric nonlinear
regime for three-dimensional FMBS.

When one substructure of the FMBS features geometric nonlinear behavior, domi-
nant low-frequency modes are not sufficient for adequately representing the relative mo-
tion with respect to the reference frame. Typically, large slender structures exhibit cou-
pling between bending and axial displacements when excited in the nonlinear regime.
The corresponding bending-stretching coupling could be in principle provided by adding
membrane-dominant (usually high-frequency) modes to the bending-dominant (typi-
cally low-frequency) modes based reduction basis. For flat structures, where each vibra-
tion mode exhibits purely bending or membrane displacement, such membrane modes
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can be easily identified and added to the reduced-order basis (ROB). The inclusion of
these so-called ad hoc modes has been applied in the FFR formulation in (Rizzi & Przekop,
2008, Li et al., 2009). However, for more complex geometries, the extraction of such
modes is i) challenging, as it is not straightforward to identify membrane-dominated
modes, and ii) expensive, as several modes need to be extracted.

In previous work (Wu & Tiso, 2016), the linear Craig-Bampton (CB) substructuring
basis (Bampton & Craig, 1968) was enriched with modal derivatives (MDs) (Idelsohn
& Cardona, 1985a,b) corresponding to low-frequency fixed-interface modes. The aug-
mented ROB was capable of capturing both the rigid body motions and the nonlinear rel-
ative displacement of the FMBS effectively. The nonlinear MOR technique was applied
for nodal-fixed frame reference (Nikravesh, 2005), which is the most straightforward im-
plementation of the FFR formulation. In this case, the reference frame is attached to
specified nodes of the moving body. However, for complex structures, e.g. discretized
with shell and solid elements, it is difficult to determine the optimal node whereon the
reference frame should be attached. This arbitrary definition of the nodal-fixed frame
results in significantly different relative displacements and rotations with respect to the
reference frame (Nikravesh, 2005), and ultimately degrades the accuracy if the relative
displacement and rotations are too large.

The use of mean-axis frame (Cavin & Dusto, 1977), which alleviates the need for the
reference frame to be attached to a specified node of the structure, aims at minimizing
the relative kinetic energy with respect to the reference frame. As a result, the largest rela-
tive displacement and rotation observed from a mean-axis frame will be smaller than the
largest one observed when standing at the origin of the nodal-fixed frame, as underlined
in (Nikravesh, 2005). This is especially relevant when one assumes geometrical non-
linearities based on the von Kármán kinematic assumption, which is suitable for small
strains and moderate rotations (Sharf, 1999) with respect to the reference frame. Since
the MDs are obtained from a truncated Taylor expansion of the nonlinear static equi-
librium around the reference position (Weeger et al., 2014, 2016) and are not updated
during the time integration, the accuracy of using MDs will be determined by how far
the structure departs from the equilibrium position. Therefore, the use of MDs further
supports the argument of using the mean-axis formulation.

In this chapter, the standard Rubin substructuring technique (Rubin, 1975) is en-
hanced with MDs and then implemented on the mean-axis frame formulation for the
construction of ROMs for the FMBS featuring moderate relative displacements and rota-
tions with respect to the reference frame. Each body is reduced by forming the ROB with
attachment modes, free-interface modes, and corresponding MDs. The Rubin method
fits the mean-axis formulation more naturally than the CB method when applied to the
geometric nonlinear problem, for two reasons. First, the Rubin method is based on a
truncated set of free-interface vibration modes, which naturally describe the elastic de-
formation of the component with respect to the reference frame (i.e., free-interface de-
formation with respect to the reference frame as in mean-axis frame formulation). Sec-
ond, the nonlinear behavior occurring at the interface is better represented by MDs of
both free-interface modes and attachment modes (related to the Rubin method) than by
MDs of fixed interface modes coming from the CB method. In (Wenneker & Tiso, 2014),
the inclusion of only the MDs relative to rigid body modes (i.e., vibration modes of zero
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frequency) in the ROB significantly increases the accuracy. In our approach, the MDs
relative to rigid body modes are avoided since the rigid body motion has already been
described by the reference frame motion. Therefore, a ROB of very limited size can be
achieved.

This chapter is organized as follows. Section 5.2 describes the FFR description fea-
turing geometric nonlinearities. The nodal-fixed and mean-axis frame are applied to the
FFR formulation in Section 5.3. The assembled EoMs of all FMBS, as well as the holo-
nomic joint constraints, are presented in Section 5.4. The nonlinear MOR method based
on the enhanced Rubin method is proposed in Section 5.5. Section 5.6 shows numeri-
cal examples to assess the accuracy of the present formulation, especially emphasizing
the improvements with respect to (Wu & Tiso, 2016). Finally, conclusions are given in
Section 5.7.

5.2. EQUATIONS OF MOTION IN FLOATING FRAME OF REFER-
ENCE

In the FFR formulation, we describe the absolute motion of an arbitrary point P j ,(s) on
the j th finite element of the s th body as the superposition of the motion of the reference
frame O(s)X (s)Y (s)Z (s) and the position of the point with respect to the reference frame,
as shown in Fig. 5.1. The position vector r j ,(s) ∈R3 of the point P j ,(s) is defined as

r j ,(s) = R(s) +A(s)u j ,(s) = R(s) +A(s)N j ,(s)
(
q j ,(s)

0 +q j ,(s)
f

)
, (5.1)

where R(s) ∈ R3 represents the position of origin of the reference frame O(s)X (s)Y (s)Z (s)

with respect to global frame OX Y Z , u j ,(s) ∈R3 is the relative nodal position of P j ,(s) with
respect to the reference frame, and A(s) ∈R3×3 is the transformation matrix from the ref-
erence frame O(s)X (s)Y (s)Z (s) to the global frame OX Y Z . The matrix of shape functions
in the reference frame is indicated by N j ,(s) ∈ R3×ne , where ne is the number of DoFs

per element, q j ,(s)
0 ∈ Rne is the vector of nodal coordinates in the undeformed state and

q j ,(s)
f ∈ Rne is the vector of relative DoFs of the j th element. For the remainder of this

chapter, we drop the superscript ?(s) for the sake of clarify, unless it is necessary to dis-
tinguish between different bodies in the FMBS.

The rotation matrix A is defined as

A =
 1−2θ2

2 −2θ2
3 2(θ1θ2 −θ0θ3) 2(θ1θ3 +θ0θ2)

2(θ1θ2 +θ0θ3) 1−2θ2
1 −2θ2

3 2(θ2θ3 −θ0θ1)
2(θ1θ3 −θ0θ2) 2(θ2θ3 +θ0θ1) 1−2θ2

1 −2θ2
2

 , (5.2)

where the four Euler parameters θ = col(θ0,θ1,θ2,θ3) are used:

θ0 = cos
θ

2
, θ1 = v1 sin

θ

2
, θ2 = v2 sin

θ

2
, θ3 = v3 sin

θ

2
, with θ2

0 +θ2
1 +θ2

2 +θ3
3 = 1.

Here, the function col(...) indicates the column stacking of vectors or scalar quantities.
The unit vector along the rotation axis is given by v = col(v1, v2, v3) and θ is the rotation
angle. The axis of rotation along v and the rotation angle θ are defined for each flexible
body separately.
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Figure 5.1: Generalized coordinates expression in floating frame of reference. Two bod-
ies are coupled through a joint. The absolute position of an arbitrary point
(red) in the j th element of the s th body is shown.

The absolute velocity ṙ j is given by

ṙ j = Ṙ+ ȦN j (q j
0 +q j

f )+AN j q̇ j
f

=
[

I B j {θ,q j
f } AN j

] Ṙ
θ̇

q̇ j
f

, (5.3)

where the argument of functional dependency is enclosed in curly brackets. The second
term in (5.3) is rewritten as

ȦN j (q j
0 +q j

f ) =B j {θ,q j
f }θ̇, (5.4)

in order to isolate the velocity terms θ̇. The matrix B j is thus a function of θ, q j
f and q j

0.

The dependency of B j on q j
0 will not be explicitly expressed since q j

0 is constant for each
FE model.

The kinetic energy T j for the j th element can be evaluated by

T j = 1

2

∫
V j
ρ j (ṙ j )Tṙ j dV j = 1

2
(q̇ j )TM j q̇ j , (5.5)

where q j = col(R , θ , q j
f ) and ρ j is the density of the element material. The mass matrix

M j is configuration-dependent. The kinetic energy of the s th body can be determined by
summing up the kinetic energy T j of all its elements. The mass matrix M of the s th body
is obtained by standard FE assembly. The vector q = col(R,θ,q f ) indicates the general-
ized coordinates of a single flexible body, where q f ∈ Rn refers to the total relative DoFs
in the reference frame and n is the number of relative DoFs.

The equations of motion (EoMs) for each flexible body can be derived from Lagrange’s
equations as

d

d t

(
∂T
∂q̇

)T

−
(
∂T
∂q

)T

+
(
∂U
∂q

)T

= g, (5.6)
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where T and U are the kinetic energy and strain energy, respectively; g is the vector of
externally applied generalized loads. At this stage, the flexible bodies (if more than one)
have not been assembled and the prescribed motions of the flexible bodies have not
been imposed yet.

The EoMs (5.6) can be rewritten in matrix form as

M{q}q̈−Qv {q, q̇}+ f{q} = g, (5.7)

where Qv is the quadratic velocity vector, which includes the effect of apparent forces
(such as centrifugal force and Coriolis force), and f is the nonlinear elastic force vector.
The quadratic velocity vector Qv results from the inertia coupling between the motion
col(R,θ) of the reference frame and the relative motion q f .

In this work, we adopt the von Kármán kinematic assumption for geometric non-
linearities, which is suitable for small strains and moderate rotations (Sharf, 1999). The
elastic force f can be directly derived from the differentiation of the strain energy and
may be written as a third-order polynomial function of the relative DoFs q f .

Equation (5.7) can be conveniently written in a partitioned form that highlights the
coupling between col(R,θ) and q f , as

MRR MRθ MR f

Mθθ Mθ f

sym M f f


 R̈

θ̈

q̈ f

−

(Qv )R

(Qv )θ
(Qv ) f

+

 0

0

f f

=

gR

gθ
g f

 , (5.8)

where the explicit dependency on q is dropped for clarity. The subscripts ?R ,?θ and ? f

indicate the partitions corresponding to R, θ and q f , respectively.
In this work, we rigidize the interface by rigidly linking each interface set with a ref-

erence virtual node, and expressing all relative interface DoFs qbp at the p th interface

set through 6 DoFs qvp ∈ R6 (3 translational DoFs and 3 rotational DoFs) of the virtual
node, as illustrated in Fig. 5.2. The 6 DoFs qvp represent the relative translations and ro-
tations of the virtual node with respect to the reference frame. The rigid body constraints
are commonly applied at the interface, when the flexible bodies are connected through
rigid joints.

To be specific, we split the relative DoFs q f ∈ Rn in the s th body into the sets of rela-
tive interface DoFs qb ∈Rnb and relative internal DoFs qi ∈Rni as

q f = col(qb ,qi ) = col(qb1 , . . . , qbw , qi ), (5.9)

where the interface DoFs qb have been further divided into different interface sets from
qb1 ∈ Rnb1 to qbw ∈ Rnbw , and w is the number of interface sets. It holds that nb1 + ·· ·+
nbw = nb . The transformation from DoFs qb of all interface nodes to the DoFs qv of all
virtual nodes can be written as

qb =

qb1

...
qbw

=

Lv1

. . .
Lvw


︸ ︷︷ ︸

Lv

qv1

...
qvw


︸ ︷︷ ︸

qv

, (5.10)
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Figure 5.2: Illustration of the "rigidizing" the interface sets of the s th body. The flexible
body contains two sets of interface DoFs. The relative DoFs q(s)

b1
,q(s)

b2
of the

two interface sets are described by the relative DoFs q(s)
v1

,q(s)
v2

of their corre-
sponding virtual nodes w.r.t. the reference frame, respectively.

where Lv ∈ Rnb×nv is the transformation matrix of the entire interface DoFs, and nv is
the number of DoFs for all virtual nodes. Matrix Lv is calculated according to the posi-
tion of each interface node. The detailed expression of the transformation matrix Lv is
discussed in Appendix B.

It should be noticed that the FE models, without imposed constraints, allow rela-
tive rigid body motion of the the flexible bodies with respect to the body reference. In
the FFR formulation, however, the rigid body motion has already been described by the
translation and rotation of the reference frame. To define a unique displacement field,
we need to eliminate redundant DoFs, by imposing a set of reference constraints. This is
discussed in the next section.

5.3. FLOATING FRAME DEFINITION

We now briefly summarize the nodal-fixed definition (Nikravesh, 2005) and the mean-
axis definition (Cavin & Dusto, 1977) of the FFR, together with the embedding technique
utilized to impose the constraints introduced by the mean-axis frame definition.

5.3.1. NODAL-FIXED FRAME

The nodal-fixed frame is commonly applied since its definition is straightforward. In
this work, the origin of the reference frame is attached to a specified node of the moving
body, i.e. no relative translations and rotations of the attached node with respect to the
reference frame are allowed. The choice of the attached node is not unique. Here, we
choose the virtual node of the k th interface set. Mathematically, this is simply done
by fixing the 6 relative DoFs qvk of the corresponding virtual node with respect to the
reference frame as

qvk = 0, (5.11)
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which corresponds to 6 scalar constraints. For illustration, we show the kinematic de-
scription of a crank-shaft system for the nodal-fixed floating frame in Fig. 5.3. The grey
mesh denotes the rigid body motion of each body, defined by the position and orien-
tation of the reference frame. When “standing" at the origin of the reference frame,
one observes the relative displacements and rotations of the body as the flexible body
is clamped at the origin of the frame.

rigid body motion

Body 2Nodal-fixed frame

Mean-axis frame

rigid body 

Body 1
Nodal-fixed frame

Mean-axis frame

elastic displacement

rigid body motion

elastic displacement

elastic displacement

rigid body motion

elastic displacement

rigid body motion

Figure 5.3: The kinematic description of a crank-shaft system (middle) for both nodal-
fixed frame (top) and mean-axis frame (bottom).

5.3.2. MEAN-AXIS FRAME
If an approximated kinematic model for only moderate relative rotations formulation is
adopted, as the case of the von Kármán model in the present work, one should try to keep
the relative rotations with respect to the reference frame as small as possible. Since the
magnitude of the relative displacements and rotations with respect to the nodal-fixed
frame largely depends on the choice of the attachment node, the mean-axis floating
frame is a more clever choice. Unlike the nodal-fixed frame, the mean-axis frame im-
poses constraint condition as a function of relative DoFs at each body impartially. The
basic idea is to locate the reference frame in such a way that the relative kinetic energy is
minimum with respect to an observer stationed on the reference frame. The relative ki-
netic energy of the j th element in the s th flexible body is defined as (Agrawal & Shabana,
1986)

Tr =
∑

j
T j

r =∑
j

1

2

∫
V j
ρ j (u̇ j

f )Tu̇ j
f dV j . (5.12)

According to (5.3), the relative velocity u̇ j
f of an arbitrary point in the j th element is

rewritten by stating

u̇ j
f = N j q̇ j

f = (A)T
[

ṙ j − Ṙ−B j θ̇
]

. (5.13)

Therefore, the relative kinetic energy Tr can be expressed as

Tr =
∑

j

1

2

∫
V j
ρ j

[
ṙ j − Ṙ−B j θ̇

]T [
ṙ j − Ṙ−B j θ̇

]
dV j . (5.14)
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If Ṙ and θ̇ are to satisfy the mean-axis condition, the kinetic energy Tr should be mini-
mum. As discussed for instance in (Agrawal & Shabana, 1986), we first rewrite the time
derivatives of the Euler parameters as a function of the angular velocity vectorω, i.e.,

ω= 2Eθ̇, (5.15)

with

E =
−θ1 θ0 θ3 −θ2

−θ2 −θ3 θ0 θ1

−θ3 θ2 −θ1 θ0

 , ω=
ω1

ω2

ω3

=
2(θ3θ̇2 −θ2θ̇3 −θ1θ̇0 +θ0θ̇1)

2(θ1θ̇3 +θ0θ̇2 −θ3θ̇1 −θ2θ̇0)
2(θ2θ̇1 −θ3θ̇0 +θ0θ̇3 −θ1θ̇2)

 .

Then, the minimum for Tr can be found by posing

∂Tr

∂Ṙ
= 0; and

∂Tr

∂ω
= 0. (5.16)

Eq. (5.16) yields 6 constraint equations to satisfy the mean-axis condition. In (Agrawal
& Shabana, 1986), the mean-axis constraint equations are further simplified and finally
linearized as a function of q̇ f , which is the time derivatives of the relative DoFs with
respect to reference frame. The approximated mean-axis condition is expressed as

Sq̇ f = 0. (5.17)

where S ∈R6×n is a matrix of constant parameters, usually referred to as inertia integrals.
The detailed derivation and linearization from (5.16) to (5.17) are given in Appendix C.

In order to express the mean-axis condition in terms of q f , the time integral of (5.17)
is applied to obtain

Sq f = 0. (5.18)

By applying the mean-axis frame condition (5.18), the flexible body can no longer un-
dergo rigid body motion with respect to the reference frame. For illustration, the kine-
matic description of a crank-shaft system for mean-axis frame is also given in Fig. 5.3.
In the mean-axis frame, the relative displacement and rotation (green mesh) of the body
exhibit a interface-free vibration with respect to the reference frame (grey mesh). Gen-
erally, the relative displacement and rotation observed from a mean-axis frame will be
smaller than their counterparts observed from the nodal-fixed floating frame, as dis-
cussed in (Nikravesh, 2005).

5.3.3. EMBEDDING OF MEAN-AXIS AND INTERFACE CONSTRAINTS
While enforcing Eq. (5.11) for nodal-fixed frame is straightforward, the treatment of Eq.
(5.18) requires more attention, since the constraint conditions are expressed as an ex-
plicit form of all relative DoFs q f . By noticing that the mean-axis frame only yields linear
constraints, we apply the so-called embedding techniques (Shabana, 2005) to obtain a
minimum number of equations expressed in terms of independent coordinates. As men-
tioned in (Pereira & Proenca, 1991), the process of imposing all the reference conditions
is actually equivalent to static condensation, where the slave variables are eliminated.
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We can define the generalized DoFs vector qg as

qg = col(qv , qb , qi ) = col(qm,v , qs,b , qm,i , qs,i ) (5.19)

where the virtual, boundary and internal DoFs are further split into independent (mas-
ter) and dependent (slave) sets of coordinates, denoted by the subscript ?m and ?s , re-
spectively. Note that all interface DoFs qb are set as slave DoFs qs,b and the DoFs of the
virtual nodes are set as master DoFs qm,v since qs,b are determined by qm,v .

The rigid interface condition in (5.10) and mean-axis frame constraint in (5.18) can
be written together as

[
Lv −I 0 0

0 Ss,b Sm,i Ss,i

]
︸ ︷︷ ︸

D


qm,v

qs,b

qm,i

qs,i


︸ ︷︷ ︸

qg

= 0, (5.20)

where D ∈ R(nb+6)×(nv+nb+ni ) is the Jacobian matrix of all constraint conditions with re-
spect to the generalized DoFs qg in the mean-axis frame, and the S matrix has been
partitioned accordingly. Eq. (5.20) can also be written as

Ds qs +Dm qm = 0, (5.21)

where
qs = col(qs,b , qs,i ) and qm = col(qm,v , qm,i ), (5.22)

and the matrices Ds and Dm contain the columns of D corresponding to slave DoFs qs ∈
Rnb+6 and master DoFs qm ∈ Rnm , respectively, and nm are the number of master DoFs.
The generalized DoFs qg can then be written as a function of qm as

qg =
[

qm

qs

]
=

[
I

−(Ds )−1Dm

]
qm = Hm qm , (5.23)

where Hm is the generalized condensation matrix. Finally, according to (5.23), the rela-
tive DoFs q f can be directly written as a function of the master DoFs qm as

q f = H f m qm , (5.24)

where H f m contains the rows of Hm corresponding to q f .
By substituting (5.24) into (5.8) and performing a Galerkin projection, we can obtain

the EoMs as 
MRR MRθ MRm

Mθθ Mθm

sym Mmm


︸ ︷︷ ︸

M̃

 R̈

θ̈

q̈m


︸ ︷︷ ︸

¨̃q

−

(Qv )R

(Qv )θ
(Qv )m


︸ ︷︷ ︸

Q̃v

+

 0

0

fm


︸ ︷︷ ︸

f̃

=

gR

gθ
gm


︸ ︷︷ ︸

g̃

, (5.25)
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where

Mmm = (H f m)TM f f H f m , MRm = MR f H f m , fm = (H f m)Tf f

gm = (H f m)Tg f , Mθm = Mθ f H f m , (Qv )m = (H f m)T(Qv ) f .

In (5.25), the EoMs are expressed in terms of only the master DoFs qm . The ?̃ refers to
quantities relative to a flexible body constrained on the mean-axis frame. The constraint
condition in (5.20) will be identically satisfied. This procedure is referred as the embed-
ding technique in (Shabana, 2005). This embedding technique is not as computationally
efficient as using Lagrange multipliers, since the condensed stiffness and mass matri-
ces are not sparse. However, it is strongly preferred when applying MOR for the relative
DoFs, as any mode extracted from Eq. (5.25) and used to form the reduction basis would
satisfy the mean axis and rigid interface condition exactly.

5.4. FLEXIBLE MULTIBODY EQUATIONS
Holonomic joint constraints are applied to connect neighbouring bodies and/or impose
prescribed motion through virtual nodes. For instance, a rigid connection between j th

and k th bodies can be imposed as

C{R, θ, qm,v } = R( j ) +A( j )N( j )
v (q( j )

0,v +q( j )
m,v )−R(k) −A(k)N(k)

v (q(k)
0,v +q(k)

m,v ) = 0, (5.26)

where q0,v and qm,v are the initial position and relative DoFs of the connecting virtual
nodes, respectively, and Nv here is equal to the Boolean matrix of selecting the transla-
tion DoFs.

It is emphasized here that the joint constraints are not imposed at the internal DoFs
qm,i . The constraint Jacobian matrix can thus be written as

Cq = ∂C

∂q̃
=

[
∂C

∂R

∂C

∂θ

∂C

∂qm,v
0i

]
= [CR Cθ Cm] , (5.27)

where 0i reflects that the constraints are not imposed on the internal DoFs qm,i and

Cm =
[

∂C
∂qm,v

0i

]
. The joint constraints (usually nonlinear) are included with Lagrange

multipliersλ as


M(s)

RR M(s)
Rθ M(s)

Rm

M(s)
θθ

M(s)
θm

sym M(s)
mm




R̈(s)

θ̈
(s)

q̈(s)
m

−


(Q(s)

v )R

(Q(s)
v )θ

(Q(s)
v )m

+

 0

0

f(s)
m

+


(C(s)

R )T

(C(s)
θ

)T

(C(s)
m )T

λ=


g(s)

R

g(s)
θ

g(s)
m


for s = 1, . . . ,H,

C{R,θ,qm,v } = 0,

(5.28)

where H is the number of bodies in the FMBS.

5.5. ENHANCED RUBIN SUBSTRUCTURING METHOD
The inertial terms of (5.28) are configuration dependent and therefore need to be up-
dated at every time step during time integration. Likewise, when geometric nonlineari-
ties have to be considered, also the internal force vector fm is configuration dependent.
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The computational cost of large size nonlinear FMBS using the FFR reference may thus
become significant, and MOR is required. The idea is to reduce the size of qm for each
body by expressing them as a combination of modes computed after suppressing the
rigid body motion of the floating frame, see (Wu & Tiso, 2016, Shabana, 2005, 1986). The
EoMs for each body in (5.28) can thus be simplified by suppressing col(R,θ) as

Mmm q̈m + fm{qm} = gm −CT
mλ. (5.29)

By fixing the rigid body motion of the frame, the quadratic velocity terms (Qv )m and the
couplings between rigid body motion and relative displacement vanish. The last term in
(5.29) represents the connecting forces which are imposed only at the virtual node DoFs.
The last term can be further rewritten as

−CT
mλ= BTgv , (5.30)

where B ∈Rnv×nm is the local-Boolean matrix that selects the interface DoFs qv from qm ,
and gv ∈Rnv is the interface force imposed at the virtual node.

Furthermore, we linearized (5.29) as

Mmm q̈m +Kmm qm = gm +BTgv , (5.31)

where

Kmm = dfm

dqm

∣∣∣∣
0
= (H f m)T df f

dq f

∣∣∣∣
0

dq f

dqm
= (H f m)TK f f H f m

is the linear stiffness matrix after the constraint embedding, and K f f is the linear sparse
stiffness matrix of the body. In general, Kmm is not a sparse matrix.

5.5.1. AUGMENTED RUBIN REDUCTION BASES WITH MODAL DERIVATIVES
In this section, we extend the standard Rubin substructuring method by augmenting the
associated reduction basis with MDs to properly consider geometric nonlinear effects.
The ROBs are established for each body separately.

The MDs were first proposed in (Idelsohn & Cardona, 1985a,b) for a single structure
not undergoing rigid body motion, by differentiating the eigenvalue problem associated
to the free vibration with respect to the modal amplitude. Slaats (Slaats et al., 1995) no-
ticed that neglecting the inertial terms when computing the MDs could still yield satis-
factory results. Related to this property, a simplified definition of MDs is also given by
neglecting these inertia related terms. This technique is usually addressed as the defini-
tion without mass consideration, or more recently, static MDs (Jain et al., 2017). A more
theoretical grounding of the validity of MDs is given in (Haller & Ponsioen, 2017).

When the inertial terms are neglected, Eq. (5.29) becomes

fm{qm} = gm +BTgv . (5.32)

We assume here that the external load gm can be written as a stiffness-scaled linear su-
perposition of the free-interface modes (FVMs) as

gm = KmmΦη, (5.33)
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where the FVMsΦ can be obtained by solving the linear eigenvalue problem associated
to (5.31): (

Kmm −ν2
j Mmm

)
φ j = 0, (5.34)

where ν j is the j th eigenfrequency and φ j is the corresponding FVM. Generally, a trun-
cated set of the first rm FVMs is selected in the reduction basisΦ ∈Rnm×rm based on the
frequency range of interest. The reduction will be achieved by letting rm ¿ nm . Note
that Φ does not contain any rigid body motion since the system has already been fully
constrained, see Section 5.3.

By substituting (5.33) into (5.32), we obtain a static nonlinear problem

fm{qm} = KmmΦη+BTgv = [
KmmΦ BT

]
ζ, with ζ= col(η, gv ) (5.35)

where static response qm is determined by the modal amplitude ζ ∈ Rrm+nv . Instead of
finding a solution of (5.35), we assume that qm is C 2 differentiable with respect to the
modal parameter ζ and we expand qm into a Taylor series around equilibrium position
as

qm{ζ} =
rm+nv∑

j=1

∂qm

∂ζ j

∣∣∣∣
0

ζ j + 1

2

rm+nv∑
j=1

rm+nv∑
k=1

∂2qm

∂ζ j∂ζk

∣∣∣∣
0

ζ j ζk +O(||ζ||3), (5.36)

where ζ j is the j th component of the modal parameter ζ.
In order to find the derivatives in (5.36) we differentiate both sides of (5.35) with re-

spect to ζ, and evaluate them around the equilibrium position as

dfm

dqm

∂qm

∂ζ
= [

KmmΦ BT
] → ∂qm

∂ζ

∣∣∣∣
0
= [
Φ K−1

mm BT
]

, (5.37)

where K−1
mm exists as rigid body motions are suppressed. This procedure distinguishes

from the standard Rubin method, where a pseudo-inverse matrix needs to be computed
due to the presence of rigid body modes. The matrixΨ= K−1

mm BT, Ψ ∈Rnm×nv includes
the so-called attachment modes (AMs). The AMs represent deformations due to the unit
generalized force at one interface DoF and zero to all other interface DoFs. Therefore,
the connecting interface force vector gv represents the modal amplitudes of the AMsΨ.

The expression (5.37) can be compactly written as

∂qm

∂ζ

∣∣∣∣
0
= [
Φ Ψ

]= X, (5.38)

where X is the Rubin ROB. In order to calculate the second-order derivatives of qm with
respect to ζ, we differentiate (5.35) twice as

dfm

dqm

∂2qm

∂ζ j∂ζk
+ d2fm

d(qm)2

∂qm

∂ζ j

∂qm

∂ζk
= 0. (5.39)

Evaluating (5.39) around the equilibrium position gives

Kmm
∂2qm

∂ζ j∂ζk

∣∣∣∣
0

+ d2fm

d(qm)2

∣∣∣∣
0

∂qm

∂ζ j

∣∣∣∣
0

∂qm

∂ζk

∣∣∣∣
0
= 0, (5.40)
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where the right hand side of (5.40) is a null vector, since the external load and interface
forces are assumed to be a linear superposition of the modal parameters ζ.

The second derivatives of the nonlinear response with respect to the modal ampli-

tudes ∂2qm
∂ζ j ∂ζk

∣∣∣
0

are the MDs, computed from (5.40) as

ϑ j k = ∂2qm

∂ζ j∂ζk

∣∣∣∣
0

=−(Kmm)−1 d2fm

d(qm)2

∣∣∣∣
0

X j Xk , (5.41)

and it holds that ϑ j k =ϑk j , see (Weeger et al., 2016).
Having defined the AMs, FVMs and corresponding MDs, qm can be approximated by

the second-order Taylor expansion in (5.36) as

qm =
rm+nv∑

j=1
X j ζ j + 1

2

rm+nv∑
j=1

rm+nv∑
k=1

ϑ j kζ j ζk , (5.42)

which constitutes a quadratic manifold for qm in the ζ space. In this work, we will not
directly apply (5.42), as done, for instance, in (Jain et al., 2017, Rutzmoser et al., 2017).
Instead, the MDs will be included in the ROB as additional independent modes to repro-
duce geometric nonlinearities. 1

The relative DoFs vector qm with respect to the floating frame is then given by

qm =Ψgv +Φη+Θξ, (5.43)

where Θ is the matrix containing the vectors of independent MDs, and ξ is the modal
coordinates vector associated to the MDs inΘ. Since the MDs are calculated around the
equilibrium position and will not be updated during the time integration, the accuracy
of using the modal transformation in (5.43) will be determined by how far the structure
departs from reference position.

For illustration, some representative modes of the ROB for the crank-shaft system are
shown in Fig. 5.4. For the first body, the ROB is constructed as done in (Wu & Tiso, 2016),
i.e., a nodal-fixed frame is applied, and the enhanced CB method is applied. The origin of
the reference frame is attached to the interface B1. Therefore, the fixed-interface modes
Φ(1), MDsΘ(1) are fixed at interface B1 and B2. The compatibility with neighboring bod-
ies are considered by the constraint modes (CMs) Ψ(1). The mean-axis frame is utilized
to describe the motion of the second body. The corresponding FVMsΦ(2), MDsΘ(2) and
AMsΨ(2) exhibit free vibration at the interface sets B2 and B3. It should be noted that all
modes are obtained after the mean-axis constraints are included. Therefore, the FVMs
in the ROB of the mean-axis frame model contain no rigid body motions. While these
low-frequency FVMs of the flat plate models contain bending-dominant vibrations, the
corresponding MDs exhibit membrane-dominant vibrations to properly model the non-
linear effects.

In order to assemble the reduced components, Eq. (5.43) should contain only modal
amplitudes. Further transformation is applied to replace the force vector gv with the

1Note that the number of obtainable MDs grows quadratically with respect to the number of modes contained
in the Rubin basis X. In (Jain et al., 2017), two MDs selection criteria are discussed with the goal of selecting
only a relevant subset of all possible MDs and therefore reduce the ROB size.
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Nodal-axis frameNodal Mean-axis frame

elastic displacement
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Vibration modes Φ(1) (fixed at B1 and B2)

Corresponding MDs !(2) (free at B2 and B3)Corresponding MMDs !(2) (free at B2 and B3) !( )

Attachment modes Ψ (2)

(unit force)Vibration modes Φ (2) (free at B2 and B3)

Corresponding MDs"!(1) (fixed at B1 and B2)

Constraint modes Ψ(1)

(unit displacement)( p )

rigid body motion

elastic displacement

Interface B1

Interface B2

Interface B3

B1

B2

B2

B1
B1

B2

B1

B2

B1

B2

B1

B2

B2

B3

B2

B3

B2

B3

B2

B3

B2

B3

Figure 5.4: The nonlinear ROBs for the crank shaft system. The first body (left) and its
corresponding enhanced CB ROB is illustrated using the nodal-fixed frame,
while the second body (right) and its corresponding enhanced Rubin ROB is
illustrated using the mean-axis frame.

interface DoFs vector qm,v . The interface partition of (5.43) is

qm,v = Bqm =Ψv gv +Φvη+Θvξ, (5.44)

whereΨv ,Φv andΘv are the rows of the AMs, FVMs and MDs associated to the interface
DoFs, respectively. The interface force vector gv can thus be expressed as

gv = (Ψv )−1(qm,v −Φvη−Θvξ). (5.45)

By substituting (5.45) into (5.43) and recalling (5.22), the interface DoFs qm,v can be re-
tained in the final coordinates transformation as

qm =
[

qm,v

qm,i

]
=

[
I 0 0
Ψi v Φi −Ψi vΦv Θi −Ψi vΘv

]qm,v

η

ξ

= V f γ f , (5.46)

where Ψi v =Ψi (Ψv )−1, Ψi , Φi and Θi are the internal components of the AMs, FVMs
and MDs, respectively. V f and γ f are the final ROB and generalized DoFs vector for the
enhanced Rubin reduction, when geometric nonlinearity is considered.
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5.5.2. REDUCED EQUATION OF MOTION

The final reduced EoMs for the s th substructure can be obtained by substituting (5.46)
into (5.28) and performing a Galerkin projection as
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(5.47)

with

M
(s)
f f = (V(s)

f )TM(s)
mm V(s)

f , M
(s)
R f = M(s)

Rm V(s)
f , C

(s)
f = C(s)

m V(s)
f , f

(s)
f = (V(s)

f )Tf(s)
m

g(s)
f = (V(s)

f )Tg(s)
m , M

(s)
θ f = M(s)

θm V(s)
f , (Q

(s)
v ) f = (V(s)

f )T(Q(s)
v )m .

All nonlinear terms in (5.47) can be directly expressed as a function of the modal coordi-
nates col(R(s), θ(s), γ(s)

f ) by a tensorial form as in (Wu & Tiso, 2016).

The nonlinear force vector f
(s)
f , whose update is the most time consuming operation

during each iteration of the time integration, can be directly expressed as

f
(s)
f = 2W (s)γ(s)

f +
(

3W (s) ·γ(s)
f

)
·γ(s)

f +
[(

4W (s) ·γ(s)
f

)
·γ(s)

f

]
·γ(s)

f , (5.48)

where the tensors 2W (s) ∈Rr (s)
g ×r (s)

g , 3W (s) ∈Rr (s)
g ×r (s)

g ×r (s)
g and 4W (s) ∈Rr (s)

g ×r (s)
g ×r (s)

g ×r (s)
g are

constant quadratic, cubic and quartic tensors, respectively, and r (s)
g is the number of

modes in the enhanced ROB V(s)
f . The tensors 2W (s), 3W (s) and 4W (s) can be calculated

offline, once the reduction basis of each flexible body is determined.
The system reduced EoMs can be obtained by assembling the contribution from each

body and by appending the constraint conditions, as{
M

(s)
q̈

(s) −Q
(s)
v + f

(s) + (C
(s)

)Tλ= g(s), for s = 1, . . . ,H
C{R,θ,qm,v } = 0.

(5.49)

It is emphasized here that the constraint equation C = 0 is not projected onto the re-
duced basis, and therefore, exact interface compatibility has been guaranteed.

In this work, we use the implicit Newmark scheme for the time integration of (5.49).
The constraint equation is treated as discussed in (Meek & Liu, 1995). Substantial com-
putational cost reduction can be achieved, in comparison to full analysis, thanks to the
reduction in size and the efficient treatment of the nonlinear terms (5.48).

5.6. NUMERICAL EXAMPLES
In this section, two numerical examples are presented to assess the performance of the
proposed reduction method. All the models contain elastic bodies meshed with triangu-
lar FE shell elements (Tiso, 2006) featuring 3 nodes per element and 6 DoFs per node. In
our discussion, the following labelling is utilized to refer to the solutions obtained from
different approaches, namely:
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• MFR-HFM-L/NL: linear/nonlinear response of the high fidelity model (HFM) ob-
tained from mean-axis floating frame of reference (MFR);

• NFR-HFM-L/NL: linear/nonlinear response of the HFM obtained by nodal-fixed
floating frame of reference (NFR);

• MFR-ERubin-NL: nonlinear response of ROMs obtained by projection on the en-
hanced Rubin basis (with MDs) for MFR, as discussed in this work;

• NFR-ECB-NL: nonlinear response of the ROMs obtained by projection on the en-
hanced Craig-Bampton basis (with MDs) for NFR, as discussed in (Wu & Tiso,
2016);

• MFR-Rubin-NL: nonlinear response of ROMs obtained by the projection on the
standard Rubin basis (without MDs) for MFR;

• NFR-CB-NL: nonlinear response of ROMs obtained by the projection on the stan-
dard CB basis (without MDs) for NFR.

5.6.1. MODEL 1: ROTATING BEAM
We consider here the dynamic analysis of a rotating beam, which has been used as
a benchmark in many papers dealing with flexible beams and geometric nonlineari-
ties (Simo & V. Q., 1986, Hsiao et al., 1994, Galvanetto & Crisfield, 1996, Kim et al., 2013).
In all the previous publications, the system shown in Fig. 5.5 was meshed with planar
beam elements. The geometry of the beam and material properties are also illustrated
in Fig. 5.5. An imposed end rotation θs with respect to OX axis is applied as:

θs =


ωs
Ts

[
1
2 t 2 + ( Ts

2π

)2(cos
( 2πt

Ts

)−1
)]

, t É Ts

ωs
(
t − Ts

2

)
. t > Ts

where Ts = 15 s and ωs = 6 rad/s.

θs
Thickness: th=0.0775m

Width: 
b=0.6452m

Length: L=10m

𝐸 = 5.6×10)	Pa
𝜐 = 0.3

𝜌 = 24	kg/m6

(a) rotating beam structure (b) tip displacement: U and V  (c) FE model with shell elements

𝜃8
O

X

Z

Y

Figure 5.5: The kinetic description of rotating beam model with shell elements.

The nonlinear responses of the tip displacement components W,U and V (see Fig.
5.5(b)) obtained with different methods are compared. When the global position vector
at the tip node r j is obtained from Eq. (5.1), the tip displacement W,U and V can be
calculated for this example asW

U
V
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1 0 0
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10
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The vector R̃ presents the position of virtual node of the joint, and the superscript t de-
notes the tip node with nodal position col(0,10,0) at the initial state. Notice that since
the beam only rotates about the x-axis, it holds that W = 0.

The tip displacement components U and V are shown in Fig. 5.6. The nonlinear re-
sponse obtained from the corotational frame of reference (CFR) featuring planar beam
element is also included as a reference solution. The CFR (Le et al., 2011) is a more gen-
eral and expensive framework that is able to deal with arbitrary large elastic displace-
ment. This reference solution is denoted as CFR-HFM-NL. From Fig. 5.6 we can observe
a good agreement between the time response of the CFR-HFM-NL, NFR-HFM-NL and
MFR-HFM-NL. The good agreement confirms that the adopted von Kármán kinetic as-
sumption is adequate for this numerical example.

Table 5.1: size of ROB for the rotating beam model.

number of modes in linear ROB number of MDs total DoFs

NFR-ECB-NL 10 10 20

MFR-ERubin-NL 10 10 20

NFR-CB-NL 50 0 50

MFR-Rubin-NL 50 0 50

In addition, the accuracy of all ROMs is compared to the HFMs. For illustration, the
number of modes for different ROMs is listed in Table 5.1. Since the origin of the NFR is
fixed at the hinge, no interface modes (i.e. constraint modes) are included in the NFR-
ECB-NL. The MDs enhanced substructuring method for both nodal-fixed frame and
mean-axis frame (i.e., NFR-ECB-NL and MFR-ERubin-NL) can achieve a good approx-
imation of the reference solution. On the contrary, the standard substructuring tech-
niques (without MDs) for both nodal-fixed and mean-axis frame (i.e., NFR-CB-NL and
MFR-Rubin-NL) fail to reproduce the full response, even though as many as 50 modes
are included in the ROBs.

To further compare the effectiveness of the ROMs between nodal-fixed frame and
mean-axis frame, the root-mean square (RMS) error, defined as

εRMS {ti } =
√

1

n

(||rX {ti }− rX {ti }||2 +||rY {ti }− rY {ti }||2 +||rZ {ti }− rZ {ti }||2) (5.50)

is plotted in Fig. 5.7(a) for ωs = 6 rad/s, and the relative error (RE), defined as

RE =
√∑

t (r{t }− r{t })T(r{t }− r{t })√∑
t rT{t }r{t }

×100% (5.51)

is plotted in Fig. 5.7(b) for ωs ranging from 6 rad/s to 12 rad/s. Here, r and r are the
global position vectors obtained from the HFM and ROMs, respectively. The subscripts
?X , ?Y , ?Z indicate directional components along the OX , OY , OZ axis. As can be
observed in Fig. 5.7 (a), although both the ROMs with nodal-fixed frame and mean-
axis frame can reproduce the full solution with satisfactory accuracy (RMS errors below
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Figure 5.6: Time history of the tip displacement relative to the spin-up beam. The ROMs
featuring MDs (i.e., MFR-ERubin-NL and NFR-ECB-NL) yield the accurate
approximations of their corresponding HFM solutions.

1.5×10−4), the MFR-ERubin-NL is more accurate (RMS error below 2×10−5) than NFR-
ECB-NL, for a ROM of the same size. As can be seen in Fig 5.7 (b), when the rotational
velocity parameter ωs increases from 6 rad/s to 12 rad/s, the REs of both NFR-ECB-NL
and MFR-ERubin-NL increases since larger geometrical nonlinearities are triggered. The
REs obtained from MFR-ERubin-NL are always signifcantly lower than their counter-
parts in NFR-ECB-NL for all the load cases. The mean-axis formulation (MFR-ERubin-
NL) gives better results as the relative displacement is smaller than its counterpart in the
nodal-fixed counterpart (NFR-ECB-NL). As a result, the MDs better capture nonlinear
displacements in MFR-ERubin-NL.

0 5 10 15 20

Time (s)

2

4

6

8

10

12

14

R
M

S
 E

rr
o
r

10
-5

MFR-ERubin-NL

NFR-ECB-NL

(a) RMS errors comparison with ωs = 6rad/s

6 7 8 9 10 11 12

s
 (rad/s)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

R
E

 (
%

)

10
-3

NFR-ECB-NL

MFR-ERubin-NL

(b) RE comparison for ωs from 6rad/s to 12rad/s

Figure 5.7: Accuracy comparison between nodal-fixed frame and mean-axis frame. The
REs obtained from MFR-ERubin-NL are always significantly lower than their
counterparts in NFR-ECB-NL for all the load cases.
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5.6.2. MODEL 2: 5MW/61.5M WIND TURBINE BLADE

We consider here a more complex example: a 61.5 m long blade of the NREL 5 MW
reference wind turbine, which is originally presented in (Resor, 2013). This model is
constructed by assuming constant thickness and homogeneous material. The effective
material properties and geometrical parameters are shown in Fig. 5.8. Rayleigh damp-
ing (Geradin & Rixen, 1997) is adopted: a modal damping factor of 2% for the first two
modes is used to determine the Rayleigh coefficients.

blade root

leading edge

trailing edge

blade tip

(a) 3D view of the turbine blade 

(b) FE model of turbine blade

X (rotating axis)

O

(c) aerodynamic loads of the blade

FL

Length of the blade: � ൌ ͸ͳǤͷ ݉ ;
Young's modulus: ܧ ൌ ͳǤͳͳ ൈ ͳͲଵଵ ܲܽ ;
Thickness: ݐ௛ ൌ ͲǤͲͷ ݉; Density: ߩ ൌ ͳͻͷͲ ݇݃Ȁ݉ଷ ;
Poisson ratio: ݒ ൌ ͲǤ͵ Ǣ
Drag force: FD ; Lift force: FL ; Resultant force: FR ;
Tangential force: FT ; Normal force: FN ;

root view:

side view:

side view:

rotor planerotor planee

Y

chord line

FT

FN

FD

FR

Figure 5.8: Illustration of the 61.5 m blade of the NREL 5MW reference wind turbine. The
mesh contains 3989 nodes and 8394 elements, which yields to 23934 DoFs.

The aerodynamic loads experienced by the blade are calculated using the Blade Ele-
ment Momentum (BEM) theory, which constitutes a broadly adopted industrial practice
for design and analysis of wind turbines. The aerodynamic loads (i.e., normal force FN

and tangential force FT per section) are computed as discussed in (Hansen, 2015). For
this example, they result in prescribed, time-varying nodal forces at the leading edge of
the blade. No aero-elastic interaction is here considered. For illustration, the normal
force FN and tangential force FT , calculated as in (Hansen, 2015), along the leading edge
nodes with length L of 10 m, 33 m and 50 m, respectively, are shown in Fig. 5.9.

The blade is assumed to rotate around the x-axis with a constant speed Ω = 8 rad/s
and a physical time of 100 seconds is simulated. For the time integration, we use a
fixed time step of 0.02 seconds, with updating of the tangential operator at each itera-
tion within one time step, with a convergence criterion on the norm of the force residual
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Figure 5.9: Normal forces FN and tangential forces FT at the leading edge nodes with
L = 10m,33m, and 50m for the first 100 seconds.

relative to the norm of the internal force vector (tolerance set to 10−6).

The tip displacement W,U and V of the blade tip node obtained from the elasti-
cally linear (NFR-HFM-L, MFR-HFM-L) and nonlinear (NFR-HFM-NL, MFR-HFM-NL)
HFMs are compared in Fig. 5.10. A clear difference between the linear and nonlinear
tip displacement W,U and V can be observed, confirming that the blade vibrates in the
nonlinear regime. On the other hand, the relative displacements obtained from MFR-
HFM-NL and NFR-HFM-NL are in good agreement.

The different ROBs for the nonlinear analysis, for both nodal-fixed frame and mean-
axis frame, are listed in Table 5.2. The reduced nonlinear responses obtained from dif-
ferent ROMs are shown in Fig. 5.11. As can be observed, the ROMs with MDs (i.e.,
MFR-ERubin-NL and NFR-ECB-NL) yield much better approximations than their coun-
terparts without MDs (i.e., MFR-Rubin-NL and NFR-CB-NL), even though much more
modes are included in these latter ones. This confirms the efficiency of using MDs to
account for the nonlinear effect. Furthermore, the enhanced Rubin basis performs bet-
ter than the enhanced CB counterpart in the nodal-fixed frame, even though the same
number of MDs are included. The better accuracy is clearly highlighted in Fig. 5.11(d),
where the RMS errors of the overall displacement field are compared.

The computational time is compared between the ROMs enriched with MDs (NFR-
ECB-NL and MFR-ERubin-NL) and the HFMs (NFR-HFM-NL and MFR-HFM-NL). All
simulations are performed in MATLAB®R2015, on the a cluster equipped with 8-core
Intel® Xeon® CPUs (E5-2630v3) @ 2.4 GHz and 128 GB RAM.
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Figure 5.10: Comparison of linear and nonlinear tip displacement W,U and V of the
blade tip node. A clear difference between the linear and nonlinear re-
sponses can be observed, confirming that the blade vibrates in the non-
linear regime.

Table 5.2: Number of DoFs for the 61.5m blade model of the NREL 5 MW reference wind
turbine

number of modes in linear ROB number of enriched MDs total DoFs

NFR-ECB-NL 10 15 25

MFR-ERubin-NL 10 15 25

NFR-CB-NL 50 0 50

MFR-Rubin-NL 50 0 50

The computational cost of the HFM is denoted by t f ul l while the one of ROMs has
been divided into three different components: i) the construction of the reduction basis,
which is regarded as offline cost (to f f 1); ii) the calculation of all the higher-order tensors
as in (5.48), also included in the offline cost (to f f 2), and iii) the time required for time
integration, which constitutes the online cost (ton). Clearly, the HFM does not bear any
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Figure 5.11: Nonlinear response of the monitored node for different ROMs. The ROMs
with MDs (i.e., MFR-ERubin-NL and NFR-ECB-NL) yield much better ap-
proximations than their counterparts without MDs (i.e., MFR-Rubin-NL
and NFR-CB-NL).
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offline cost. The computational time is shown in Table 5.3.

Table 5.3: Computational cost for the 61.5m wind turbine blade (100s physical time).

floating frame

HFM ROM Number of speed up factor
offline online iterations

t f ul l to f f 1 to f f 2 ton N S1 S2

mean-axis 155307s 2053s 230s 72s 10598 2157 66

nodal-fixed 49254s 13.25s 241s 125s 17758 394 129.87

A speed-up factor S is applied to highlight the computational efficiencies of the non-
linear MOR methods by stating

S = Con t f ul l

Co f f (to f f1 + to f f2 )+Con ton
, with Co f f +Con = 1, (5.52)

where Co f f and Con are weight factors for the offline and online stages, respectively.
The offline calculation cost is neglected by setting Co f f = 0,Con = 1. The so obtained
speed up factor, denoted as S1, is justified when the same ROM is used for many dif-
ferent load cases. Alternatively, one can set equal weights to offline and online costs,
i.e., S2 : Co f f = 0.5,Con = 0.5. This covers the limit case in which the ROM is used only
once. In the context of wind turbines, a considerable number of loading conditions is
prescribed by the design standard IEC 61400-1 (TC88-MT, 2005), resulting in a mini-
mum acceptable number of simulations in the order of 1880 (Hansen et al., 2015). This
number grows rapidly when one or more of the parameters associated with the site envi-
ronmental conditions lies outside the range of IEC reference conditions and may quickly
result in up to 3,200,000 simulations (Graf et al., 2016). The significance of online cost
becomes even more pronounced in the context of digital twin technology, which consti-
tutes the state-of-the-art approach for lifecycle management of wind turbine structures.
Such technology consists in combining a virtual system model, i.e digital twin of the
wind turbine, with operational sensor data so as to afford real-time assessment of the
structural condition of wind turbines, making thus S1 a decisive factor in comparison to
S2.

It can be observed that the t f ul l and to f f1 in the mean-axis frame are much larger
than their counterparts in the nodal-fixed frame, since the stiffness and mass matrices
Mmm and Kmm are no longer sparse matrices due to the static condensation of the con-
straints in the mean-axis frame. Therefore, the eigenvalue analysis in Eq. (5.34), the
calculation of MDs in Eq. (5.41), as well as tangent operator calculation in Newmark
time integration are more expensive than their correspondents in the nodal-fixed frame,
where only sparse matrices M f f and K f f are involved. to f f2 is similar for the mean-axis
frame and nodal-fixed frame ROMs, as to f f2 is mainly determined by the size of ROBs,
i.e., the number of modes included in the reduction basis. On the contrary, ton in the
mean-axis frame is much smaller than its counterpart in the nodal-fixed frame. This is
due to the fact that the MFR-ERubin-NL requires fewer iterations for a given time step
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because of smaller relative DoFs q f , although NFR-ECB-NL and MFR-ERubin-NL con-
tain the same number of modes in the ROB and their corresponding computational time
per iteration is similar.

5.7. CONCLUSIONS
This chapter presents a model-order reduction technique for flexible multibody systems
featuring geometric nonlinear elastic behavior. The overall motion of each body is de-
scribed with the mean-axis floating frame of reference. The relative displacements of
each body are then represented by enhancing the standard Rubin substructuring basis
with the modal derivatives. The modal derivatives are computed for the complete set of
the Rubin basis(i.e., free vibration modes and attachment modes). This allows to accu-
rately capture the geometric nonlinear elastic behavior of the deformable body. When
compared with a previous contribution (Wu & Tiso, 2016), where a modal derivatives-
enhanced Craig-Bampton substructuring method is applied in the nodal-fixed floating
frame, the presented approach offers a better representation of the nonlinearity at the
interface, since the coupling between attachment modes and free-interface modes is
considered.

For the reduced-order model, the modal derivatives essentially represent second-
order terms of the Taylor expansion of the displacements from the undeformed configu-
ration. As such, it is essential to minimize the relative displacements and rotations with
respect to the reference frame when using a reduction basis. The mean-axis formula-
tion indeed provides generally smaller relative displacements and rotations than their
counterpart in the nodal-fixed frame, thus improving the accuracy of the reduced-order
model, as shown in the numerical examples.

The method provides significant computational gains when tested on the simula-
tion of a flexible wind turbine blade featuring about 24000 relative degrees of freedom.
The necessary offline cost for the computation of reduction basis is higher than the one
proposed in (Wu & Tiso, 2016), since the projected matrices are no longer sparse due
to the embedding of the mean-axis constraints. However, the online speed-up is more
advanced for the chosen test as compared to the one in (Wu & Tiso, 2016) for a reduced-
order model of equal size. This is due to the fewer iterations within a time step required
for convergence, as the relative displacements with respect to the reference frame are
smaller. This technique is particularly useful when several load conditions need to be
simulated so that neglecting offline cost can be justified.





6
CONCLUSIONS AND

RECOMMENDATIONS

The previous four chapters discussed the nonlinear model order reduction and substruc-
turing techniques for nonlinear multibody dynamics with several scientific contributions.
In this section, we summarize the overall conclusions and provide the recommendations
for further study.
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6.1. CONCLUSIONS
In this thesis, nonlinear model order reduction techniques have been investigated step-
by-step, from substructuring dynamic analysis to multibody system featuring rigid body
and non-infinitesimal flexible motion. By doing so, the objective of this thesis, as de-
fined in Section 1:

“How can the computational cost for the dynamic analysis of a complex structure, which
features both nonlinear effects and large rigid body motions, be reduced efficiently?”

has been attained.
The study of different interface reduction techniques for linear systems suggests that

the existing Craig-Bampton substructuring technique with system-level interface reduc-
tion could be extended to a more generalized framework, namely the multilevel Craig-
Bampton substructuring method. By doing so, both offline cost (i.e. the computational
time for construction of the reduction basis) and the online cost (i.e. the computational
time for the time integration) can be reduced. While the system level interface reduc-
tion is preferred when high accuracy is required and significant offline cost can be ac-
cepted, the multilevel interface reduction method provides a promising alternative for
large-scale problems when both accuracy and computational efficiency are of concern.

For many multi-component structures featuring geometric nonlinear behavior, the
computational burden of the dynamic simulations could be a critical issue. We further
proposed a modal-derivatives enhanced Craig-Bampton substructuring technique for
the reduction of geometric nonlinear dynamic analysis, which can deliver compact re-
duced order models featuring system-level interface reduction. The modal derivatives
are capable of describing the most significant contributions to geometric nonlinear be-
havior, for both internal and interface degrees of freedom. The reduced nonlinear force
vector, which is computationally expensive, is constructed at a substructure-level in par-
allel across substructures. The presented reduced order models show excellent accu-
racy, when compared to the full models. Meanwhile, significant computational savings
are obtained. The proposed enhanced Craig-Bampton substructuring technique allows
highly efficient modeling of complex structures with geometric nonlinearities, and of-
fers the flexibility to consider nonlinearities only for selected substructures undergoing
moderate displacements and rotations.

In flexible multibody systems, each substructure may feature both large rigid body
motion and nonlinear flexible behavior. For this case, we have embedded the enhanced
Craig-Bampton technique within the floating frame of reference approach. The reduced
order models are first discussed for planar nonlinear von-Kármán beam systems. The
nodal-fixed formulation, where the reference frame is rigidly attached to one or more
nodes of the flexible body, is applied. In the case of beam components, interface reduc-
tion methods are unnecessary since a single node connects the adjacent bodies. The
computational saving is obtained by a substantial reduction in the size of the governing
equations of motion. The proposed procedure allows for a very compact reduction ba-
sis and thus yields significant simulation time savings, provided that the internal force
vectors are expressed directly in modal coordinates via reduced high-order tensors. We
show that this method is superior, in terms of accuracy and efficiency, than the reduction
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using a large number of fixed interface modes. Moreover, the proposed enhanced Craig-
Bampton method does not pose additional conceptual difficulties for the extension into
three-dimensional discretization.

Because of the non-unique definition of the nodal-fixed frame, it might yield large
relative displacements and rotations and therefore adversely impact the accuracy of a
reduced order basis that attempts to capture the flexible motion. Moreover, in geometric
complex three dimensional systems, the nonlinear behavior at the interface needs to be
properly accounted. In order to tackle these difficulties, we combined the modal deriva-
tives enhanced Rubin substructuring method with the mean-axis floating frame. When
compared to the enhanced Craig-Bampton method, the enhanced Rubin substructur-
ing approach better models the geometrical nonlinearities occurring at the interface,
since the reduction basis comprises vibration modes and modal derivatives featuring
free motion of the interface. Moreover, the mean-axis frame guarantees better accu-
racy when an approximate kinematic model (in this case, von-Kármán moderate rota-
tions model) is adopted because the relative displacements and rotations with respect to
the mean-axis frame are much smaller than their counterpart with respect to the nodal-
fixed frame. The application of this method to a 61.5m blade of a reference 5MW wind
turbine model has been discussed. The reduced order model can accurately describe
the nonlinear dynamic behavior of the full system (less than 2× 10−4 in terms of root
mean square error) with a reduction of degrees of freedom. It can be observed that the
proposed formulation provides better accuracy and significant computational savings
(speeding up factor S1 = 2157) when compared to its counterpart featuring enhanced
Craig-Bampton method and nodal-fixed frame (speeding up factor S1 = 394). There-
fore, it can be concluded that the enhanced Rubin substructuring approach in combi-
nation with the mean-axis floating frame provides a powerful way of obtaining compact
reduced order models.

6.2. RECOMMENDATIONS
Although several modal-derivatives enhanced model order reduction methods have been
proposed in this thesis, there are always open topics for further study. The recommen-
dations for potentially interesting future work, based on the author’s opinion, are listed
here:

• In this work, the linear projection based model order reduction techniques are
the area of interest. We neglect the quadratic relationship between the modal
amplitudes of the linear modes (not limited to truncated vibration modes) and
the corresponding modal derivatives, and add the modal derivatives in the reduc-
tion basis as extra modes, paying for the price of additional degrees of freedom.
However, the number of modal derivatives grows quadratically with the number
of linear modes. Therefore, the interface reduction techniques have to be com-
bined with substructuring methods to avoid the overwhelming number of inter-
face modes. The quadratic manifold approach (Jain et al., 2017) is an alternative
model order reduction option that aims at constructing a configuration depen-
dent projection subspace. This approach can yield a more compact reduced order
model, as the modal derivatives amplitudes are enslaved to the linear modes. By
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doing so, the need for interface reduction, which inevitably degrades the accu-
racy, might vanish. However, the reliability of the quadratic manifold approach is
not yet fully demonstrated, especially when membrane effects are not the domi-
nating source of nonlinearity (Rutzmoser et al., 2017). An interesting extension of
this work would be to test the quadratic manifolds when applied to substructured
problems.

• The proposed enhanced Craig-Bampton substructuring method is combined with
system-level interface reduction. An accurate approximation has been achieved.
However, the system-level interface modes, as well as the corresponding modal
derivatives, are calculated after the substructures are assembled together. By do-
ing so, in case of a local design change, all the interface modes and modal deriva-
tives have to be recomputed. The cost of reduction basis reconstruction could be
reduced if the enhanced Craig-Bampton substructuring method is combined with
the local-level or multilevel interface reduction methods. However, the problem
of interface incompatibility, introduced by the local-level interface reduction, has
to be solved before the local-level method is applied to the nonlinear problems.

• In this work, we rank the model derivatives by a simple heuristic modes selection
criterion, where the modal interaction between different modes based on a linear
modal solution with the same load condition is utilized to determine the relative
significance of the modal derivatives. This modal derivatives selection criterion is
based on a modal linear solution. However, this selection criterion cannot be di-
rectly applied in the floating frame of reference owing to the following two reasons:
i) the linear solution in the floating frame of reference is still very time-consuming,
since the mass matrices and quadratic velocity vectors are configuration depen-
dent, and therefore need to be updated at every iteration during each time step; ii)
for many multibody system dynamic applications involving large elastic deflection
and large centrifugal forces, neglecting the geometrical nonlinearities may lead to
diverging solutions. A robust and comprehensive mode selection criterion should
be studied for the flexible multibody system when the floating frame of reference
is applied.



A
THE MASS MATRIX AND QUADRATIC

VELOCITY VECTOR

This Appendix contains a detailed formulation of the mass matrix and quadratic veloc-
ity vector. Appendix A.1 gives all the quantities in full model in equation (4.6), while
appendix A.2 refers to the reduced model (i.e., modal) formulation in equation (4.38).

A.1. PRECOMPUTED OFFLINE QUANTITIES IN NODAL COORDI-
NATES

To obtain the detailed expression of the mass matrix M j , we first rewrite Eq. (4.3) as

ṙ j = Ṙ+ ȦN j (e j
0 +q j

f )+AN j q̇ j
f

=
[

I B j {θ,q j
f } AN j

] Ṙ
θ̇

q̇ j
f

. (A.1)

The second term in (A.1) is rewritten as

ȦN j (e j
0 +q j

f ) =B j {θ,q j
f }θ̇, (A.2)

in order to isolate the velocity terms θ̇.
By substituting (A.1) into (4.2), we can obtain

T j = 1

2

∫
V j
ρ j (ṙ j )Tṙ j dV j

= 1

2
(q̇ j )T

∫
V j
ρ j

([
I B j {θ,q j

f } AN j
])T ([

I B j {θ,q j
f } AN j

])
dV j q̇ j

= 1

2
(q̇ j )TM j q̇ j .

(A.3)
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Accordingly, the mass matrix M j of the j th element can be write in a partitioned form
as

M j = ∫
V j ρ j

 I B j AN j

(B j )T(B j ) (B j )TAN j

sym (N j )TN j

dV j =


M j

RR M j
Rθ{θ,q j

f } M j
R f {θ}

M j
θθ

{θ,q j
f } M j

θ f {θ,q j
f }

sym M j
f f

 . (A.4)

It can be shown that M j
RR and M j

f f are constant matrices which can be calculated offline.

The off-diagonal components and M j
θθ

are configuration dependent.

We can define the quadratic velocity Q j
v to be

Q j
v =−Ṁ j q̇ j +

[
∂

∂q j

(
1

2
(q̇ j )T M j q̇ j

)]T

, (A.5)

where Q j
v results from the differentiation of the kinetic energy with respect to time and

with respect to the body coordinates, and contains the gyroscopic and Coriolis contri-

butions. The configuration quadratic velocity vector Q j
v can be written in a partitioned

form

Q j
v =

[
(Qv ) j

r

(Qv ) j
f

]
=


(Qv ) j

R

(Qv ) j
θ

(Qv ) j
f

 . (A.6)

In the following, we define the components of (A.4-A.6) at element level as

M j
RR =

[
m j 0

0 m j

]
, (A.7)

M j
f f = C

j T
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f f C
j = D j

1, (A.8)
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S̃ j C

j = e j T
0 D j

3 +q j T
f D j

3, (A.12)

(Qv ) j
R = θ̇2AC j S

j
C

j
(e j

0 +q j
f )−2θ̇AθC j S

j
C

j
q̇ j

f

= θ̇2AD j
2(e j

0 +q j
f )−2θ̇AθD j

2q̇ j
f

, (A.13)

(Qv ) j
θ
=−2θ̇q̇ j T

f M j
f f (e j

0 +q j
f ) =−2θ̇q̇ j T

f D j
1(e j

0 +q j
f ), (A.14)

(Qv ) j
f = 2θ̇C

j T
S̃ j C

j
q̇ j

f + θ̇2M j
f f (e j

0 +q j
f ) = 2θ̇D j

3q̇ j
f + θ̇2D j

1(e j
0 +q j

f ), (A.15)
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where the superscript j refers to the element number of the corresponding body. S j
f f ∈

R6×6,S
j ∈R2×6, S̃ j ∈R6×6 are inertia shape integrals defined for each element, C j ∈R2×2,

and C
j ∈R6×6 are the orthogonal transformation matrix. All these quantities are constant

and can be calculated offline.The details can be found in (Shabana, 2005). To simplify

the expression, three constant matrices D j
1 ∈R6×6,D j

2 ∈R2×6,D j
3 ∈R6×6 are defined as

D j
1 = C

j T
S j

f f C
j
, D j

2 = C j S
j
C

j
, D j

3 = C
j T

S̃ j C
j
. (A.16)

After element assembly, the components of mass matrix M and quadratic velocity vector
Qv for the substructure can be expressed as

MRR =
[

m 0
0 m

]
, (A.17)

M f f = D1, (A.18)

MRθ = AθD2e0 +AθD2q f , (A.19)

Mθθ = eT
0 D1e0 +2eT

0 D1q f +qT
f D1q f , (A.20)

MR f = AD2, (A.21)

Mθ f = eT
0 D3 +qT

f D3, (A.22)

(Qv )R = θ̇2AD2e0 + θ̇2AD2q f −2θ̇AθD2q̇ f , (A.23)

(Qv )θ =−2θ̇q̇T
f D1e0 −2θ̇q̇T

f D1q f , (A.24)

(Qv ) f = 2θ̇D3q̇ f + θ̇2D1e0 + θ̇2D1q f . (A.25)

All the underlined terms in equations (A.17-A.25) can be computed offline. The cost of
their construction scales with the size of high-dimensional FE model.

A.2. PRECOMPUTED OFFLINE QUANTITIES IN GENERALIZED MODAL

COORDINATES
Referring to the reduced equation of motion in (4.38), the reduced mass matrix and
quadratic velocity vector is written as:

M =
[

Mr r Mr f

Mr f M f f

]
=

MRR MRθ MR f

Mθθ Mθ f

s ym M f f

 , (A.26)

Qv =
[

(Qv )r

(Qv ) f

]
=

(Qv )R

(Qv )θ

(Qv ) f

 , (A.27)
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where all the quantities can be directly expressed as:

MRθ = AθD2e0 +AθD2q f = AθD2e0 +AθD2Vγ, (A.28)

Mθθ = eT
0 D1e0 +2eT

0 D1q f +qT
f D1q f = eT

0 D1e0 +2eT
0 D1Vγ+γT VT D1Vγ, (A.29)

MR f = MR f V = AD2V, (A.30)

Mθ f = Mθ f V = eT
0 D3V+γT VT D3V, (A.31)

M f f = VT M f f V = VT D1V, (A.32)

(Qv )R = θ̇2AD2e0 + θ̇2AD2Vγ−2θ̇AθD2Vγ̇, (A.33)

(Qv )θ =−2θ̇γ̇T VT D1e0 −2θ̇γ̇T VT D1Vγ, (A.34)

(Qv ) f = VT (Qv ) f = 2θ̇VT D3Vγ̇+ θ̇2VT D1e0 + θ̇2VT D1Vγ. (A.35)

Therefore all the underlined terms in (A.28-A.35) can be computed offline during the
modal analysis. Note that all the quantities can be expressed directly in reduced coordi-
nates (i.e., not evaluated with respect to nodal coordinates and then projected) and lead
therefore to a computationally efficient reduced order model.



B
RIGID BODY CONSTRAINTS AT THE

INTERFACE SETS

The matrix Lv , as introduced in (5.10) to rigidize the interface DoFs, is calculated ac-
cording to the relative position of each interface node with respect to the corresponding
virtual node. To offer a clear view, the transformation matrix L̂vp from the DoFs q̂bp of an

arbitrary node in the p th interface set to the DoFs qvp of the corresponding virtual node
has been written here

q̂X ,bp

q̂Y ,bp

q̂Z ,bp

q̂θx ,bp

q̂θy ,bp

q̂θz ,bp


︸ ︷︷ ︸

q̂bp

=



1 0 0 0 ∆z −∆y

0 1 0 −∆z 0 ∆x

0 0 1 ∆y −∆x 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


︸ ︷︷ ︸

L̂vp



qX ,vp

qY ,vp

qZ ,vp

qθx ,vp

qθy ,vp

qθz ,vp


︸ ︷︷ ︸

qvp

, (B.1)

where
∆x = xbp −xvp , ∆y = ybp − yvp , ∆z = zbp − zvp ,

and xbp , ybp , zbp and xvp , yvp , zvp are the nodal coordinates of the interface nodes and
virtual nodes in all three directions, respectively. The vectors q̂bp and qvp have been split
into 3 translation component (?X ,?Y ,?Z ) and 3 rotational components (?θx ,?θy ,?θz ),
as in the subscripts. The transformation matrix Lv for the entire set of interface DoFs
can then be obtained by concatenating the transformation matrices from each interface
nodes in an analogous way.
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C
THE CONSTRAINT EQUATIONS FOR

THE MEAN-AXIS FRAME

In this appendix, we will derive the constrained equations for the mean-axis frame with
proper assumptions, as first proposed in (Agrawal & Shabana, 1986). Substituting (5.14)
into (5.16), we can obtain

∂Tr

∂Ṙ
=−∑

j

∫
V j
ρ j

[
ṙ j − Ṙ− ȦN j (q j

0 +q j
f )

]
dV j = 0 (C.1)

and

∂Tr

∂ω
=−∑

j

∫
V j
ρ j ∂

∂ω

[
ȦN j (q j

0 +q j
f )

]T [
ṙ j − Ṙ− ȦN j (q j

0 +q j
f )

]
dV j = 0. (C.2)

Substituting (5.3) into (C.1) and (C.2), then noticing that A is not space dependent, we
can further obtain that

∂Tr

∂Ṙ
= 0 ⇔ ∑

j

∫
V j
ρ j N j q̇ j

f dV j = 0 (C.3)

and
∂Tr

∂ω
= 0 ⇔ ∑

j

∫
V j
ρ j (q j

0 +q j
f )T(N j )T ∂

∂ω

(
ȦTA

)
N j q̇ j

f dV j = 0, (C.4)

where we can further utilize the identity (Shabana, 2005)

ȦTA =−
 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

=−ω̃, (C.5)

where ?̃ indicates the skew symmetric matrix of the corresponding vector. Substituting
(C.5) into (C.4), we can obtain∑

j

∫
V j
ρ j (q j

0 +q j
f )T(N j )T ∂

∂ω
ω̃N j q̇ j

f dV j = 0, (C.6)
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which can be further derived as
(q j

0 +q j
f )TÑ j

23

(q j
0 +q j

f )TÑ j
31

(q j
0 +q j

f )TÑ j
12

 q̇ f = 0, with Ñ j
kl =

∫
V j
ρ j

[
(N j

k )TN j
l − (N j

l )TN j
k

]
dV j , (C.7)

where N j
k and N j

l are the k th and l th rows of the shape function N j . In order to linearise
the mean-axis condition, the simplification in the reference (Agrawal & Shabana, 1986)
aims to neglecting the higher order terms in (C.4) by stating

(q j
f )TÑ j

23

(q j
f )TÑ j

31

(q j
f )TÑ j

12

 q̇ f = 0. (C.8)

Notice that Ñ j
kl is a skew symmetric matrix. Therefore, assumption (C.8) can be justified

on the basis that velocity q̇ j
f occur approximately collinear with displacement q j

f , and

hence the cross product vanishes.
With this assumption, the mean-axis condition can be linearized as

∂Tr

∂Ṙ
= 0 ⇒ S j

1q̇ j
f = 0 with S j

1 =
∑

j

∫
V j
ρ j N j dV j (C.9)

and

∂Tr

∂ω
= 0 ⇒ S2q̇ f = 0, with S j

2 =

(q j
0)TÑ j

23

(q j
0)TÑ j

31

(q j
0)TÑ j

12

 (C.10)

Equation (C.9) and (C.10) can be further expressed, with a classic FE assembly, as[
S1

S2

]
q̇ f = 0, ⇔ Sq̇ f = 0, (C.11)

where S1 ∈ R3×n and S2 ∈ R3×n are the precomputed inertia integrals, which can be as-

sembled over the elementary component S j
1 ∈R3×ne and S j

2 ∈R3×ne . The mean-axis con-
dition in (C.11) implies that the mean-axis condition can be written in terms of only q̇ f

that have been defined locally w.r.t. the body axis.
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