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Abstract
Censorship and privacy issues have led people to
use VPNs when accessing the internet. These
VPNs not only try to protect their user but they are
also associated with criminality and cyber attacks.
Because of this, websites have started to resort to
blacklisting the IP addresses that are used by the
VPNs, thus blocking both genuine and malicious
users. This forces users to sacrifice privacy for ac-
cessibility. This paper provides a method on how
to measure the amount of blocking that VPN users
experience and to be able to determine what type
of blocking is occuring. This method is then used
in an experiment using a web crawler where nodes
from ProtonVPN are used to measure the amount of
blocking that occurs while browsing the internet’s
most popular websites. This experiment shows that
on average 1.12% of the domains perform some
type of blocking directed towards the VPN user and
that the majority of this blocking consists of a to-
tal block, which means that the user is entirely ex-
cluded from any use of the website. Next to this
it is shown that not all VPN nodes show the same
amount of blocking and that there was no large dif-
ference in blocking found between days while us-
ing the same VPN node. It also shows that the cat-
egories which perform the most blocking are Busi-
ness, Online Shopping and News.

1 Introduction
Many countries restrict the amount of information citizens
can access through the internet. Censorship of certain web-
sites is becoming common all over the world and causes many
people to be restricted from media and information sources.
This censorship can be caused by different parties in the in-
ternet network and can have different motivations behind the
censorship. As Aase et al. [1] describes, the motivations be-
hind the censorship can differ because of laws, government
policy and the effort of different parties to minimize abuse
of networks. Next to understanding the motivations behind
limiting accessibility of internet users, it is also important to
understand the amount of censorship that occurs and how this

censorship occurs. For this purpose, many applications have
been developed to be able to create an overview of where and
how this censorship is distributed over the world.

Tools have been created to target specific countries such as
China [2], Pakistan [3], and India [4] that show that accessi-
bility of websites is limited in these countries. A survey done
by Aceto et al. [5] shows that many different tools have been
made focusing on different types of censoring techniques and
detection techniques. These tools also show that censorship
is a problem for many people and that it drives the disadvan-
taged users to steer to censorship circumvention tools to still
be able to have access to the information they require. There
are different techniques that can help to circumvent censor-
ship such as using a DNS resolver in a different country and
ignoring spoofed TCP RSP packets as described by Verkamp
et al. [6] or other packet-based evasion strategies such as used
in the Geneva tool [7]. Still when using this sort of tech-
niques, a lot of personal data can be gathered from the user
such as usage patterns that are used for targeted advertise-
ments [8].

To prevent this break of privacy and anonymity, people can
use an anonymity network to reduce the exposure of their data
such as Tor [9], I2P or VPNs [10] [11]. The problem with
these networks is that they, as pointed out by Polyakov [12],
are starting to be associated with activities involving crimi-
nality such as cybercrime attacks [12] (e.g. DDoS attacks)
but also real-world crime such as distribution of drugs as de-
scribed by Nihal [13]. Because of this, websites have started
to resort to using blacklists of IP addresses associated with
these types of activities. Since the IP addresses of VPN ser-
vices are shared and thus being used by both malicious and
genuine user, genuine users wrongfully lose access to these
websites [14]. Since this can be viewed as enforcing cen-
sorship on VPN users, it is important to know the amount of
blocking this causes for users of these networks. Since VPNs
are increasingly being used throughout the world with mil-
lions of users, a lot of people can be affected by blocking of
the IP addresses used by these services.

In this paper, the amount of blocking of websites is mea-
sured while using the commercial VPN ProtonVPN basic.
ProtonVPN basic is used because it is a large commercial
VPN that has multiple IP servers in the Netherlands, the coun-
try where the control IP address is located, which is the non-
VPN IP address used to compare with the VPN IP address.
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There are several questions that should be answered to de-
termine to what extend blocking occurs. Firstly, we ask how
blocking would be defined and what types of blocking can
occur. Next to this, a method is developed to be able to detect
these types of blocking and with this method an experiment
is performed to determine what types of blocking occur and
in what frequency.

In the paper, we show that the main methods of blocking
are block pages or captchas which contribute to an average
of 1.12% of blocked domains. Within the experiment, it is
shown that different VPN nodes show different percentages
of blocking and that for different days using the same VPN
node there was no considerable difference found. Next to this,
the most common categories for blocked websites are busi-
ness domains, online shopping and news pages. For which
most of the blocking is done through a block page or an empty
page.

1.1 Related work
As mentioned before, a lot of different tools have been devel-
oped to measure internet censorship across the world. These
have mainly focused on measuring general censorship im-
posed by governments and internet service providers (ISP)
contrary to blocking imposed by websites themselves, on
which this paper is focused. They all focus on different
types of attack methods against internet users such as TCP/IP
blocking, DNS manipulation, HTTP(S) blocking and content
manipulation. Tools such as Censored Planet [15], UBICA
[16] and Encore[17] are used for large scale measurements
that focus on blocking caused by ISPs and government en-
tities. These types of blocking do not involve the websites
but are enforced by external entities that do not have a direct
role in the data exchange. This paper focuses on detecting
website-based blocking where the ISP and country of origin
remain constant and the behaviour of these parties is equal
for a VPN request and a non-VPN request. This way the
website’s behaviour can be monitored and the blocking it per-

forms against VPN users. Others such as Filtered Web [18],
Concept Doppler [19] and Quack [20] also focus on keyword
filtering, which means that websites are filtered by certain
keywords found in HTML files. This is also mainly done
by ISP and thus does not give information on website-based
blocking.

Next to this, there has also been some research done that
discusses IP blocking from blacklists such as Censmon [21]
and C-saw [22]. These provide good methods for measur-
ing different types of blocking including block pages but they
both give VPNs as a solution to this kind of blocking instead
of being the cause. Some tools such as ICLab [23] do actu-
ally use privacy networks in their measurement. These net-
works are used to make sure that the data gathering is done
in a secure and anonymous way and no actual users of the
internet are affected by participating in the measurements[3].
But although these do use VPNs, they do not measure the ef-
fect of the actual VPN but only of the location of the vantage
points. Thus, all of these tools do not measure the blocking
of anonymity networks by websites. Research done by Singh
et al. [24] does show some measurements of blocking for
the privacy network Tor where it measures the amount of IP
blocking done by websites for Tor exit nodes. Next to this
also Khattak et al. [25] shows that users of Tor experience
blocking and content manipulation through CAPTCHA and
block pages. Both of these give a good view of the blocking
occurring when using Tor but they do not provide any mea-
surements for using a VPN. As can be seen from this previ-
ous work, there has been a lot of research done on measuring
blocking on the internet from different perspectives and using
different techniques but there is still a lack of research on the
direct effect of using a VPN on the accessibility of websites.

2 Methodology
To measure the extent and frequency of blocking that occurs
when using ProtonVPN basic, data is gathered about internet

Figure 1: Process of categorizing HTTP responses



traffic when using the VPN and is compared to the internet
traffic when using a control connection that is not using a
VPN. To do this, traffic information for popular websites is
categorized based on comparison between responses of the
VPN connection and a non-VPN connection. This method
was chosen since it gives the opportunity to isolate the effect
of only the VPN when all other variables (e.g. local network,
browser or operating system) remain constant. Next to this it
provides a control webpage that can be used to indicate block
pages.

To gather data about the internet traffic a web crawler is
used that takes as input a list of popular websites. For every
website on this list, it performs a HTTP request. For some
pages also a maximum of 3 sub pages is requested and the
response for these are recorded. Both the connection status
is recorded and if a good connection is made, a screenshot of
the web page is taken. Another method that could be used is
comparing DOM files. The problem with this is that a block
can cause only a small change to the DOM file and thus will
not be detected. Next to this the screenshot gives the best
representation of the web page since this will also be what
the user of a VPN will be seeing.

Every response of the VPN connection will first be cate-
gorized as an error or as a successful connection. If an error
occurred and the HTTP status code is not 200OK, the error
is compared to the response of the control connection. If the
responses differ, then the error is categorized in one of the
following categories:

• DNS lookup errors: caused by the used DNS server
not being able to locate the requested URL or the web-
site server either not responding or responding too slow.
When using the VPN, the DNS request is handled by the
VPN.

• 3xx or 4xx HTTP status code: this indicates that the
connection failed and that either a problem occurred on
client side or on server side.

• Timeouts: either TCP timeouts or TCP connection loss ,
the limit set is 30 seconds

• Refused or reconnected: the server has either refused or
tried to reconnect and caused an error.

If the response is HTTP 200 OK, a screenshot of the re-
sponse of the VPN will be compared to a screenshot of the
control response. It will either be different or equal. If the
response is different, it is categorized into the following 3
categories:

• Total block: the website indicates that the connection is
refused for reasons of avoiding DDoS attacks or a VPN
connection being detected and purposely blocking it.

• CAPTCHA: the website provides a page that asks the
user to fill in a CAPTCHA or redirects the user through
a browser check to verify that the user is human.

• Empty page: the VPN connection shows a page without
any content while the control connection shows a prop-
erly loaded website.

There are also other types of blocking that could occur. Ex-
amples are functionality blocking where a certain functional-
ity is not usable for the website visitor or feature blocking,
where certain parts of a websites are completely left out of
the response. These types of blocking are unique for a certain
web page and do not give complete inaccessibility to the user.
Thus in this paper there is no focus on these specific kinds of
blocking. Next to this, some domains might be wrongfully
flagged for being blocked because their website does not load
fast enough and thus the page is assumed to be empty. This
is partly avoided by adding a 30 second delay during which
the website can load. After this, if the page is not loaded, it
is assumed to be blocked. Because of this, some of the pages
might still just be too slow and thus will create a small bias
towards the percentage of blocking measured.

An overview of the method of determining the category can
be seen in figure 1.

After categorizing the websites, the percentages of the dif-
ferentiated responses are compared using statistical analysis
to decide what effect a VPN connection has on the amount of
blocking that occurs when visiting popular websites.

3 Experimental Setup
To retrieve websites and their subpages, a web crawler is
used. Many different crawling and scraping tools are suit-
able for this purpose but not all have the correct qualifi-
cations required for this experiment. Requirements for the
tool is that it supports JavaScript handling and can simulate
browser behaviour such as pop-ups, automatic download and
other browser settings. Next to this bot detection by web-
sites should be minimized since this will lead to false pos-
itives when performing a request. Scrapy [26] is very fast,
which could be good for gathering large quantity of data,
but it does not handle JavaScript and is known for trigger-
ing bot related blocking. Urllib [27] and Mechanical Soup
[28] also do not handle JavaScript and are thus not suitable.
Both Selenium [29] and Puppeteer [30] are very suitable and
meet the requirements. The only disadvantage is that they
can be very slow and thus decrease the size of the data set.
Puppeteer is only compatible with Chrome while Selenium
is also compatible with different browsers such as Safari and
Firefox. Both will yield proper results but since Selenium
is compatible with multiple browsers and also multiple pro-
gramming languages (Python, Java, JavaScript, etc.) and their
libraries, Selenium will be used for the experiment. This way
the experiment will be reproducible using different browsers
and compatible with more libraries. The browser used is the
Chrome webdriver using Selenium implemented in Python.
The Chrome browser was chosen because it is currently the
most used browser with a market share of 64.73% in May
2021 [31].

For completing the setup, two browser extensions are used.
Firstly, an extension to handle cookie acceptance. Many
pages ask the user to accept cookies through pop-up windows
in the page. These can cause the webpage to have a different
appearance as it would usually have, thus is it preferable to
block these pop-ups. To do this, the I don’t care about cook-
ies [32] extension is used that immediately upon page loading



tries to accepts all cookies thus reducing the number of pop-
ups shown. Next to this, ads can be a large part of a web page
and since they continually change, they can give false posi-
tives when looking for block pages during screenshot com-
parison. Thus, an ad blocker is used to reduce the number of
ads loaded. The ad blocker AdBlock Plus [33] is used for this
purpose.

3.1 Vantage Points
The control connection for the experiment is a regular com-
mercial connection and is setup in the Netherlands. To reduce
geo location-based blocking, the location of the VPN IP ad-
dresses is also chosen to be located in the Netherlands. Pro-
tonVPN basic offers 9 VPN IP addresses in the Netherlands.
These are iterated over the course of the experiment. One bias
that could occur is that it is assumed that when ProtonVPN
states that an IP address is located in the Netherlands, that this
is also actually the case. However since “advertised server
locations cannot be relied upon” as stated by Weinberg et al.
[34] who showed that at most 70% of the locations of the IP
addresses shown by VPNs are actually in these locations, it
is important to make sure that the IP addresses used in the
experiment are actually located in the Netherlands. Through
a IP tracking service online it can be stated that all of the
IP addresses provided by ProtonVPN basic that are located
in the Netherlands are located in either Amsterdam, Naald-
wijk or Roosendaal and thus this gives a positive expectation
that the connection through ProtonVPN basic does actually
route through the Netherlands and thus reducing geolocation
blocking in the experiment.

3.2 Website list
For the popular website list, the Alexa top domain [35] list
is used. This is a website list created by Amazon by listing
the websites with the most daily unique visitors and average
page views per visitor over the last three months. Since the
list is updated constantly, it gives a good overview of the most
world-wide popular websites at time of testing. The list is
retrieved once at the beginning of the experiment (on May 25
2021) and used for all different iterations. The Alexa is also
used during multiple censorship research such as the work of
Raman et al. [15], Darer et al. [18] and Niaki et al. [23].

3.3 DNS server
ProtonVPN’s default settings use it’s own internal DNS
servers. Since we want to mainly flag website based block-
ing, the amount of DNS blocking should be minimized and
be the same for both connections. For this purpose an exter-
nal DNS server is used for both connections. The DNS server
used is the Google public DNS main and additional server.
This server is used since it is the number 2 topped ranked
DNS server on the list of top DNS servers in 2021 [36]. The
number one is Cloudflare. This is not used as Cloudflare is
often the cause of VPN blocking and thus might give a bias
if the DNS server is also blocking VPN connections. There
is no way of telling that Google DNS does not perform any
VPN blocking but this does not seem to be the case based on
the results.

3.4 Perceptual Hashing
To be able to determine whether a webpage consist of block-
ing, a screenshot is made for both the control connection
and the VPN connection. These are compared to determine
whether the VPN response is equal or different to the web-
page. To reduce the number of required manual checks, the
pool of screenshots is reduced by using a threshold for the
difference in perceptual hash. Perceptual hashing is a hash-
ing method that gives similar hash values to images that are
similar, in contrary to regular hashing methods. This way
the difference between two screenshots of webpages can be
expressed numerically through the difference in hash value.
A training suite of 500 website screenshots pairs was manu-
ally checked to identify the minimum value where blocking
occurs. From this training set the threshold value of 26 was
determined that was afterwards checked with a test suite of
a different 500 website screenshots pairs for which no block
pages were found below this value. For the selection of the
domains for both suites, a 1000 domain list was extracted out
of the Alexa top website list and each domain was randomly
assigned to either of the suites. This way the popularity level
of both suites are similar and no bias is introduced. This
threshold is the minimum difference value for which manual
checks are done. For websites with a difference value below
this threshold, it will be assumed that the response of the VPN
connection is equal to the response of the control connection.
For pages with a difference value above the threshold, a man-
ual visual comparison is done and the page is categorized ac-
cordingly. This process can cause some block pages which
are more subtle, thus having a low difference value, to be cat-
egorized as not blocked. Since the control suite gave the same
results as the training suite, it is assumed that this amount of
wrongfully categorization is small.

3.5 Sub pages
For a set of websites, three sub pages will be requested. This
means that links that are embedded in the HTML file of a
web page are extracted. These links will then be processed
in a new request and the response will be processed in the
same way as regular responses. The links to be requested are
selected in sequential order where links that are equal to the
original domain are disregarded.

4 Results
In total two different experiments were executed. Firstly,
there was an iteration for each VPN node (total of 9). Sec-
ondly, there was an iteration for 5 different days when using
the same VPN node (NL-FREE#1). For every iteration, a to-
tal of 1500 domains was requested from the Alexa top web-
site list. For the first 500 domains, both the main page and a
maximum of 3 sub pages was requested and for the remaining
1000 only the main page was requested. All the categorized
responses for all iterations can be found in Appendix A and
all categorized blocking can be found in Appendix B.

For the first experiment, an overview of the percentage of
different responses and thus assumed blocking can be seen in
figure 2. The average percentage of blocking is 1.12% with a
standard deviation of 0.43% and a median of 0.90%.



Figure 2: Percentages of blocking for all different VPN nodes

To determine whether there is a difference in blocking be-
tween the different VPN nodes, a Chi Square test was per-
formed on each pair of distributions from 2 different VPN IP
addresses used. This type of test is used since it fits the cat-
egorical data and the question that is asked, namely whether
the distribution of the two nodes is equal or not. The test is
performed with a significance level of 99% and 7 degrees of
freedom. The hypothesis used for the test are the following:

H0 = The amount of blocking for VPN Node A

is equal to VPN Node B

H1 = The amount of blocking for VPN Node A

is different from VPN Node B

The resulting p-values for all pair can be found in Ap-
pendix C. From the total of 36 pairs, 30 pairs have a p-value
between 0.1 and 0.99 that indicates that the outcome is in-
significant and thus no conclusion can be made from these
pairs. For 5 pairs, the p-value is below 0.01 and thus the null
hypothesis is rejected and there is an indication that there is
a difference in blocking for these pairs. For one pair, the p-
value is above 0.99 and thus the null hypothesis is not re-
jected, and it is assumed that the amount of blocking for both

Figure 3: Percentages of blocking types for all different VPN nodes

nodes is equal. Using this many pairs can cause getting a
significant result when there is none (Type 1 error) thus the
Holm-Bonferroni method can be used to determine for which
values, the test can be seen as significant and for which it can-
not. The target alpha level is 0.01 and the number of tests is
36. For the 3 pairs with the smallest p-value, the test is signif-
icant and the null hypothesis can be rejected with confidence
but for the next 2 pairs it shows that they are not significant.
For these pairs the null hypothesis is not rejected. In total this
results in only 3 out of 36 pairs being significant to reject the
null hypothesis and thus showing that the amount of blocking
is equal for both nodes. Even though for most of the pairs the
statistical test gives no significant results, it can still be seen
from the chart that the percentage of blocking is not constant
over the VPN nodes. The average of the types of blocking
can be seen in figure 3. The numbers for these distributions
are too low to do a proper statistical comparison test.

Figure 4: Percentages of blocking for all different days

For the second experiment, the overview can be seen in
figure 4. The average percentage of blocking is 1.43% with
a standard deviation of 0.04% and a median of 1.41%. For
these outcomes, the same Chi Square test was performed
from which the p-values can be seen in Appendix D. The hy-
pothesis used for these tests are the following:

H0 = The amount of blocking for day A is equal to day B

H1 = The amount of blocking for day A is different

from day B
Out of 10 pairs, 2 had a p-value below 0.01 and thus the

amount of blocking between days is assumed to be different
and 1 had a p-value above 0.99 that indicates that the amount
of blocking is equal. For the other pairs, the value lays
between 0.01 and 0.99 and are thus not significant enough
to make a conclusion. When using the Holm-Bonferroni
Method on these p-values, it can be seen that all values under
0.01 are significant and thus there is no indication for any of
these pairs to reject the null hypothesis. For this experiment
it can also be seen that there is no significant conclusion to
be taken from the statistical tests. The standard deviation for



Figure 5: Percentages of blocking for all different days

this distribution is considerably smaller than the standard de-
viation for all the different VPN nodes (0.04% compared to
0.43%). It can thus be seen that there is not much variabil-
ity between days. There is although not enough evidence to
claim that there is no difference in days for the VPN nodes in
general. To be able to do this, more experiments must be done
using different VPN nodes. Because of the limited time span
of the project this was not done. The average of the types of
blocking can be seen in figure 5.

For all of the iterations, a list of websites is created that
show blocking behaviour. These lists are combined to have
a list of all domains which show blocking behaviour. For
every domain in the list, the category of website content is
decided through the Website Categorization API [37]. The
categories with a frequency higher than 2%, which in prac-
tice also means more than 2 domains, can be seen in figure 6.
It can be seen that there are three main categories that con-
tain most of the blocking: Business, Online Shopping and
News. It is also seen that for the News category, the majority
of websites block using a total block page or an empty page
thus completely disallowing the user access to the website.
The full overview of distribution of categories for the differ-
ent types of blocking can be found in appendix E.

Figure 6: Categories of common blocked websites

5 Responsible Research
Research related to computer networks can infer with a lot
of different parties. Namely all the parties that are part of
the used network such as DNS servers, website servers, Pro-
tonVPN and the control connection of the network. Firstly,
for the DNS servers the free Google DNs server and addi-
tional server is used. Google itself claims that these servers
are used by 10% of the internet users [38] thus indicating that
the server usage is very high and the experiment will not im-
pact the Google DNS system. Next to this, Google DNS is
available all over the world and thus can be used to repro-
duce the experiment in any environment. Secondly, the web-
site servers could be impacted by the amount of requests that
are being sent during the experiment. Since the Alexa rank-
ing is partially based on the amount of visitors a website re-
ceived per day, the websites are used to a large amount of
visitors and thus a large amount of traffic. Every page will be
loaded a maximum of 8 times (1 main pages and 3 sub pages
for both VPN and control connection) per day, this is a very
small number compared to the total amount of traffic. Thus
the chance of affecting the website servers is very small.

Next to this, some IP addresses from ProtonVPN will be
used, and through performing extensive web crawling may
become blocked by some websites. Since the amount of re-
quests is small, this is unlikely. The amount of traffic routed
through the ProtonVPN network could also impact the per-
formance of the ProtonVPN servers. Again, since the amount
of crawling is small and the ProtonVPN servers have a mini-
mum of 1 Gbps bandwidth [39], the probability of doing any
damage is very small. Finally, the control connection could
be affected by the IP address being blocked for bot behaviour.
Again since the amount of crawling is low per web page this
will be unlikely.

Next to research being ethical to all parties, it is also impor-
tant to be reproducible, For this, the tools and materials, such
as the website list, used should be available to anyone. This
is the case for ProtonVPN since the basic version is used that
is free. It is usable with all different operating systems and all
countries. Google DNS is also free to use and accessible from
all over the world. Lastly, the Alexa 1 million list of domain
is also freely available for download. The domain list and
the used code for the experiment can be found in the projects
github [40]. Lastly, both extensions I don’t care about cook-
ies and Adblock Plus are free to use tools that are available
for different browsers such as Microsoft Edge, Firefox and
Chrome. Thus all the tools are accessible and make the study
reproducible.

6 Conclusion
The results from the experiment show that the average fre-
quency of blocking is 1.12% when looking at all different
VPN nodes from ProtonVPN. This indicates that around 1
out of 100 websites are blocked for users of the VPN. It also
shows that the frequency is not always the same and can range
from 0.51% to 1.83%. This range shows that some VPN
nodes are 3 time more likely than others and that the fact
that a websites is blocked for one node should not give the
assumption that it is also blocked for others.



The results also show that the amount of blocking varies
in a smaller amount when using the same node over differ-
ent days. There is still a small variation which could mean
that websites do not have a constant blocking on IP addresses
but may some times block while other times it will not. Still,
more data should be gathered to be make a conclusion about
effect of difference in days on the amount of blocking on dif-
ferent VPN nodes.

It is also shown that a major part of the blocking is of the
total block type or empty page that means that the user is to-
tally disallowed to even access the website in any way. This
does not give the user a possibility of proving themselves
against the website that it is not malicious, which would be
the case for CAPTCHA blocking. The problem with this is
that CAPTCHA does not protect the website against any cy-
ber attacks, which blocked pages do.

7 Future Work
This paper gives a method to detect different types of VPN
blocking by websites. The main block types that it focuses
on are total block, CAPTCHA and empty pages. Other types
of blocking are not detected but could still occur such as func-
tionality blocking or feature blocking where the website is ac-
tually visible but a section or part of the website is not func-
tional for the user. Future work could focus more on this, to
get a more accurate view of the amount of blocking. This
does mean that the amount of blocking found in this paper
can be seen as a minimum since other types of blocking will
add to this existing amount thus increasing the percentage of
blocked websites.

Next to this, the method created is only tested in a limited
experiment both in time, and data set. Firstly when dealing
with time, only a short amount of iterations throughout differ-
ent days was conducted and there was no possibility to com-
pare the amount of blocking over a span of weeks or even
months. This could be one of the goals of future research to
get a clear overview of how blocking progresses throughout
time.

The data set for the experiments done is limited to only
Dutch VPN nodes since the control node necessary was lo-
cated in the Netherlands. ProtonVPN supports VPN nodes in
55 different countries with a total of 1246 nodes at this time
thus the 9 nodes tested in this paper is a very limited part
of the total ProtonVPN network. ProtonVPN is also one of
the many current commercial VPN providers and thus there
should be more experiments done to get a understanding of
whether the frequency of blocking is similar for different ser-
vices.

Next to this, only one data set of domains is used with a
size of 1500 which is a very limited list of domains when
considering that the Alexa top domains keeps a 1 million do-
main list. Other website lists could also be explored whether
there is a difference between popular and often used websites
and smaller less popular websites. Future work could expand
on both the VPN node issue and the website list issue.

Currently, there are several tools such as Nymble [41] that
offers websites the possibility of blocking only malicious
VPN users. This is done by using anonymous authentication

tokens to register users through external servers. This method
keeps the users privacy intact while giving the website the op-
portunity to blacklist malicious users without blacklisting an
entire IP address. The problem with this approach is that ex-
ternal servers are needed which would have to be large scale
when used for popular websites. To avoid these limitations,
more research should be done to find a method that would fit
into networks which have a high amount of traffic and how
this would be integrated into the internet. This would be nec-
essary to allow VPN users to be able to have access to all of
the internet without compromising their privacy.
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