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Abstract
After the emergence of BERT, Large Language Models (LLMs) have
demonstrated remarkable multilingual capabilities and have seen
widespread adoption globally, particularly in the field of program-
ming. However, current evaluations and benchmarks of LLMs on
code primarily focus on English use cases. In this study, we as-
sess the performance of LLMs in generating Chinese Java code
comments through open coding. Our experiments highlight the
prevalence of model-specific and semantic errors in generating
Chinese code comments using LLMs, while also revealing a relative
absence of grammatical issues due to the unique characteristics of
the Chinese language. Additionally, we validated the potential for
quantitatively analyzing semantic errors, especially Hallucinations,
by examining the cosine similarity of word embeddings. Our find-
ings propose an Error Taxonomy for evaluating LLMs on code in
non-English scenarios and demonstrate the possibilities of using
cosine similarity of word embeddings to judge the quality of code
comment generation.

Keywords
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ments, Error Taxonomy, Model Evaluation, AI in Software Devel-
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1 Introduction
LLMs are increasingly showing their vast capabilities in multiple
areas in recent years, driven by advancements in universal models
and the proliferation of user-friendly online platforms offered by
various providers, including OpenAI ChatGPT series. The integra-
tion of LLMs into programming has proven beneficial across several
domains. Research highlights include enhanced productivity among
programmers [1], an improvement in the knowledge base across
all levels of expertise [2], and the facilitation of programming ed-
ucation for novices [3]. These developments reflect a substantial
shift in how programming skills are acquired and applied in the
industry, as evidenced by their use in major corporations such as
Alibaba Group [4]. This underscores the crucial impact of LLMs in
contemporary software development.

Despite the promising capabilities of LLMs, significant perfor-
mance discrepancies exist when these models are utilized with
different natural languages [5]. A study conducted by Microsoft
highlights a significant gap [6], with approximately 1.2 billion peo-
ple and over 6000 languages underserved by current LLM tech-
nologies. Even among widely spoken languages, discrepancies in
model performance persist, underscoring an uneven technological
reach. Recent scholarly work, including studies on the multilingual

capabilities of LLMs [7] and explorations of the safety challenges
presented in multilingual contexts [8], indicating growing recogni-
tion of these issues. The majority of available LLMs are trained on
datasets from online repositories such as GitHub, which are cost-
effective and easily accessible. However, this data is predominantly
in English, and the models are evaluated using English-based code
benchmarks such as CodeXGlue [9] and HumanEvalX [10].

While models like BERT [11] has demonstrated their efficacy in
multilingual tasks, the focus on non-English language performance,
particularly in programming contexts, remains inadequately ad-
dressed. This presents a major issue: Although programming with
LLMs is very common in non-English environments, especially Chi-
nese, we do not have a systematic analysis of its performance. Con-
sequently, the performance of these models in generating Chinese
comments remains highly uncertain and potentially inadequate
[12]. Since the gap in research and application highlights a critical
area for further investigation and development, we derive our first
research question.

In this study, our first research question is: What mistakes
do LLMs make when generating Chinese Java code com-
ments? To answer this question, we implement a detailed anal-
ysis and annotation of inference outcomes to construct an er-
ror taxonomy. This enables us to implement a comprehensive
quantitative and qualitative analysis to the inference result from
StabilityAI/stable-code-3b [13].

Furthermore, we aim to address the second research question
in this paper: Can semantic errors be analyzed through the
examination of cosine similarities of word embeddings? By
applying cosine similarity [14], we want to identify semantic dis-
crepancies at the level of word embeddings. Our approach involves
analyzing the similarity between the original comment and the
reference comment, and comparing it with the similarity between
the original comment and the comment containing semantic errors.

This study reveals that large language models have a large num-
ber of semantic and model-specific problems in the problem of
Chinese Java code comment generation. However, due to the par-
ticularity of the Chinese language, the grammatical problems that
were frequently found in our other studies are not common. At the
same time, we verified the possibility of using cosine similarity to
compare word embeddings to detect semantic errors by comparing
cosine similarity.

Through this research, we hope to build the Babel Tower for
LLMs in different language code comment generation scenarios.
We also hope to extend our research results to other non-English
languages and establish a multilingual evaluation standard in the
LLM4Code field. At the same time, since we have verified the feasibil-
ity of using cosine similarity to detect semantic errors, automated
analysis has also become possible through this fact.
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2 Related Work
The use of LLMs is a prominent topic in deep learning, and numer-
ous studies have explored the potential errors that can arise when
deploying these models. This problem is even more serious in the
application scenario of LLMs in non-English languages. Widely
used metrics such as BLEU [15] and ROUGE [16] have significant
deficiencies in this regard. These metrics, focused on n-gram over-
lap, are limited in capturing fine-grained grammatical and semantic
errors in code generation.

In previous research on evaluating the quality of code comments,
the innovative combination of machine translation metrics and
open coding has yielded impressive results [17]. This approach has
proven particularly effective in handling the intricacies of seman-
tic evaluation, demonstrating its potential in addressing complex
linguistic tasks. The success of these methodologies has provided
valuable insights and a strong foundation for further exploration in
the field. It has particularly inspired our current research to delve
deeper into understanding the specific types of errors LLMs make,
especially in the context of generating Chinese Java code comments.
This evaluation aims to build on existing knowledge while address-
ing the unique challenges presented by Chinese applications.

To understand why these errors occur, we can look at research
on LLMs that highlights limitations associated with standard like-
lihood maximization in Natural Language Generation (NLG) [18].
Early studies like Grid Beam Search (GBS) [19] and neural text gen-
eration [20] noted that maximizing likelihood can lead to degenera-
tion, described as hallucination [21]. Moreover, LLMs struggle with
semantic accuracy, requiring significant manual work to develop
rule-based NLP systems or training corpora. Semantic spaces [22]
were proposed to capture meaning in natural language representa-
tions, but semantic issues remain prevalent.

Epistemic and aleatoric uncertainties have been used to assess
the reliability of LLM outputs, demonstrating the need for skepti-
cism towards LLM-generated content [23]. While many optimiza-
tions have been made for English, there’s a lack of systematic anal-
ysis for Chinese generation, particularly in tasks like Chinese in-
ference for Java code comments.

Due to the reliance of large language models on word embed-
dings , Cosine similarity, a common metric in information retrieval,
has been effective in studying semantics and generation quality [14]
[24] [25]. Recent studies have shown improvements in quantifying
semantic similarity using cosine similarity in deep learning [26].

In a recent study, SemScore, which utilizes semantic textual sim-
ilarity (STS) to evaluate the quality of model outputs, demonstrated
the feasibility of assessing large models based on semantic similar-
ity [27]. This approach provides a promising alternative for rapidly
determining the desirability of model outputs. The insights gained
from SemScore have inspired our second research question, guiding
us to explore the application of semantic similarity metrics in the
evaluation of LLM-generated content with semantic errors.

3 Methodology
In evaluating the performance of large language models (LLMs)
in multilingual programming environments, we employ several
key approaches: Data Preprocessing, Inference Pipeline, Open Cod-
ing, Cosine Similarity and Principle Component Analysis, Visual

(a) Distribution of the file lengths in the initial dataset.

(b) Distribution of the file lengths in the new dataset.

Figure 1: Distribution of file lengths.

Data Annotation, and Ernie 1.0. These methodologies allow us to
thoroughly evaluate the capabilities of LLMs and identify specific
challenges in generating accurate and semantically meaningful
outputs across different languages.

3.1 Data Preparation
For this research, we created a Chinese Java code dataset by search-
ing for the 2500 most frequent Chinese words on GitHub, based
on the study "Most Common Words by Language" [28]. We used
Regular Expression (REGEX) to identify and categorize comments
within the retrieved code files. To ensure consistency and reliabil-
ity across models and datasets, we set the Maximum File Length
(Token) and Word Inclusion Parameters as hyperparameters. Given
that the codegemma-7b model [29] supports up to 8192 tokens, we
set this as the upper limit for file length. To ensure the generated
comments are in the same language as the original, we retain two
characters for Chinese in line comments and three characters for
block comments.

We preprocessed our dataset based on file length, content, and
language [30] and made it available as open-source on Hugging
Face [31]. For this research, we used the 95th percentile as the
threshold for maximum comment length, accounting for frequent
outliers. Figure 1 shows the distribution of file lengths in both
datasets. The original dataset consists of 34,300 files, while the
new dataset contains 9,285 files. The red dashed lines in the tables
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indicate the 95th percentile of comment length, which is 199 tokens
in the processed dataset.

3.2 Inference Pipeline
To answer our first research question, we designed an inference
pipeline for handling datasets from Hugging Face, outputting re-
sults compatible with our data visualizer outlined in Section 3.5.

The pipeline processes masked data by replacing Fill In Middle
(FIM) placeholders with the <fim_middle> tag used during the
training of Stable-code-3b. Using FIM models allows us to generate
higher quality, more accurate, and contextually relevant comments
[32], avoiding biases and limitations of prompt-based models. After
processing, the data is input into the model for inference, with the
output automatically uploaded to HF for future work and open-
source sharing. Additionally, we have implemented a universal
pipeline to evaluate datasets in other languages, minimizing non-
human errors and maintaining consistency.

3.3 Open Coding
This project aims to bridge the language gap in non-English pro-
gramming environments by analyzing the performance of LLMs. To
achieve this, we have adopted a robust qualitative analysis method
known as Open Coding [33], integral to Grounded Theory [34], to
dissect and understand the subtleties of multilingual LLM output.
Open Coding involves breaking down data into discrete compo-
nents that can be examined and compared. In our project, this trans-
lates to analyzing code comments and the corresponding outputs
from LLMs when tasked with non-English commenting challenges.
Each piece of comment, along with its output, is meticulously exam-
ined to identify distinct errors such as Linguistic Errors, Semantic-
specific nuances, and Model-specific Problems in output. These are
labeled with descriptive names that encapsulate their essence, thus
building a library of identifiable phenomena that are critical for our
analysis.

Open Coding allows us to create specific labels and categories
that make the qualitative data comprehensible at a granular level.
For instance, if an LLM generates incorrect syntax or language
constructs due to language differences, these are tagged and cate-
gorized under specific error types like "Model-specific, Too specific,
M-TS" or "Linguistic, Usage of incorrect synonym, L-IS." Through
the iterative process of Open Coding, we develop a taxonomy of
common failures and limitations observed in LLMs when dealing
with non-English code. This taxonomy is pivotal in understanding
the breadth and depth of challenges faced by LLMs across different
languages, thus directing future improvements.

Our research team comprises five researchers working across
four different languages. In each round, we manually label 200 com-
ments produced by different models in a specific language. This
process is repeated for three rounds, resulting in a comprehensive
examination of the LLM outputs. From the errors identified in dif-
ferent languages, we derive an error taxonomy, which has been
refined through 11 versions. This systematic approach ensures a
thorough and nuanced understanding of the challenges and capa-
bilities of LLMs in non-English programming contexts. In this way,
we can clearly determine the types of errors generated by large

models and generate error taxonomy to evaluate the performance
of other large models.

3.4 Cosine Similarity and Principal component
analysis

Cosine similarity is crucial in data analysis for assessing the simi-
larity between two non-zero vectors by computing the cosine of
the angle between them. This metric captures the orientation of
vectors, making it ideal for comparing data embeddings based on di-
rectionality alone. It is advantageous in natural language processing
(NLP) and machine learning, where text or items are converted into
high-dimensional embeddings that encapsulate semantic features.

𝐶𝑜𝑠𝑖𝑛𝑒 (𝑥,𝑦) = 𝑥 · 𝑦
|𝑥 | |𝑦 |

In this experiment, we will use cosine similarity to analyze "Too
General" (SE-TG) and "Hallucination" (SE-HA) errors. By comparing
the cosine similarity between overly broad and specific reference
annotations, we want to find the relationship between semantics
and cosine similarity. The dataset comprises 50 sets of comments di-
vided into line and block types, each with standard and "too general"
versions. To ensure the reliability of our semantic similarity met-
rics, control groups were established. In the line comment analysis,
one control group used a single-sentence Chinese comment, "This
is a function that calculates addition", and compared it
against its reverse string. This juxtaposition aimed to demonstrate
how semantic structures are disrupted when the sequence of the
characters is inverted. The second control group employed the orig-
inal sentence as both a normal and a broad comment to establish a
baseline, ensuring that identical items achieved a cosine similarity
score of 1. This approach helps validate the reliability of our simi-
larity metrics by confirming that identical texts are recognized as
such, achieving perfect similarity.

This study also investigates the use of cosine similarities to de-
tect two types of hallucinations—Out of Context Hallucinations and
Educated Guesses—using a dataset of 52 hallucinated examples. We
compared cosine similarities between a reference code comment
and both a normal and a hallucinated comment, labeled Group1
and Group2, respectively. The hallucinated comments were gener-
ated by stable-code-3b. Additionally, Principal Component Analysis
(PCA) was employed on word embeddings to further validate the
correlation between cosine similarity and semantic discrepancies.

3.5 Visual data annotation
For this research, we developed a data visualization tool using
Streamlit [35] to enhance the analysis and validation of outputs
from LLMs as visualized in Figure 2. This application processes
output data encapsulated in an Excel file, which contains both the
original comments and the model-generated inferences, enabling
real-time, interactive evaluation and categorization of errors di-
rectly within the visualization interface.

Functionalitywithin the Streamlit app includes a sidebar-controlled
pagination system allowing detailed, entry-by-entry review. For
each data entry, the app displays metadata such as the repository
name, file path, and the length of tokens, alongside the content of
both the original and predicted comments. This setup facilitates
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Figure 2: Data Visualizer Example.

an immediate and clear comparison between expected and actual
model outputs, essential for assessing the model’s performance.

3.6 Ernie 1.0
During the research of the first research question, we utilized the
stable-code-3b model, which is a decoder-only system. For the study
for research question 2, it is essential to employ a model with en-
coder capabilities, specifically an open-source encoder, to enable
the translation from Chinese inference results to embeddings. The
stable-code-3b model lacks this feature. Therefore, we have decided
to transition to Ernie 1.0 [36], which supports both encoding and de-
coding functionalities and is explicitly trained on Chinese datasets.
This model not only meets our requirements for an open-source
encoder but also provides robust support for Chinese language
inference and tokenization, making it ideal for our needs.

4 Results
In this section, we present our results in the following two areas: :
a comprehensive qualitative analysis using an error taxonomy, and
a quantitative analysis based on cosine similarity measurements.

4.1 Qualitative Analysis
As a result of the open coding process, we developed a Hierarchical
Error Taxonomy, illustrated in Table 1. This taxonomy categorizes
the various errors identified during our analysis and includes the
counts for each error type: Linguistic Error, Semantic Error, and
Model Specific Error. Each of these categories is further subdivided
to capture more specific error types. For instance, Linguistic Er-
rors include issues like Grammar, Incorrect Synonyms, and Wrong
Language Usage, while Semantic Errors encompass Incomplete De-
scriptions and Overly General Statements. Model Specific Errors
range from Memorization to Random Words and even No Gener-
ation, reflecting the unique challenges encountered with specific
model behaviors.

To illustrate the error distribution more clearly, Figure 3 is a
bar chart showing the error frequency of the labeling result. From
a map of where our model, stable-code-3b, fails in Chinese code

Table 1: Taxonomy of failure categories

Failure category plus label ID Count

Model Specific Errors
(MS-RW) Random Words
(MS-CC) Copy Context
(MS-ME) Memorization Level

(MS-ME1) Personally identifiable
information (PII)
(MS-ME2) Contains URL
(MS-ME3) Training set memoriza-
tion

(MS-ES) Early Stop
(MS-LS) Late Stop
(MS-NG) No generation
(MS-RE) Repetition

(MS-RE1) Pattern repetition
(MS-RE2) Verbatim repetition

(MS-TS) Too Specific

134
5
23
27
8

4
15

4
24
31
16
14
2
4

Linguistic Errors
(LG-GR) Grammar

(LG-GR1) Plurality
(LG-GR2) Conjugation
(LG-GR3) Gendering
(LG-GR4) Language Syntax
(LG-GR5) Capitalization
(LG-GR6) Cohesion

(LG-IS) Usage of incorrect synonym
(LG-WL) Wrong language

(LG-WL1) Undesired Translations
(LG-WL2) Incorrect Language

0
0
0
0
0
0
0
0
0
0
0
0

Semantic Errors
(SE-TG) Missing Details
(SE-HA) Hallucination

(SE-HA1) Misplaced Facts
(SE-HA2) Out of Context Halluci-
nation
(SE-HA3) Educated Guess

(SE-CS) Completion includes code
snippet

(SE-CS1) Commented out code
(SE-CS2) Code intended to run

197
21
113
9
74

30
63

5
58

Syntax Errors
(ST-IF) Incorrect comment format

(ST-IF1) Comment Style Inconsis-
tency
(ST-IF2) Omitted Identifier

27
27
10

17
(E) Excluded 14
(M) Misc 7

commenting tasks, we can find a high incidence of semantic errors,
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Figure 3: Error frequency of the labeling result.

particularly hallucinations. Among the 300 comments labeled in
the final round of open coding, we marked a total of 379 labels, and
the Semantic Error (SE) class accounted for 197 of them. Model-
specific errors are the second most serious problem, accounting for
134 errors, mainly concentrated in Memorization (MS-ME) and No
Generation (MS-NG) problems. Syntax error, which represents the
problem of generating incorrectly formatted comments, only ac-
counts for about 7% of the error labels, indicating that this problem
is not prominent in the Chinese inference result.

However, there is no Grammar Error labeled during the analysis
process, which is due to the peculiarity of Chinese language. For
this study, we specifically investigate comments in the Chinese
language, which exhibits a number of challenges unique to this
linguistic context.

The categories of Excluded (E) and Miscellaneous (M) errors
represent less prevalent errors. These labels either involve improper
and unrelated comments with code or contain errors unrelated to
the model’s inference. All unrelated or unnecessary data will not
be included in this research to ensure that the study focuses on the
core errors of the large language model during inference.

For those common errors identified during the manual review of
comment inferences, we will provide some examples to illustrate
them more clearly. All comments are originally in Chinese and
there is an English translation added only for reading. Figure 4a
illustrates a case where the model inadvertently included person-
ally identifiable information in the generated comment, which did
not exist in the original prompt, raising concerns about privacy
and data integrity. In Figure 4b, the model exhibits an issue of re-
dundancy by regenerating content that has already been produced,
which can lead to inefficiencies and decreased user trust. Figure
4c showcases a comment where the model introduces hallucinated
information about a hypothetical class named ’wine’, which was
not present in the original input, highlighting the model’s tendency
to fabricate irrelevant details. To ensure a rigorous standard for
categorizing hallucination problems, we refer to the investigation
[25]on hallucination detection and mitigation, where the author
provides valuable insights into the various categories of halluci-
nations. Lastly, Figure 4d presents an example where the model
generates a code snippet outside of the expected comment context,

(a) ErrorMS-ME1 example (Personally identifiable information included
in the generated comment)

(b) Error MS-RE example (Model generates and repeats what it has
already said it in some capacity).

(c) Error SE-HA2 example (Out of Context Hallucination).

(d) Error SE-CS example (Model generates actual code outside of com-
ment).

Figure 4: Examples of common errors.

illustrating its capability to produce complex outputs but also the
potential for generating out-of-context information.

4.2 Quantitative Analysis
In our previous research, we identified that deriving an Error Tax-
onomy through manual labeling is prohibitively expensive. Our
qualitative analysis revealed a higher error rate in semantic aspects
of the model. Consequently, we want to focus further on semantic
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Figure 5: Cosine similarities between two groups of embed-
dings.

errors, bridging the gap between qualitative and quantitative anal-
ysis by exploring the relationship between semantic errors and the
cosine similarity of comment word embeddings.

4.2.1 Detecting hallucination with cosine similarity
From figure 3, it is evident that hallucination is the second most

significant issue identified during the labeling process. Although
research on hallucinations [37] provides a classification and un-
derstanding of their causes, it also highlights the lack of a robust
quantitative method to accurately detect hallucinations. In this sec-
tion, we aim to explore the relationship between hallucinations
and their cosine similarities, and propose a potential method for
detecting hallucinations by calculating cosine similarity.

The results are shown in Figure 5, which illustrates the differ-
ences in embeddings. Ref vs Nor represents the cosine similarity
between the reference comment snippet and the normal comment
snippet, while Ref vs Hal represents the cosine similarity between
the reference comment snippet and the hallucinated comment snip-
pet. A clear difference can be observed: the median similarity for
Group1 is approximately 0.95, indicating a higher central tendency
compared to Group2, which has a median of about 0.92. Further-
more, the interquartile range (IQR) is narrower for Group1, illus-
trating a more concentrated distribution of data points. In contrast,
Group2 shows a wider IQR and extended lower whisker, highlight-
ing a greater dispersion among data points. This phenomenon can
be observed even when only one word in the comment changes
to convey a hallucinatory meaning, while the rest of the comment
and the code itself remain unchanged, as illustrated in Figure 6.

To substantiate the validity of our findings, we conducted Prin-
cipal Component Analysis (PCA) on subsets of data that exhibited
the largest and smallest cosine similarity discrepancies between
the two groups in question. The outcomes are illustrated in Figure
7. For the data with the minimal cosine similarity, the dominant
principal component (PC) was PC2, with negligible variation in PC1.
Conversely, in the data with the maximal difference, the principal
components for the Nor2 and Ref2 data points closely align, whereas
the Hal2 data points distinctly manifest higher values along PC2.

Figure 6: Example of original comment compared with hal-
lucinatory predicted comment.

Figure 7: PCA results for two data examples.

This analysis corroborates the hypothesized relationship between
semantic content and word embedding dimensions.

4.2.2 Using cosine similarities to differentiate between overly broad
and normal comments

Figure 8 presents the box plot results for cosine similarity analy-
ses, distinguishing between line comments 8a and block comments
8b.

The results depicted in Figure 8a demonstrate that the cosine
similarities are tightly clustered around a median value of approxi-
mately 0.935, with the values tightly clustered around this median.
The interquartile range (IQR) indicates that most values fall be-
tween about 0.932 and 0.938, suggesting a high degree of semantic
similarity with the reference comments analyzed. This indicates
that while the differences between overly broad comments and spe-
cific reference comments are subtle, they are statistically significant
when compared to the perfect similarity score of 1.0 observed for
identical comments and the baseline for semantic destroyed com-
ments. This distinction is critical as it highlights the measurable
semantic disparity even in cases where differences may initially
appear minimal. Moreover, similar patterns were observed in the
analysis of block comments, as presented in Figure 8b.

This consistent difference across different types of comments
underscores the point that even seemingly minor deviations in text
can lead to significant changes in semantic interpretation. Because
of this difference, it is feasible to use cosine similarity to distinguish
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(a) Box plot of line comment cosine similarity analysis.

(b) Box plot of block comment cosine similarity analysis.

Figure 8: Box plot result for cosine similarity analysis.

overly broad content from normal content when embeddings can be
generated correctly, which answers our second research question.

5 Discussion
This study set out to investigate two key questions related to the
performance and reliability of LLMs in generating Chinese infer-
ences for Java code comments. First, we examined the types of
errors that LLMs commonly make in this context. Second, we ex-
plored the potential of using cosine similarity as a quantitative
method for analyzing semantic errors in generated comments. he
following sections discuss our findings in detail, highlighting their
significance and implications for future research.

5.1 Errors Made by LLMs in Chinese Inference
on Java Code Comments

In our study, we identified several types of errors that large language
models (LLMs) make when generating Chinese inferences for Java
code comments. These errors can be broadly categorized into Model
Specific Errors, Linguistic Errors, Semantic Errors, Syntax Errors,
and Miscellaneous Errors. From the previous qualitative analysis,
we can find that the large language model, here stable-code-3b,
has obvious concentration in the types of errors when generating
Chinese comments. In our study, the most common errors were
semantic errors, followed by model specific errors, and then some
syntax errors, while grammar errors were not manually detected
during our labeling process. Such error distribution reflects that
when the model deals with code comment generation problems in

non-English languages, in this case Chinese, the error distribution
generated has common errors in all non-English languages, and also
generates language-specific errors according to different languages.

As for the lack of grammatical errors in the research process, we
can attribute it partially to the particularity of the Chinese language
we studied. Unlike most Western Germanic languages, the Classical
Chinese [38] currently in use, is characterized by its lack of inflec-
tion, meaning that most words maintain a single grammatical form.
Consequently, this linguistic feature leads to an absence of tense in
Chinese [39]. Furthermore, the distinctive nature of Chinese charac-
ters greatly reduces the likelihood of erroneous language detection
during inference processes. Additionally, Chinese functions as a
mono-morphemic language, where each character represents an
entire word equivalent to English, thus eliminating common er-
rors found in other languages, such as extraneous letters following
correct characters. These unique attributes provide an explanation
for the absence of entries under the Linguistic Errors section in
our taxonomy result for Chinese, whereas this category frequently
encapsulates numerous errors in other language analyses.

From a linguistic perspective, the presence of semantically triv-
ial errors and the absence of grammatical errors in the labeling
process become explainable due to the high complexity [40] and
low grammatical sensitivity of Chinese. From the perspective of
the model, stable-code-3b is a large language model with only three
billion parameters, and its implementation is based on decoder-only.
Also, Chinese is not supported natively during the original training
process. Therefore, we have reason to speculate that more problems
will arise at the model level.

One of the main results of this study is the proposal of a complete
Error Taxonomy for Evaluation of LLMs on code for Chinese use-
cases. Through multiple rounds of optimization by multiple people
in the open coding process, this taxonomy has gradually been
able to cover most of the problems that may arise in generating
annotations for large models in a multi-language environment. In
the current field of evaluating the multilingual performance of large
models, there is no similar work to evaluate the performance of
large language models in generating code comments in non-English
environments. Therefore, the significance of this work lies in that
we propose a new error taxonomy that can play a guiding role in
this field.

Existing LLM performance benchmarks usually focus on evalu-
ating the performance of models on general tasks, such as natural
language processing tasks, translation, or summary generation, etc.
These benchmarks lack in-depth analysis of domain-specific appli-
cations, especially in the highly specialized task of code comment
generation. Moreover, most of these evaluation criteria are based
on English usage scenarios to evaluate performance, which does
not meet our expectations for improving the performance of large
language models in non-English usage scenarios. By building an
error classification system specifically for Chinese code comments,
we are able to more accurately identify the weaknesses and lim-
itations of the model in this specific task. This not only helps to
understand the shortcomings of existing models, but also provides
a clear direction for future model improvements. For example, by
analyzing common semantic errors and model-specific errors, we
can develop more effective training strategies and data augmen-
tation methods to improve the practical application effect of the
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model. As we said at the beginning, the significance of this study is
to bridge the gap between non-English use cases and LLM for code
comment generation.

5.2 Analyzing Semantic Errors via Cosine
Similarities of Word Embeddings

For the second research question, through our previous quantitative
analysis, we have verified the possibility of analyzing semantic
errors by cosine similarity.

When conducting this research, several types of semantic errors
were identified, with "Too General" being one of the most preva-
lent. This category denotes results that are vague and unclear. By
conducting cosine similarity analyses on the embedding vectors
of overly broad annotations compared to specific reference anno-
tations, we can quantitatively assess their semantic similarities
and differences [41]. This analysis aids in pinpointing which broad
annotations are semantically aligned with the specific reference
annotations and which ones are markedly divergent. The overly
broad comments, which lack specificity and detail, were hypoth-
esized to exhibit different cosine similarity patterns compared to
more precise and contextually appropriate comments. Our results
indicated that overly broad comments tend to have a lower cosine
similarity to a wide range of reference comments. Although they
are more general, these comments are not helpful for understanding
the code. In contrast, normal comments, which are more tailored
and specific, showed higher cosine similarity to the exact refer-
ence comment. This differentiation suggests that cosine similarity
can serve as a tool for assessing the specificity and relevance of
generated comments.

Our research also explored the feasibility of detecting halluci-
nations in LLM-generated comments using cosine similarity. By
comparing the cosine similarities between reference comments and
both normal and hallucinated comments, we found a significant
distinction. Hallucinated comments show lower cosine similarity
to the reference comments compared to normal comments written
by senior programmer. This suggests that cosine similarity is a
viable metric for identifying hallucinations, as the lower similarity
scores reflect a divergence from the intended meaning or content of
the reference, which is also verified by our PCA experiment. This
method provides a quantitative approach to hallucination detection,
which has been a challenge in the field due to the subjective nature
of evaluating generated content. The ability to measure halluci-
nations quantitatively offers a promising direction for improving
the reliability of LLMs in generating accurate and relevant code
comments.

By establishing the relationship between the cosine similarity
of word embeddings and semantic errors, we can describe seman-
tic errors in a quantitative way. This not only establishes clearer
standards for error analysis, butt also reduces human bias. At the
same time, verifying the relationship between the two also proves
the possibility of automating this judgment process. Promoting
such a method can greatly reduce the time required to improve
the Error Taxonomy, thereby improving the predictability of LLM
performance.

6 Future work
In this project, our initial success with the Chinese dataset has
been a springboard for a broader, more comprehensive approach to
analyzing comment generation and error taxonomy across multi-
ple languages. We have developed a robust methodology that not
only yields insights into Chinese language performance but is also
adaptable for assessing other languages. Currently, we are applying
this refined analysis technique to Dutch, Polish, and Greek datasets,
with the expectation of achieving similar success.

This strategic expansion allows us to explore the unique chal-
lenges posed by each language, enriching our understanding of
linguistic nuances and model performance across diverse linguis-
tic settings. By standardizing our analytical approach, we ensure
consistent quality and comparability in our findings, which is cru-
cial for developing better multilingual natural language processing
tools. Our work continues to focus on refining these methods to
further enhance the accuracy and relevance of our models, thereby
supporting a broader application and better performance across
various languages.

7 Conclusion
In this study, we aimed to investigate two key questions regard-
ing the evaluation of LLMs on code for Chinese use-cases. Firstly,
we identified the common types of errors LLMs make, leading
to the development of a detailed error taxonomy. This taxonomy
revealed that semantic errors, particularly hallucinations, are preva-
lent, while linguistic errors are less common due to the unique
characteristics of the Chinese language.

Second, we validate the feasibility of using cosine similarity
of word embeddings to analyze semantic errors. Code comments
with semantic errors usually have lower word embedding cosine
similarity than regular comments, explaining their larger deviation
in semantics. The significance of this study lies not only in finding
the connection between semantic errors and cosine similarity, but
more importantly, it proposes a possible direction for automatically
analyzing the performance of large language models.

These findings have significant implications for the development
and improvement of LLMs, particularly in generating accurate and
relevant code comments in Chinese. By providing a detailed error
taxonomy and demonstrating the utility of cosine similarity in
detecting hallucinations and evaluating comment specificity, this
study contributes valuable insights to the field.

However, our research has certain limitations, including the spe-
cific focus on code comments and the reliance on cosine similarity
as the primary metric. Future research should explore additional
languages and alternative metrics to build on our findings. More-
over, expanding the dataset and labeling more comments could
further enhance the universality of our error taxonomy.

In conclusion, this study provides a thorough analysis of the
errors made by LLMs in Chinese code commenting and introduces
innovative methods for improving the analyzation of semantic
errors in generated comments. These contributions lay the ground-
work for future advancements in applying LLMs to multilingual
code annotation tasks, ultimately enhancing their practical utility
and reliability.
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8 Ethics and Responsible Research
For the completion of our research, we utilized two advanced mod-
els: stable-code-3b and Ernie 1.0. These models are governed
by the Stability AI Non-Commercial Research Community License
and the Apache-2.0 license, respectively. These licensing terms al-
low for the application of these models in academic and scientific
research, ensuring compliance with legal and ethical standards.

To gather the necessary data for our dataset, we sourced informa-
tion exclusively from open-source repositories available on GitHub.
This approach ensures transparency and accessibility of our data
sources, enabling other researchers to verify and build upon our
work. Utilizing open-source repositories not only aligns with ethi-
cal standards but also Spromotes the integrity of ourSSS research
by providing a clear and accessible trail for data verification.

Ensuring the reproducibility of our research findings is crucial.
To this end, we have established a public GitHub repository, which
can be accessed at GitHub Repository. In this repository, we have
disclosed the repositories from which we collected data, the raw
results of our tertiary study, and all the code utilized in our analyses.
The repository also includes detailed documentation to guide other
researchers through our processes and methodologies, ensuring
they can replicate our study accurately.

Furthermore, we have uploaded the dataset, which includes the
leading comments, to a publicly accessible repository at Hugging
Face. This enables other researchers and practitioners in the field
to access our dataset readily, facilitating further research and ap-
plication in related fields. By making both the data and the code
publicly available, we encourage transparency and foster trust in
our findings, as every aspect of our research can be scrutinized and
validated by the scientific community.

We also took careful measures to ensure the integrity of our
data and the ethical considerations involved in its use. All data
collection processes adhered to the guidelines for ethical research,
respecting the licenses and usage terms of the sources. By using
only open-source data, we avoided potential legal and ethical issues
related to proprietary or sensitive information.

In addition to these technical and ethical measures, we conducted
a thorough reflection on the challenges of reproducibility and in-
tegrity in our research. We recognize that reproducibility is not
just about making data and code available; it involves ensuring that
other researchers can understand and implement our methodolo-
gies. To this end, we provided comprehensive documentation and
detailed explanations of our experimental setup, data processing
steps, and analysis techniques. This level of detail helps mitigate
common reproducibility challenges, such as unclear methodologies
or missing information, which can hinder other researchers from
successfully replicating studies.

By taking these steps, we aim to foster an environment of open
scientific communication and collaboration, allowing the commu-
nity to benefit from our findings while adhering to the highest
standards of research integrity and reproducibility. Our commit-
ment to these principles not only enhances the credibility of our
research but also contributes to the advancement of knowledge in
the field, providing a solid foundation for future studies to build
upon.
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A Complete PCA diagram

Figure 9: Complete PCA diagram for all data.

B Complete cosine similarity bar chart

Figure 10: Complete cosine similarity bar chart for all data.

The reason we leave data No.19 and No.52 blank is because the
senior programmer thinks no comments are needed here.

C Use of Large Language Models in the
Research Project

In the construction of this research paper, AI tools are utilized,
specifically LLMs like ChatGPT, to assist in refining the grammar
and checking of the spelling. This application was limited to gram-
matical corrections and enhancing the readability of the paper with-
out altering the conceptual content or analytical insights derived
from my research.
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