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@ Problem Statement
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Netherlands won't manage to build 7 million homes in 10 years. (n.d.)

Value, C. (n.d.).



@ Problem Statement

1.18% 0.42%

increase growth
d in demand per
year

4.7% demand increase in 4 years 2.1% industry growth in 5 years

in AEC industry
per year

Value, C. (n.d.). IBISWorld (2021).



@ Problem Statement

To keep up with the rising demands for architecture, engineering, and

construction services, the industry needs to radically rethink tne

design, planning, and construction process.




Design Automation
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Shape Grammar Generative Design

Koning and Eizenber (1981) Souza (2020}



® Design Automation

Machine Learning Integrated

Generative Design Generative Design

Generative Design Primer (2021) ITB (n.d.)



® Overview

Artificial Intelligence

Machine Learning

Deep Learning

Multi-Layer Perceptrons
Convolution Neural Networks
Autoencoders
Generative Adversarial Networks




® Imagine ...

City Needs to Build new
Affordable Housing
Complex

Inputs Site into Trained
Model

Code-Compliant Design
Results in Hours

10



® Deep Learning

[ ]
-—
-—
— X
— X
Housing Crisis  Needs options quickly Code-Compliant, healthy, One typology: housing
Needs and safe design
Deep Learning Trained model produces Learns expertise based on Generates site-specific

Benefits output on demand training data models of learned typology

"



® Typology: Multifamily Housing

Large-Scale, Can Provide Affordable Has Repeating Patterns
Sustainable Solution Housing Options and Standardizations

Not Iconic Building
Typology

12



® Training Data

OPTIMAL : Multifamily Housing
10 models, not categorized

AVAILABLE : Single-Family Houses
Over 1,000 models

13



@ Existing Applications

3D GAN = ﬂ,::::::.)_ﬁﬁ - -
= @F::g—---::::ﬁ' """" R
512x4xdx4 bV m——q--= A1
256x8x8x8 -— ‘7/,

128x16x16x16 64x32x32x32 /

Z G(z) in 3D Voxel Space
64x64x64

Wu, et al. (2016).
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Smith and Meger (2017).




® Gaps in Current Research

Training Set

Random L i i i .
Noise =P * p > > - S - T ; -,, _’ll:]
256x2X22 1285aaxa | 128xdxdx4 256x2x2x2
64x8x8x8 ) 7 64x8x8x8
o0 32x16x16x16 32x16x16x16
2048 32x32x32 2048
Generator Discriminator

Newton (2019)



® Gaps in Current Research

"l X,
Lﬂ* Y & E -
0
Le
g ¢ ﬂ !’
Limited research about Limited applications of Too small geometry

GANSs for creating 3D 3D GANs on space
geometry architecture



How can a GAN model be trained to
produce 3D building geometry given
3D models of single-family houses as
input?

Research Questions




® Framework

Final Modified Data
Y : Set
Data Set Trained Model Evaluation

Final Model

Architecture

Neural Network E
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® Generative Adversarial Networks

L 4
'0_

Training Data Set

Generator

.—) =

Random Noise Fake Geometry

Concept: Goodfellow, I., et al. (2014). Image: Lisa-Marie Mueller

Discriminator

% Real

% Fake



® GAN Discriminator Goal

Fake Geometry

Fake

21



® GAN Discriminator Goal

=

Training Data Set

Learned Features
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® GAN Discriminator Goal

S B _ ~ ©

v. —- -

Learned Features Fake Geometry

Real
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® GAN Generator Goal

Generator

Fake Geometry

Discriminator

Real
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GAN Generator Goal

Generator

- Generator
v
X °
Y *

Fake

-

Updated
Geometry
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® Generator Training

26



Notoriously Difficult to Train

Generator Generator

Discriminator

Discriminator

Two Neural Networks Improvement to One
Trained Simultaneously Comes at Cost to the
Other

27
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Data Set
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Biljecki, F., et al. (2016) Selvaraju, P., et al. (2021).



® Processed Data Set for Release

Clean Models — Data Set of 913

Clean Data Set

Cleaned Dataset

Selecting Typology
(913 Models Left)

Cleaned Model

S%TU.

For Thesis

100 Cleaned Models
Single-Story
Single-Family

House

Two-Label

30



@® Table of Contents

» Q HHHE

Introduction &

Research Overview of
o 1 Questions o GANs o 3
‘ S P4

Analysis

Data Set

Hyperparameter Kernels, Depth,
O Adjustments 0 6 and Width o 7

1.
Y -
&Flte

Testing State of
O 4 The Art GANs

Conclusion

08

31



® WGAN vs DCGAN | 1 model

32



@ State of the Art Architecture: 3D GAN

Starting Architecture

|
|
|
|
| |
. — /’//T
| 7 Sl N S j 1 !
-1 ST |- I
=) A I B -1 -
@) | e R
512 4x%x4 i -/ /
25exBxBx8— L Tl
xRt /
— 5w R3— P
- 48 x 20 x 20 x 10 fon—y——
24 x 40 x 40 x 20 (z)in 3D Voxel Space
12 x 80 x 80 x 40 —bhhld—

Geometry Space
160 x 160 x 80

Wu, et al. (2016).

Training Model

mesh2682
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® Vanishing Gradients Problem




® Generative Adversarial Networks

S

Training Data Set

Generator

Random Noise Fake Geometry

Critic

Distribution of

% Realness and

Fakeness
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P

Wasserstein Loss

Necessary for Stable
Training

WGAN AND DCGAN

Leaky RelLU

Necessary for Stable
Training

® WGAN vs DCGAN Hyperparameter Results

i

Learning Rate
Decay

Positive Impact on
Training

36



@ WGAN 11G | 1 Model

Training Model

mesh2682

11 4 Layers | 48-24-12-2

G

Leaky ReLU + Learning Rate Decay
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@ WGAN 11G | 1 Model

11 4 layers | 48-24-12-2

G

Leaky ReLU + Learning Rate Decay
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¢ Data Set Examples | 100 Models

e s e

mesh2682 mesh0067 mesh0074 mesh0244 mesh0379
mesh0096 mesh0109 mesh0166 mesh0422 mesh0456

40



@ WGAN 11G | 100 Models

111G
Result at 7999 epochs

11 4 Layers | 48-24-12-2

G

Leaky ReLU + Learning Rate Decay
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® Hyperparameters factors and results

S L

Batch RMS Prop
Normalization Gradient Penalty

O

Negative Impact Helped Improve Training Helped Improve Training




Architecture 11R

1R
5599 epochs of training

11

4 Layers | 48-24-12-2

R

RMSProp + Gradient Penalty

1R
training

43
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® Depth and Width factors and results

N
L

Larger Kernel Size

No Positive Impact

More Channels

OoOeeoe

Helped Improve Training

More Layers

Helped Improve Training
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16 R

16R
after 5600 epochs training

Models from Data Set

16

10 Layers | 96-96-48-48-24-24-12-12-2-2

R

RMSProp + Gradient Penalty
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® 17R V1

17R V1
after 2600 epochs training

Models from Data Set

17

10 Layers | 192-192-96-96-48-48-24-24-2-2

R

RMSProp + Gradient Penalty
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® 17RV2

17R V2
after 2600 epochs training

Models from Data Set

17

10 Layers | 192-192-96-96-48-48-24-24-2-2

R

RMSProp + Gradient Penalty
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® Evaluating Trained Models

17R V2
Epoch 7400

Model from Data Set

50



® Best Performing Architectures

16R 17R
after 3400 epochs training after 4000 epochs training

17R V2
after 3400 epochs training

51



® Generated 100 models

52



Analyzing Results | 17R V1

17

10 Layers | 192-192-96-96-48-48-24-24-2-2

R

RMSProp + Gradient Penalty

Generated Model 43

From the data set
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® Analyzing Results | 177R V2

a

Generated Model 8

17

10 Layers | 192-192-96-96-48-48-24-24-2-2

R

RMSProp + Gradient Penalty

From the data se

<4

t
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A Na Iy Z i N g Re su Its I 1 7 R V 2 17 10Llayers | 192-192-96-96-48-48-24-24-2-2

R RMSProp + Gradient Penalty

. L B34 ;."-'
55

Generated Model 60 From the data set



® Analyzing Results

Model 58

Model 60

17 10layers | 192-192-96-96-48-48-24-24-2-2

R RMSProp + Gradient Penalty

Model 95

56



@ Inputs

L

Solid Filled Models

O

No Positive Impact

Q)

Rectangular Prism
Input

O

No Positive Impact

More Training
Models

==

Requires deeper and  |mportant to train
wider architecture  on |arge data sets

57



¢ Improved 3D WGAN | 17R

> & & (7)) =) (

192x10x10x5

192x10x10x5

96x20x20x10

96x20x20x10

17 10 Layers |

192-192-96-96-48-48-24-24-2-2

R RMSProp + Gradient Penalty

48x40x40x20

48x40x40x20

24x80x80x40

24x80x80x40

G(z) in GeometrySpace
160x160x80
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® Data Set and Source Code

EEEREE [

https://github.com/Im2-me/3DWGANHouses



@ Jupyter Notebook to Generate Geometry

: Ju pyter generate_1 7R Last Checkpoint: a day ago (autosaved F

B + 3 2 B 4 ¥ PRin B C » k v

Generated Geometry with Architecture 17R

works to Autonomously Generate Building Geometry”, Lisa-Marie Mueller researched how Genera
ration completed in the thesis, two architectures performed the best

Through her thesis "3D Generative Adversarial Net
Adversanal Networks can be used to produce building geometry. Through the explo

Arch

The architectures has 10 layers with the following number of channels 192-192.96-96-48.48.24.24.2.2

This notebook loads the weights of the trained network and allows users 10 generate new geomelry using the trained network models. The generated

geometry is then visualized in the notebook

W is installed in your conda environment and that you activated this environment An env file is

tensorfl

fore running this notet
included on GitHub

DOK, please make sure

import t

import os

import PIL

from PIL import Image
import math

import wganvl7R as gan
import utilities.ganutilities as util

save_location =

generated_mat

generator =
discrimin

ture 17R uses Leaky RelLU in the generator and the cntic, uses RMSProp as the optimizer with a fixed learning rate, and implements gradient penaity
4




What are the challenges and benefits
of using GAN for architectural design?

Parameter Tuning
« Takes time

e Trial and error

Unstable Training
« Can have many causes

« Same cause doesn't always have consistent
solution

Large Training Data Set
» Need to have a lot of training data

* Minimum 100 models, in the thousands is more
ideal

62



What are the challenges and benefits
of using GAN for architectural design?

Use after Training

* Once model is trained, can be used repeatedly with
little cost

« Training can be updated as more data is available
Use for Complex Problems
« Detects patterns in the data

 No need to define rules

Multi-Disciplinary

» Research method can be applied to other deep
learning research

» Developed architecture can be applied to other
disciplines

63



How can a GAN model be trained to
produce 3D building geometry given
3D models of single family homes as
input?

Research Questions

64




® Conclusion

- @)

6(2) in Geometry Space
6016030

New WGAN
architecture

. -

: mesh0067 mesh0074
e ©
8 O
o |
mesh0109 mesh0166
Incorporated Key Trained on revised
Hyperparameters that building data set

were |dentified Through
Experimentation

65



@ Reflection




® Bigger Picture

generated model

colored input

Al image generator output
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® Bigger Picture

/

-

3D WGAN

generate building geometry

J

Y

context

—
0

stakeholder

7

requirements
—
—_—

building codes

~
Y

Pix2Pix
generate floor plan

program requirement

——

-

NN Classifier
label voxels

NG

/

Building Data
complete building design with
floor plans and labeled points

that can be imported to BIM
software
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® Future Research

Memorization Rejection

Additional
Hyperparameters

Data Augmentation

Context-Responsive and
code-responsive design

69



Future Research

Xiaohui, Z., et al. (2022)

Label Generated Other Generative
Geometry Methods

Integrate Analysis

User Input to Modify
Output

70



Thank You!

Lisa-Marie Mueller

27.06.2023
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