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ABSTRACT
Inspired by Vortex Generators' success in delaying airfoil stall, this study explores the potential of using Vortex Generators to 
mitigate stall-induced instability in floating offshore wind turbines at parked and skewed inflow conditions for the first time. 
Significant improvements are achieved by strategically installing Vortex Generators in the outboard sections of turbine blades 
and optimizing their parameters (normalized height, length, inflow angle, and chordwise positions) using the particle swarm 
optimization algorithm and fast optimization method. Numerical results, including both linear and nonlinear stall instability 
analyses, consistently demonstrate that Vortex Generator arrays effectively mitigate stall-induced instability in the edgewise 
motion of wind turbines. The yaw misalignment angle range corresponding to the occurrence of edgewise instability is reduced 
by 29.69% (for NREL 5 MW wind turbine) and 22.95% (for IEA 15 MW wind turbine) while also decreasing limit cycle oscillation 
amplitudes. Additionally, azimuth angle does not influence optimization results, and implementing Vortex Generators can in-
crease the onset wind speed of stall-induced instability without negatively affecting operating conditions.

1   |   Introduction

With the increasing recognition of the vast potential of wind 
energy resources, the evolution of wind farms has led them to 
explore new possibilities, particularly in offshore locations and, 
even more specifically, deep-sea areas [1, 2]. Offshore wind 
farms have gained prominence due to several convincing ad-
vantages. One of the foremost benefits is the availability of a 
more consistent and robust wind resource, setting them apart 
from onshore ones. However, this transition to offshore wind 
farms, particularly in deep-sea locations, also brings unique 
challenges and considerations. One such challenge is the higher 
risk of stall-induced instability (or stall-induced vibration) [3–5] 

on floating offshore wind turbines (FOWT). Stall-induced in-
stability can occur when significant sections of a wind turbine 
blade experience moderate stall, typically defined here as an 
angle of attack (AoA) exceeding 15° but less than 40° [6, 7]. This 
condition generates extreme internal loads, as well as negative 
aerodynamic damping in the blade sections due to the negative 
lift-to-AoA gradient (𝜕CL∕𝜕𝛼 < 0) [7]. While modern large-scale 
pitch-regulated turbines are designed to avoid stall conditions, 
unlike their stall-regulated predecessors. Studies indicate that 
stall-induced instability can still occur and induce severe edge-
wise vibrations [8], particularly during standstill scenarios, such 
as during installation, maintenance, or extreme wind events 
(such as typhoons) [9]. Under normal operating conditions, 
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the AoA for the inboard sections is more likely to exceed the 
static stall angle, potentially leading to stall in those sections. 
However, its contribution to the overall modal damping is quite 
limited and does not induce significant negative damping. 
When the wind turbine is in cut-out regions (standstill condi-
tion) and yaw misalignment occurs, the risk of blade stall be-
comes more pronounced [10]. Airfoil stall in outboard sections 
contributes more to the negative modal aerodynamic damping, 
making a wind turbine face a high risk of stall-induced instabil-
ity. Stall-induced instability not only results in extreme loading 
but also contributes to fatigue loading on the blades, ultimately 
reducing their lifespan [7]. Therefore, it is important to evaluate 
the stall-induced instability of FOWTs with yaw misalignment 
during parked conditions and to develop engineering solutions 
and operational strategies to ensure the reliability and longevity 
of offshore wind farms.

Stall-induced instability has been a well-explored topic in 
wind turbine research, with considerable studies investigating 
this phenomenon across a range of onshore and offshore tur-
bines. For instance, Risø National Laboratory coordinates a 
European project STABCON [11], which aims to develop reli-
able design tools for analyzing and optimizing large wind tur-
bines concerning aeroelastic stability and active control. This 
project eventually gives several valuable deliverables, includ-
ing the well-known aeroelastic stability tool for wind turbines, 
HAWCStab [12]. Hansen et al. [13, 14] provided a comprehensive 
framework for analyzing stall-induced instability in fixed wind 
turbines, with their analyses, as detailed in reference [13], and 
Chaviaropoulos' work [15], being rooted in linear structural dy-
namics. They use the damping ratio as the crucial criterion for 
assessing the stability of a specific mode, typically determined 
by calculating state-space eigenvalues. Furthermore, the assess-
ment of stall-induced instability often involves examining over-
all damping ratios, as it is widely recognized that this instability 
arises due to negative damping, especially prevalent in wind 
turbines operating within the cut-out region. When address-
ing operational wind turbines, a practical approach involves 
converting system matrices into the Coleman domain [16, 17] 
using multi-blade coordinate transformation. In practice, wind 
turbines equipped with active pitch controllers during operation 
rarely experience stall-induced instability. In contrast, parked 
wind turbines in the cut-out region are at a higher risk of en-
countering this phenomenon [10]. Wang et  al. [18] investigate 
the aeroelastic instability of an idling DTU 10 MW wind turbine, 
revealing that stall-induced instability cannot be thoroughly 
predicted through independent eigenvalue analysis. This paper 
also emphasizes that the out-of-plane modes exhibit the lowest 
damping ratio at a yaw misalignment of 30°, and the asymmetric 
out-of-plane tilt mode attains negative damping throughout the 
entire range of azimuth angles.

In the stability analysis of FOWTs, an essential step is devel-
oping a linear dynamic system to capture their dynamics. In 
this context, a central focus of our research is the acquisition of 
linear damping matrices arising from the interaction of inflow 
wind and wave propagation. This crucial aspect serves as the 
key point of our investigation. Traditionally, the determination 
of damping from inflow wind has been a classic issue within the 
field of aeroelasticity. In the work of Hansen [19], he introduced 
the concept of aerodynamic damping, emphasizing its pivotal 

role in accurately predicting wind turbine instability. Petersen 
et al. [4] expanded on this notion, deriving explicit aerodynamic 
damping matrices tailored for stall-regulated wind turbines. 
They demonstrated a strong correlation between aerodynamic 
damping and the characteristics of airfoil lift and drag coefficient 
curves, as well as the rotational angular speed of the turbine. 
Further advancing the understanding of aerodynamic damp-
ing, Thomsen et al. [20] introduced an experimental method for 
determining edgewise-direction aerodynamic damping. They 
successfully implemented this method on the Bonus wind tur-
bine, shedding light on an essential aspect of stability analysis. 
Chen et al. [21] developed a wavelet-based linearization method 
that enables the evaluation of aerodynamic damping for operat-
ing wind turbines. The FAST code also enters this field, offer-
ing a numerical strategy for obtaining aerodynamic damping 
through central difference equations [22, 23]. It facilitates the 
determination of damping matrices across various operating 
positions. Besides, HAWC2 [24] also includes a linearized aero-
dynamics module that enables aerodynamic damping analysis. 
While much has been accomplished regarding the aerodynamic 
damping of FOWT, the field of hydrodynamic damping through 
analytical means has remained relatively unexplored. Li et al. 
[25] proposed an approach based on potential flow theory for 
identifying damping arising from waves. Similarly, Meng et al. 
[26] dedicate the evaluation of viscous damping from wave-
induced forces by linearizing Morison's equation.

Although much literature has focused on instability assess-
ments, its investigation into mitigation measures is still in-
sufficient. The core of stability enhancement is improving the 
damping of specific modes. Widely recognized methods can be 
classified as passive or active manners. A representative exam-
ple is the DAMPBLADE project [27] for the former, while ac-
tive trailing-edge flaps [28] could be an example for the latter. 
Moreover, the DAMPBLADE project and trailing-edge flaps 
adopted aeroelastic approaches. Structural damping augment 
approaches have been widely investigated through considerable 
research. For example, Li et al. [29] proposed a unidirectional 
cable pendulum damper to mitigate the large-scale wind tur-
bine blade's vibration in an edgewise direction. Basu et al. [30] 
strengthened the damping in the edgewise direction by employ-
ing circular liquid dampers. In contrast, aerodynamic damping 
enhancement devices have not yet drawn enough attention, and 
although Hansen [19] pointed out that increasing the slope of 
the lift coefficient curve helps lift aerodynamic damping for a 
specific airfoil section, a detailed lift coefficient polar enhance-
ment device has not been studied in depth.

Vortex Generators, often abbreviated as VGs, are increasingly 
finding applications in diverse industries ranging from aero-
space to renewable energy, especially in the context of wind 
turbines. The implementation of VGs in wind turbines involves 
the strategic placement of small, winglet-like devices on the 
surfaces of airfoils or structures for inboard sections, and their 
effects have been confirmed through both numerical [31, 32] 
and experimental approaches [32]. By carefully configuring the 
size, spacing, and orientation of these VGs, engineers can ad-
just their effects to specific objectives. One crucial aspect of VG 
implementation in wind turbines is their ability to delay flow 
separation [33]. As wind passes through a turbine blade, it fol-
lows the contour of the airfoil shape, and as it moves towards 
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the trailing edge, there is a risk of boundary layer separation. 
This separation can lead to a decrease in lift and an increase in 
drag, ultimately impacting the turbine's performance. However, 
VGs strategically positioned along the blade can mitigate this 
issue by energizing the boundary layer and delaying separation, 
thus maintaining lift and reducing drag and eventually enhanc-
ing annual electricity production(AEP) [32, 34–36]. This paper 
intends to advocate VGs as one device to boost aerodynamic 
damping and stability performance. Although a great number 
of studies have taken place to widen the role of VGs in delaying 
stall of wind turbine blade inboard sections [37, 38], they remain 
undeveloped in attempting to promote the performance of stall-
induced instability within rotor class.

The aerodynamic performance of VG-equipped airfoils can 
be evaluated through several approaches, among which the 
most convincing is the wind tunnel experiment [39]. However, 
due to the high cost of the direct wind tunnel experiment, the 
Navier-Stokes-based CFD tools can always be adopted as an al-
ternative, and the CFD-based VG simulation method has been 
developed in the past several years. For example, Sørensen 
et al. [40] propose a method to predict the airfoil performance 
equipped with VGs, and decent agreement between the devel-
oped method and measurements from the Stuttgart Laminar 
Wind Tunnel [39] has been achieved in their study. The CFD 
technique is computationally expensive, especially when con-
ducting optimizations for VG arrangements. Thus, a more effi-
cient engineering model should be developed. Tavernier et al. 
[41] extended XFoil to analyze the effect of VGs on airfoil per-
formance in a time-efficient way, the new version was named 
XFoilVG. The developed tool can empirically account for the 
effect of the VG height, length, inflow angle, and chordwise 
position on the airfoil's aerodynamic properties. The vortex-
based method is computationally cheap and efficient for use 
in optimizations.

This paper is organized as follows: Section 2 introduces linear-
ized aerodynamic and hydrodynamic damping matrices, pro-
vides a damping ratio calculation method, and introduces the 
particle swarm optimization (PSO) method that will be adopted 
for further VGs optimization. Section 3 is designed to provide 
some fundamental results for instability analyses. Section  4 
presents the optimization results of VG configuration to reduce 
the risk of stall-induced instability, another fast optimization 
(FO) method is also introduced to speed up the optimization. 
Section  5 discusses the effects of azimuthal position, wind 
speeds, and different operational conditions when carrying out 
the optimizations, and the effect of VGs on tower and platform 
movements is also studied. Section 6 concludes the paper.

2   |   Methodology

This section aims to introduce a linearized approach for cal-
culating aerodynamic loads. Furthermore, we will introduce 
hydrodynamics, containing both viscous and radiation effects, 
and linear mooring line and hydrostatic stiffness in our model, 
which has already been discussed in detail in our previous pub-
lications [26]. Finally, we will present an algorithm to optimize 
stability enhancement using VGs in our wind turbine stability 
analysis.

2.1   |   Model Description

This research is mainly based on the OC3 5  MW wind 
turbine, a benchmark model proposed by NREL as 
documented in publications [42, 43]. Besides, an IEA 
15  MW wind turbine [44] is also being considered for 
performance optimization to confirm the effectiveness 
of VGs on different rotors. To enhance the accuracy of 
simulating the FOWT, this section employs a customized fi-
nite element (FE) model introduced by the authors' recent re-
search [45].

A comprehensive horizontal axis FOWT is composed 
of several critical components, including a rotor with three 
blades, a central hub, a nacelle housing the generator and 
other essential machinery, a towering support structure, a 
floating platform, and a mooring line system designed to 
constraint the floater's mobility. This intricate assembly is 
thoroughly documented in prior research [43], and its sche-
matic representation can be found in Figure  1. For a deeper 
understanding of FOWT and its dynamic behavior, it is cru-
cial to consider the modes associated with these components, 
detailed in earlier studies [46]. These encompass the plat-
form's translational modes, namely surge, sway, and heave, 
as well as its rotational modes, including pitch, roll, and yaw. 
Additionally, the tower exhibits Side-Side (SS) and Fore-Aft 
(FA) modes, while the blades possess flapwise and edgewise 
modes. These modes collectively characterize the complex dy-
namics of the FOWT system and are crucial in its analysis and 
modeling.

FIGURE 1    |    NREL OC3 5  MW floating wind turbine structural 
layout.
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2.2   |   Aerodynamic Damping for a Standstill FOWT

This study adopts the quasi-steady blade element model to de-
rive the aerodynamics damping. The airfoils' quasi-steady aero-
dynamic loads (lift dL and drag dD) can then be determined 
from the aerodynamic lift and drag coefficients (Cl and Cd) defi-
nition equations [47]: 

in which �a is the air density, c is the chord length, r is the radial 
position of an airfoil section, and the wind velocity Vrel is the 
overall real wind speed that the airfoil perceives in the yb − zb 
plane: 

where the VBy,i,j and VBz,i,j represent the perceived wind speed 
along yb and zb directions considering the coupling effect with 
FOWT vibrations respectively, their accurate expressions can be 
derived as: 

in which, Vy and Vz can be given according to Figure 2 as: 

in which, � ′ is defined as the effective yaw misalignment angle, 
accounting for the effect of azimuth angle: 

Besides, xb represents the location of an airfoil section along 
the blade lengthwise direction: xb = r. � is the pitch angle, and 
� = 90° when the blade is feathered under the parked condi-
tion. hR is defined in Figure 1, and Ψj indicates the azimuth 
angle of the jth blade. Furthermore, several velocities for 
FOWT components included in Equation (3) can be assembled 
in blade(ve), tower(utop,e) and platform(U) degrees of freedom 
(DOFs) vectors: 

Additionally, lift and drag coefficients in Equation  (1) are 
functions versus local AoA � of an airfoil. When consider-
ing azimuth angle, the AoA is defined in Figure 2, with the 
relation: 

in which �t represents the twist angle. Thus, 

Specifically, � � = � when the yaw misalignment angle is 0. Their 
geometric relationship is provided in Figure 2.

Aerodynamic loads are expected to be projected in the rotor 
plane as follows: 

(1)
dL(r, �) =

1

2
�ac(r)V

2
rel
(r)Cl(r, �)

dD(r, �) =
1

2
�ac(r)V

2
rel
(r)Cd(r, �)

(2)V2
rel

= V2By,i,j + V2Bz,i,j

(3)

VBy,i,j =Vy−xb

(

U̇4+ u̇
top

�y

)

− v̇y,i,j sin �+ v̇z,i,j cos �

+
(

U̇2−hRU̇4+ u̇
top
z

)

cos Ψj(t)

+
(

U̇3+ u̇
top
x

)

sin Ψj(t)

VBz,i,j =Vz−
(

U̇1+hRU̇5+ u̇
top
y

)

− v̇y,i,j cos �− v̇z,i,j sin �

−xb
(

U̇5 + u̇
top

�z

)

cos Ψj(t)

−xb

(

U̇6+ u̇
top

�x

)

sin Ψj(t)

(4)

Vy =V0 sin � cos Ψ=V �
0
sin � �

Vz =V0 cos � =V �
0
cos � �

V �
0

=
√

V 2
y
+V 2

z

(5)� � = arctan
Vy

Vz

(6)

U̇ =
{

U̇1, U̇2, U̇3, U̇4, U̇5, U̇6

}T

u̇top,e =
{

u̇topx , u̇topy , u̇topz , u̇
top

�x
, u̇

top

�y
, u̇

top

�z

}T

v̇e =
{

v̇x,i,j, v̇y,i,j, v̇z,i,j, v̇�x ,i,j, v̇�y ,i,j, v̇�z ,i,j

}T

(7)�̂ = � � +
�

2
= � + �t + �

(8)� = � � −
(

�t + � −
�

2

)

(9)
dT =dL cos �+dD sin �

dS = −dL sin �+dD cos �

FIGURE 2    |    Local angle of attack definition for a standstill wind turbine airfoil.
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Aerodynamic force vector FAero in CS xb − yb − zb can be written 
after obtaining dT and dS by considering pitch angle �, and can 
be further expressed through FOWT velocity vectors as: 

According to the previous study [4], aerodynamic loads on blade 
sections have the following form, by assuming blade, tower and 
platform velocities small quantities: 

with, 

Here, F∗
Aerob

 represents the aerodynamic load vector acting on 
blade nodes. This load vector can be described as a combina-
tion of a steady static aerodynamic load vector F0∗

Aerob
 and the 

contributions from aerodynamic damping loads. Specifically, 
an example of edgewise-corresponding czbzb exist in C∗

Aerobb
 is 

given by: 

in which L is the element length, and expressions of four distinct 
elements, which are �(dT)

�Vy
, �(dT)

�Vz
, �(dS)

�Vy
, and �(dS)

�Vz
 are given in 

Appendix A, and the detailed derivations for �(dT)
�Vy

 are introduced 
in [45].

Similarly, translational forces and bending moments acting on 
tower top DOFs within the tower bottom coordinate system can 
be consolidated into vector and matrix forms: 

Specifically, the aerodynamic damping element corresponding 
to the tower top's SS motion is given as: 

where Nb represents the number of blades, and for the case dis-
cussed in this paper, Nb = 3. The upper limit R of integration in-
dicates the radius of the rotor.

Up to this point, we have categorized the aerodynamic loads af-
fecting both the rotor and the tower top node into two distinct 
groups: the static components, represented by F0∗

Aerob
 and F0∗Aerot, 

and the contributions from aerodynamic damping, which are 
encompassed by damping matrices such as diagonal elements 
C∗
Aerobb

 and C∗
Aerott for blade and tower top DOFs, among others. 

However, we have yet to determine the aerodynamic load ex-
erted on the floating platform due to the rotor F∗

Aerop. These loads 
are transmitted through the tower by utilizing a transfer matrix 
denoted as Apt [26]. 

The static aerodynamic force vectors and the aero-damping 
matrices for platform DOFs can be readily derived. More spe-
cifically, the aerodynamic damping associated with yaw motion 
under standstill and yaw misalignment conditions is provided 
as follows: 

2.3   |   Hydrodynamic Damping and Mooring Lines/
Hydrostatic Stiffness

When modeling the FOWT dynamics, spar platforms have 
emerged as exceptionally stable support structures. Their unique 
attribute lies in their inherent buoyancy, characterized by hydro-
static stability. This stability remains under various operational 
and extreme conditions, owing to the ballast stabilization mech-
anism. This, in turn, shifts the focus of stability analysis from 
the traditional hydrostatic aspects to the more prominent influ-
ences of hydrodynamics and aerodynamics. Recent research has 
clarified the contribution of these dynamic effects [26]. As the 
foundation, Section 2.3.1 introduces the hydrodynamic damping 
sources, and Section 2.3.2 provides the stiffness from mooring 
lines, which is essential for platform surge and sway movements. 
Hydrostatic stiffness is also introduced in Section 2.3.2.

2.3.1   |   Hydrodynamic Damping

Both the frequency and time domain analyses in this study 
consider the contribution of hydrodynamic force from periodic 
wave excitations. Hydrodynamic forces typically include vis-
cous drag force described by Morison's equation and radiation 
memory effect which can be accounted for through potential 
flow theory [48].

The Morison's drag force at platform height Z gives: 

where the coefficients CA and CD are the normalized hydrody-
namic added-mass and viscous-drag coefficients respectively. 
For a spar-type platform, CA and CD are taken as 0.97 and 0.6 
[43]. �w is denoted as the seawater density, and D is the diameter 
of the cylinder strip, dZ is the strip height, Ü i(Z) and U̇i(Z) are 
the strip acceleration and velocity of the ith DOF of a platform. 
Specifically, U̇1(Z) and U̇2(Z) represent the platform surge and 

(10)FAero = FAero
(

v̇e, u̇top,e, U̇
)

(11)F∗
Aerob

=F0∗
Aerob

−
�

C∗
Aerobb

C∗
Aerobt

C∗
Aerobp

�

⎧

⎪

⎨

⎪

⎩

v̇e

u̇top,e

U̇

⎫

⎪

⎬

⎪

⎭

(12)C∗
Aerobb

=
�F∗

Aerob

� v̇e
, C∗

Aerobt
=

�F∗
Aerob

� u̇top,e
, C∗

Aerobp
=

�F∗
Aerob

� U̇

(13)

czbzb = −∫
L

�(dT)

�Vy
cos2�−∫

L

�(dT)

�Vz
sin�cos�

+∫
L

�(dS)

�Vy
cos�sin�+∫

L

�(dS)

�Vz
sin2�

(14)F∗
Aerot=F

0∗
Aerot−

�

C∗
Aerotb

C∗
Aerott C∗

Aerotp

�

⎧

⎪

⎨

⎪

⎩

v̇e

u̇top,,e

U̇

⎫

⎪

⎬

⎪

⎭

(15)cytyt = Nb

R

∫
0

�(dS)

�Vz

(16)F∗
Aerop = AptF

∗
Aerot

(17)cU6,U6
=

Nb

2

R

∫
0

r2
�(dS)

�Vz

(18)

dFPlatformi (t,Z) = −CA𝜌w

(

𝜋D2

4
dZ

)

Ü i(Z)

+
(

1+CA
)

𝜌w

(

𝜋D2

4
dZ

)

ai(t,Z)

+
1

2
CD𝜌w(D ⋅ dZ)

[

vi(t,Z)− U̇i(Z)
]

[

(

v1(t,Z)− U̇1(Z)
)2
+
(

v2(t,Z)− U̇2(Z)
)2
]
1

2
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6 of 20 Wind Energy, 2025

sway velocities respectively. vi and ai are the components of the 
undisturbed fluid-particle velocity and acceleration in the direc-
tion of ith DOF.

The memory effect is recorded through a convolution function: 

in which hij(t − �) is the (i, j) component of the matrix known as 
the wave-radiation-retardation kernel [48]: 

Traditionally, stability analysis methods have predominantly 
considered viscous hydrodynamic damping while overlook-
ing radiation effects arising from hydrodynamics. Recent re-
search by Li et al. [25] introduces a linear and explicit method 
grounded in potential flow theory to assess radiation damp-
ing. This approach complements the incorporation of viscous 
damping, as detailed in Meng et al.'s work based on Morison's 
equation [26]. Expressions for viscous and radiation damping 
components denoted as CMorison and Cradia show the following 
form: 

and 

Detailed expressions for elements in these matrices can be found 
in Meng et al.'s reference [26].

Furthermore, it is essential to account for additional propor-
tional damping Cadd, a concept defined by Jonkman et al. [43]. 
Collectively, these elements complement each other in the as-
sessment of cumulative hydrodynamic damping, and it can be 
expressed as follows: 

2.3.2   |   Mooring Line and Hydrostatic Stiffness

In addition to hydrodynamic considerations, the moor-
ing lines associated with spar platform introduce nonlinear 
stiffness. The platform's perturbed position influences this 
nonlinearity. The author's prior research [26] and the NREL 
technical report [43] confirm the nonlinear behavior of moor-
ing line loads when the platform follows a linear trajectory 
in specific directions. To ensure precision in analysis, one 
should ideally determine mooring line stiffness values relative 
to the static balanced position. However, the platform can be 
assumed to be placed in an undisturbed position for practical 
reasons. The calibration of mooring stiffness is facilitated by 
using OpenMOOR, an open-source tool developed by Chen 
et  al. [49]. The resulting calibrated stiffness matrix is a 6×6 
matrix: 

with the specific matrix elements detailed in Meng et  al.'s 
work [26].

Besides, the spar-type platform is an unconditional 
stable system attributed to hydrostatic stiffness, it gives [46]:

(19)dFR,i(t)= −

t

∫
0

hij(t−�)U̇ j(�)d�, i, j=1, … , 6

(20)hij(t)=
2

�

∞

∫
0

Ch,ij(�) cos(�t)d�, i, j=1, … , 6

(21)CMorison =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

cvisU1U1
0 0 0 cvisU1U5

0

0 cvisU2U2
0 cvisU2U4

0 0

0 0 0 0 0 0

0 cvisU4U2
0 cvisU4U4

0 0

cvisU5U1
0 0 0 cvisU5U5

0

0 0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(22)
Cradia =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

cradU1U1
0 0 0 cradU1U5

0

0 cradU2U2
0 cradU2U4

0 0

0 0 cradU3U3
0 0 0

0 cradU4U2
0 cradU4U4

0 0

cradU5U1
0 0 0 cradU5U5

0

0 0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(23)Chydro = Cradia + CMorison + Cadd

(24)Kmoor =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

K11moor 0 0 0 K15moor 0

0 K22moor 0 K24moor 0 0

0 0 K33moor 0 0 0

0 K42moor 0 K44moor 0 0

K51moor 0 0 0 K55moor 0

0 0 0 0 0 K66moor

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(25)Kbuoy =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 0 0 0 0 0

0 0 0 0 0 0

0 0 �wgA0 0 −�wg∬A0

X dA 0

0 0 0 �wg∬A0

Y 2 dA+�wgVwZGB 0 0

0 0 −�wg∬A0

X dA 0 �wg∬A0

X 2 dA+�wgVwZGB 0

0 0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦
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7 of 20

in which, A0 is the water-plane area of the support platform 
when it is in its undisplaced position, and ZGB is the metacentric 
height.

Thus, the overall stiffness matrix for platform shows: 

2.4   |   State-Space Method

Once the system matrices have been identified, one can deter-
mine damping ratios for each mode through complex modal 
analysis in state space, as outlined in the work by Craig [50]. 
This approach involves calculating the eigenvalues of a first-
order differential equation to extract the damping ratios. The 
reduced-order differential equation can be expressed as follows: 

here, the matrices A and B are assembled as: 

in which the damping matrix C and stiffness matrix K contain the 
aerodynamic damping, hydrodynamic damping, and mooring line 
and hydrostatic stiffness introduced in Sections 2.2 and 2.3.

We can obtain the following generalized algebraic eigenvalue 
equation: 

The solution of this eigenvalue problem consists of eigenvalues 
�n, and corresponding eigenvectors �n. The eigenvalues must 
satisfy the characteristic equation: 

each complex eigenvalue �n for the nth mode takes the form: 

where �n represents the undamped natural frequency of the nth 
mode, and �n is the corresponding damping ratio. By substitut-
ing �n into Equation (29), the eigenvector can be further deter-
mined. The eigenvector describes the mode shape in structural 
dynamic analysis. Natural frequency and mode shape can be 
used to identify a mode.

For the state-space method to be applied effectively, the matrices 
A and B must remain time-independent, meaning they should 
be constant matrices throughout the analysis.

2.5   |   VGs Installation

VGs are traditionally installed in the inboard sections to en-
hance AEP, depicted in Figure 3 as arrows in red. In this study, 
VGs are equipped in outboard sections following blue arrows. To 
better determine the VGs configuration, at least six parameters 
must be proposed: hi,k

VG
, li,k
VG
, �i,k

VG
, xVGi,k

1
∕c, xVGi,k

2
∕c, xVGi,k

3
∕c. 

The first three parameters represent the VGs normalized height, 
length, and angle, respectively. They are constrained such that 
hi,k
VG

∈ [0. 007,0.025], li,k
VG

∈ [0. 02,0.05], and �i,k
VG

∈ [10◦, 15◦]. 
Besides, VGs are designed to be mounted uniformly along the blade 
length direction, as shown in Figure 3 (right). We set the constraint 
that VGs obey quadratic function distribution along the blade 
length. According to the fundamental mathematics, three points 
should be given to determine the para-curve exclusively, those 
being xVGi,k

1
∕c, xVGi,k

2
∕c, xVGi,k

3
∕c respectively. xVG∕c represents 

the ratio of a VG coordinate to blade chord length c at the blade 
chord direction, and subscripts 1–3 are denoted for the installation 
region's start, middle, and end points along the blade length direc-
tion. In practice, the VG array line is also controlled by another 
constraint condition of xVG∕c ∈ [0. 2,0.5].

2.6   |   Particle Swarm Optimization Method

As introduced, this paper devotes itself to developing the VGs 
usage in stability enhancement. The following VG optimization 
will be initially conducted using the PSO method. The PSO al-
gorithm is developed based on the particle concept, inspired by 

(26)K = Kbuoy +Kmoor

(27)Aż(t) + Bz(t) = 0

(28)A =

[

C M

M 0

]

, B =

[

K 0

0 −M

]

(29)[�A + B]� = 0

(30)det(�A + B) = 0

(31)�n = − �n�n + i�n

√

1 − �2n

FIGURE 3    |    Illustration of VG installation on a blade to mitigate stall-induced instability.
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8 of 20 Wind Energy, 2025

the social behavior of birds or schools of fish. Its nature is to 
give a bunch of particles randomly, and each particle is endowed 
with random values for two characteristics: position xt

i
 and ve-

locity vt
i
. f
(

xk
i

)

 is the objective function (also called fitness value 
typically). It could be an explicit or implicit function concerning 
position xt

i
, vt

i
 provides propulsive velocity for xt

i
 to obtain the 

optimized solution. Each particle moves towards its prior per-
sonal best position (pt

best
) and the global best position (gt

best
) in 

the swarm, their definitions can be expressed by (for a maximi-
zation problem) [51]:

where i ∈ [1,N], and 

in which t  represents the tth generation of iteration and i rep-
resents the ith particle among the particle swarm; in addition, N 
implies that there are totally N particles in the swarm; in this 
paper, N = 100.

Particle positions xt+1
i

 update automatically at time t + 1 by add-
ing the velocity vector vt+1

i
 to the states xt

i
 at the last step: 

where � (taken as 0.5) is the inertia weight utilized to balance 
local exploitation and global exploration, r1 and r2 are random 
values uniformly distributed within the range of [0,1], and c1 and 
c2 are called “acceleration coefficients” and they are given as 1.5 
in this study.

Equation (34) explains the inside principle of the PSO method: 
particle positions move towards both the personally and globally 
optimal positions, also controlled by their velocity inertia, and 
Figure 4 vividly shows this process [52].

It is important to acknowledge that the fitness in this study is 
given by:

and 

in which � i is the damping ratio for a given mode, and its 
value is based on the updated lift and drag coefficients using 
XFoilVG [41], and the damping ratios are determined through 
the state space method in Section 2.4. We propose � cri as the 
critical damping ratio which equals to structural damping 
ratio in value. � cri is seen as the criterion in judging instability, 
and when 𝜁 i < − 𝜁 cri, instability occurs. Ultimately, the whole 
process for the optimization is summarized in Figure  5. It 
firstly sets up initial ranges for the six parameters introduced 
above and then generates N  particles; consequently, deter-
mines aerodynamic polar utilizing XFoilVG; and afterward 
adopts the state space method in Section  2.4 and dichotomy 
to find the yaw misalignment angle � that meets the require-
ment of � i = − � cri. Then, the judgment is made as to whether 
the objective can be achieved if satisfied; otherwise, regener-
ate a new swarm and restart the loop.

3   |   Primary Results on Stability

This section presents the primary stability analysis results for a 
clean 5 MW rotor, specifically focusing on the platform yaw, 1st 
order tower SS, and the third first-order rotor edgewise modes. 
The modal analysis treats the entire wind turbine as a global 
system. As a result, there are three first-order rotor edgewise 
modes. This paper focuses on the third 1st order mode, as it 
exhibits the widest range of negative aerodynamic damping, 
indicating it faces the greatest risk. The third first-order rotor 
edgewise mode shape and its corresponding frequency are il-
lustrated in Figure 6. This mode shape corresponds to the 14th 
mode of the overall FOWT system, with a frequency of 1.087 
Hz. Notably, the mode shape is asymmetric. These particular 
modes have been singled out for detailed examination due to 
substantial evidence demonstrating their heightened vulner-
ability to stall-induced aerodynamic instability [10]. Figure  7 
highlights the potential aerodynamic instability risks associated 
with these modes. In this situation, wind speed V0 = 50  m/s, 
azimuth angle Ψ = 0°, represents the first blade points upward, 
which is a typical configuration, and yaw misalignment angle 
� = [ − 180◦, 180◦]. Platform yaw, tower top SS, and the third 
first-order rotor edgewise motion exhibit significant risk to aero-
dynamic instability, primarily driven by negative aerodynamic 
damping effects. Table 1 presents the damping ratios resulting 
from the hydrodynamic contribution on platform yaw mode, 
even when accounting for the hydrodynamic damping effect 
(4.34%), the overall damping in the platform yaw mode may 
appear positive but is still considered unstable in engineering. 
Hence, this paper focuses on these three critical modes to en-
hance their stability characteristics. The objective is to devise 
strategies and solutions to mitigate stall-induced aerodynamic 
instability and ensure the system's reliable and safe operation.

Moreover, in a pie chart, Figure 8 provides aerodynamic damping 
∫
L
�(dS)

�Vz
 and modal damping ∫

L
�(dS)

�Vz
�2(x) values for each blade 

(32)pt
besti

= x∗i |f
(

x∗i
)

= max
k= 1,2,… ,t

({

f
(

xki
)})

(33)gt
best

=xt
∗
|f
(

xt
∗

)

= max
i=1,2,…,N;k=1,2,…,t

({

f
(

xki
)})

(34)
vt+1
i

=�vti+c1r1

(

pt
besti

−xti

)

+c2r2
(

gt
best

−xti
)

xt+1
i

=xti+v
t+1
i

(35)f
(

xki
)

=max
(

�|
{

� i(�) = − � cri(�)
})

(36)xki = [hi,k
VG
, li,k
VG
, �i,k

VG
, xVGi,k

1
∕c, xVGi,k

2
∕c, xVGi,k

3
∕c]

FIGURE 4    |    PSO algorithm mechanism.
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9 of 20

section. This graphical representation illustrates the distribution 
of negative aerodynamic damping and modal damping along 
the blade (in the radial direction), and along the yaw misalign-
ment angle between the inflow and rotor plane (in the azimuthal 

direction). While it is evident that negative aerodynamic damp-
ing primarily manifests in the inboard sections of the blade 
(Figure 8a), it is noteworthy that the outboard sections play a sig-
nificant role in contributing to the overall negative modal damp-
ing for a specific mode (Figure 8b). This observation underscores 
the critical importance of the outboard sections as a significant 
source of negative aerodynamic damping for a given mode.

This study serves as a proof-of-concept using a quasi-steady frame-
work. As noted by Wang et  al. [18], dynamic stall significantly 

FIGURE 5    |    Flowchart of the PSO method for VG configuration optimization in mitigating instability.

FIGURE 6    |    The third first-order rotor edgewise mode shape and 
frequency.

FIGURE 7    |    Aerodynamic damping ratios for NREL OC3 5  MW 
standstill wind turbine edgewise, SS, and yaw modes with wind 
speed V0 = 50  m/s, azimuth angle Ψ = 0°, yaw misalignment angle 
� = [ − 180◦, 180◦].
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10 of 20 Wind Energy, 2025

affects instability, underscoring the need to assess the effective-
ness of VGs in delaying stall-induced instability under dynamic 
conditions. However, our preliminary study shows that instability 
is sensitive to different choices of dynamic stall models and even 
to different implementations of the same dynamic stall model [53]. 
Furthermore, no dynamic stall model has been validated for the 
larger AoA tested in this work. Thus, this paper does not consider 
the effects of dynamic stall. Future work will quantify the effects 
of VGs, incorporating dynamic stall models, or even using the 
middle-fidelity vortex models proposed by Yu et al. [54].

4   |   Stability Enhancement Using Vortex 
Generators

4.1   |   Inspiration

According to Figure  8b, outboard airfoil sections highly con-
tribute to the total modal damping, whereas the corresponding 
local AoA values when azimuth angle equals 0 for outboard sec-
tions at S1 and S2 can be seen in Figure 9. S1 and S2 are two yaw 
misalignment angle points controlling the instability region for 

TABLE 1    |    Hydrodynamic damping ratios (wave height = 5 m, wave period = 9.6 s).

Damping ratio values (%) Radiation Morison's viscous Additional Overall

Yaw mode — — 4.34 4.34

FIGURE 8    |    Edgewise aerodynamic damping coefficient: ∫
L
�(dS)

�Vz
 (a) and modal damping coefficient ∫

L
�(dS)

�Vz
�2(x) (wind speed V0 = 50 m/s, yaw 

misalignment angle � = [ − 180◦, 180◦]).

FIGURE 9    |    Illustration of the mechanism of stability enhancement using VGs.
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11 of 20

edgewise movement. Yaw misalignment angles between S1 and 
S2 result in negative damping when structural damping is sub-
tracted, indicating that the system is at a high risk of instability. 
Among these two points, S1 corresponds to the local AoA of out-
board sections from 7.326° to 13.764°. In contrast, the right point 
S2 corresponds to the local AoA from 31.456 to 37.894°.

AoA ranges concerning S1 and S2 are shown in Figure 10, from 
which we can find that S1 and S2 corresponding AoA ranges are 
mainly located in Region B and Region C, respectively. Figure 10 
shows the Cl and Cd results for a variety of VG arrangements, high-
lighting the differences observed in Region B after the VGs were 
mounted on a specific blade spanwise position, while negligible 
influences are observed in Regions A and C. The findings above 
indicate that no matter how we arrange the VGs on an airfoil, its S2 
hardly be changed, while the value of S1 can be modified as the re-
lated Cl and Cd data for S1 mainly come from Region B. This feature 
allows us to push the stall-induced instability backward and keep 
the S2 stationary. Therefore, the authors decided to deploy VGs at 
the outboard sections, enabling the postponement of stall onset (S1 
can be delayed as it resides in Region B).

The core question to be answered in this paper is how to ar-
range VGs that can reduce the negative damping region the 
most. The authors introduce a widely used intelligence PSO 
algorithm in the sub-section below. Based on the optimiza-
tion results from the PSO method and the nature behind the 
results, the authors propose one kind of FO method (newly 
developed in this paper) to obtain reasonable solutions for VG 
installation in improving the performance of delaying stall-
induced instability on a 5 MW wind turbine. Finally, we im-
plemented the FO method on the IEA 15 MW reference wind 
turbine [44]. Sections 4.2 and 4.3 propose PSO and FO methods 
for determining the optimal distribution for VGs, respectively, 
and both of them are studied with an NREL 5  MW model; 
Section 4.4 is proposed to show responses based on nonlinear 
aerodynamic theory (introduced in Ref [45]) and validate the 
results from the linearized model in the frequency domain; 
Section  4.5 performs these two methods implementation on 
an IEA 15MW wind turbine to demonstrate the effectiveness 
of the proposed approach on different sizes of wind turbines. 
Additionally, the following optimization takes the value of the 

azimuth angle as 0, and the influence of the azimuth angle 
will be discussed in Section 5.1.

4.2   |   Particle Swarm Optimization

This subsection adopts the PSO algorithm introduced in 
Section 2.6 to optimize VG installations. Two cases (Case1 and 
Case2 in Figure 11, the dotted circles indicate the radial posi-
tion on the blade where VGs are installed, extending from this 
point to the blade's tip. The arrows indicate the installation 
range of the VGs.) are proposed as implementation examples. 
Case 1 uses fewer VGs, starting from a distance of approxi-
mately 40 m from the hub and installing them all the way to 
the blade tip, which is located 63 m from the hub. In contrast, 
Case 2 uses more VGs, starting from a distance of 29 m from 
the hub and also extending to the blade tip at the same 63 m 
position. This test is designed to visualize the stability en-
hancement effect of installing varying amounts of VGs. Case1 
and Case2 converge after around 15 iterations, whereas Case2 
is superior to Case1, as more VGs are mounted. The onset of 
stall-induced instability angle grows from 13.87° to 19.07° and 
20.08°, respectively. Particle fitness (stall angle) values change 
with iterations, and several iteration outcomes are shown on 
the right of Figure  11. The PSO algorithm produces N  fit-
ness values at each step, and all particle fitness values move 
towards the convergence direction and finally gather into a 
line. Moreover, Table  2 lists the parameters to be optimized 
and their optimized results for Case 2. It is demonstrated that 
the first three parameters tend to converge near the maxi-
mum boundary (hVG reaches 0.025, given the optimization 
range of [0. 007,0.025]; lVG is optimized to 0.05, given the range 
of [0. 02,0.05]; and �VG is optimized to 15°, within the range of 
[10◦, 15◦]). However, the trend for the last three parameters, 
xVGi, does not appear intuitive. Section 4.3 aims to uncover the 
mechanisms behind this issue and propose a new approach.

4.3   |   Fast Optimization

As Equations (11) and (13) show, the edgewise stability perfor-
mance mainly depends on the element czbzb, as to a parked wind 

FIGURE 10    |    Cl and Cd polars of a clean and VGs mounted-blade section(DU 93-W-210), generated by XFoilVG.
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12 of 20 Wind Energy, 2025

turbine case, its expression is given as Equation  (13), and its 
value equals to ∫

L
� (dS)

� Vz
 as long as the rotor is well pitched (pitch 

angle � = 90°). Thus, the stability optimization problem can be 
transferred to a maximum value determination problem for 
∫
L
�(dS)

�Vz
. Section  4.2 conducts an optimization procedure using 

the PSO method and finally finds the best solutions for the three 
parameters of xVG1∕c, xVG2∕c, and xVG3∕c. The results and 
their locations are shown in Figure 12 with the y axis being the 
value of ∫

L
�(dS)

�Vz
, which is a function concerning xVG∕c. Although 

somewhat misaligned, the optimized parameters are located in 
the maximum region of ∫

L
�(dS)

�Vz
, proving the correctness of the 

conjecture mentioned above.

Besides, according to the expression of Equation (13), the value 
of ∫

L
�(dS)

�Vz
 can be determined based on known values of Cl, Cd, 

and �, among which the Cl and Cd tables are given utilizing 
XFoilVG. Using XFoilVG, one can retrieve data sets for Cl and 
Cd, provided that the airfoil coordinates data and VGs parame-
ters are furnished as input files. In addition, local � is a function 
with respect to yaw misalignment angle � and blade section pa-
rameters (�t and �, typically, � = 90°). � is taken as a value that 

corresponds to the misalignment angle where the stall-induced 
instability occurs. Finally, the problem now becomes 

The first two input parameters are fixed for a specific airfoil at a 
radius of r, and hVG, lVG, �VG tend to be the maximum values 
within a defined domain. In other words, the problem now 
should be: Find a value of xVG∕c for a given blade section at posi-
tion r to let the value of ∫

L
�(dS)

�Vz
 maximum. This method is de-

fined as the Fast Optimization method. More concisely: 

Figure 13 shows the optimization results for Case2 employing 
the FO method. From Figure 13, one can find an optimized 

Inputs:Cl&Cd; �t ; (hVG, lVG, �VG, and xVG∕c)

Outputs:∫
L

�(dS)

�Vz

X : at positionr (Cl&Cd)⇒Y : findaxVG∕c

⇒Z :let∫
L

�(dS)

�Vz
maximum

TABLE 2    |    PSO parameter ranges and optimization results.

Parameters hVG lVG �VG(
◦) xVG1 xVG2 xVG3

Given ranges [0. 007,0.025] [0. 02,0.05] [10,15] [0. 2,0.5] [0. 2,0.5] [0. 2,0.5]

Optimization results 0.025 0.05 15 0.37 0.2 0.213

FIGURE 12    |    PSO-based optimization results and their locations within the ∫
L
�(dS)

�Vz
 curve.

FIGURE 11    |    Optimized results for edgewise instability enhancement. (a) Configuration of VGs. (b) Optimization effect. (c) Case iterations.
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value of xVG∕c to let the ∫
L
�(dS)

�Vz
 reach its maximum value for a 

given blade section. This method is called Fast Optimization 
as it reduces the computational expense compared to the PSO 
method. The PSO method is computationally expensive be-
cause of the “swarm” and step-by-step iterations. Moreover, 
optimization results from the PSO method and FO method are 
very close, and, surprisingly, the FO method determines a bet-
ter solution to let the stall-induced instability occurrence 
angle range reduced from 13.87°–37.95° to 21.02°–37.95° (per-
formance increased by 29.69%) partly because the FO ap-
proach releases the constraint of quadratic distribution of 
xVG∕c ∈ [0. 2,0.5] in PSO.

4.4   |   Time Domain Validation

To validate the improvement in the stability of wind turbines 
with VGs mounted at blade tips, this section adopts a non-
linear aerodynamic model (introduced in Ref [45]) to simu-
late the limit cycle oscillation (LCO) amplitudes of FOWTs 
with and without VGs, as shown in Figure 14. In this figure, 
“Edgewise failure” refers to damage to the blade caused by 
internal forces resulting from large edgewise vibrations. The 

figure reveals that after VG installation, the onset of instabil-
ity is indeed delayed as expected. The onset of instability is 
postponed to approximately a yaw angle of 24°. However, after 
VG installation, the instability exhibits unique characteristics: 
once entering the instability region, the amplitude growth of 
the steady-state vibration loop becomes more pronounced. 
This can be attributed to the fact that, although VG helps ex-
tend the linear region of the lift curve, the stall also happens 
more sharply.

Furthermore, due to the dependence of high yaw angle calcu-
lation data on the lift and drag coefficient data at high angles 
of attack, the data beyond 27°  is discarded since XFoilVG can 
only calculate data within a limited range of AoA. Although the 
use of Viterna extrapolation [55] could provide reasonable lift 
and drag curve data, it is unnecessary because, beyond 27°, the 
edgewise vibration amplitude of the blade exceeds a remarkable 
5 m. Therefore, calculating its amplitude in this region has no 
practical significance since the blade is already damaged due to 
the overlarge stress at the blade root sections.

Finally, a comparison of the time-domain response is per-
formed. Figure  15 illustrates the flapwise and edgewise time 
responses of the wind turbine blades at a yaw angle of 17°, wind 
speed of 50 m/s, and a pitch angle of 90°. It is evident that the 
clean blade eventually reaches an LCO in a steady state, while 
the blades with VGs quickly dampen. Furthermore, it is appar-
ent that the flapwise static equilibrium position of the blades 
with VGs is higher, which is a result of the VGs lifting the lift 
coefficient polar. This indicates that the VG-equipped blade can 
increase the load. However, as long as the load remains within 
the allowable range, it is still considered acceptable. According 
to the left image in Figure 15, the displacement of the blade with 
VGs is only about 10% greater than the maximum value of the 
clean one. Nevertheless, this is a significant consideration in 
real-world applications, and designers may need to evaluate this 
aspect more carefully.

FIGURE 13    |    Edgewise stability enhancement optimization results based on the PSO and FO method for NREL 5 MW wind turbine.

FIGURE 14    |    VGs effect demonstration regarding yaw misalignment 
angle: LCOs amplitudes of blade tip section at the yaw misalignment 
angles: � = 0 ◦ − 50 ◦ with the inflow wind speed of V0 = 50 m∕ s, col-
lective pitch angle � = 90 ◦.
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14 of 20 Wind Energy, 2025

4.5   |   Effects of VGs on the IEA 15 MW Wind 
Turbine

The proposed idea is extended to applying the IEA 15  MW 
wind turbine model [44]. The IEA 15 MW wind turbine is a 
three-rotor horizontal wind turbine with a rotor diameter of 
240 m and a towering hub height of 150 m. To evaluate the ef-
fectiveness and robustness of the methodology put forth in this 
paper, the method is applied to the 15 MW wind turbine rotor. 
Table 3 provides both the flapwise and edgewise frequencies 
as reported by the IEA and as determined in this paper. For 
the 1st flapwise mode frequency, the IEA reference value is 
0.555 Hz, while the calculated value in this study is 0.5566 
Hz, resulting in a relative error of 0.28%. Similarly, for the 1st 
edgewise frequency, the IEA reference is 0.642 Hz, and the 
calculated value is 0.6385 Hz, with a relative error of 0.545%. 
These results indicate that the dynamic characteristics of the 
integrated model closely align with the data outlined in the 
official definition report.

One key aspect that merits attention is the modal damping map, 
illustrated in Figure 16a. A detailed observation of the contour 
plot reveals that the installation of VGs is optimally effective 
when placed at an approximately spanwise location of 72  m. 
Figure 17 provides additional compelling evidence of the meth-
od's effectiveness when applied to the 15  MW wind turbine: 
An instability assessment using the FO method showcases a 
substantial delay in the onset of instability, with the instability 
angle range narrowing from 11.39° to 32.96° in an uncontrolled 
scenario to 16.18°–32.96° with VGs installed. This remarkable 
28.55% improvement demonstrates the method's suitability for 
larger wind turbines, emphasizing its robustness in applica-
tions. Furthermore, Figure  16b confirms the effectiveness by 
illustrating a noteworthy backward shift in the deep negative 
damping region following the installation of VGs. This shift 
significantly improves the wind turbine's aerodynamic perfor-
mance and overall stability.

To provide a meaningful point of comparison, the study jux-
taposes the stall angle of the 15 MW wind turbine with that 
of a 5 MW wind turbine. This contrast emphasizes the height-
ened risk of stall-induced instability in larger wind turbines. 
Table 4 summarizes the optimization results of the instability 
angle for both the NREL 5  MW and IEA 15  MW wind tur-
bines, following the implementation of VGs. For the NREL 
5 MW turbine, the instability angle without VGs ranges from 
13.87°–37.95°. With VGs optimized using the PSO method, 
the instability angle improves to 20.08°–37.95°, representing a 
25.79% improvement, while the FO method further enhances 

it to 21.02°–37.95°, achieving a 29.69% improvement. For the 
IEA 15 MW turbine, the instability angle without VGs spans 
11.39°–32.26°. After applying VGs, both the PSO and FO 
methods improve the range to 16.18°–32.26°, yielding a con-
sistent improvement of 22.95%.

5   |   Discussions

5.1   |   The Effects of Different Azimuthal Positions

This subsection aims to discuss the impact of the azimuth 
angle when performing VG array configuration optimization. 
Based on the preceding discussion, the azimuth angle can in-
fluence the effective yaw misalignment angle, as expressed in 
Equations  (4) and  (5), and Section  4.1 clarifies that the azi-
muth angle is set to 0 for the optimization discussed earlier. 
Figure 18 illustrates how the azimuth angle influences damp-
ing ratios. The figure shows that the region of negative damp-
ing ratios for the third first-order rotor edgewise is influenced 
jointly by azimuth and yaw misalignment angles. Notably, 
when the azimuth angle is below 90°, higher azimuth angles 
correspond to larger yaw misalignment angles at the onset of 
instability.

We further track instances where damping ratios fall below 
−0.5%, and plot them as the envelope in Figure 18. We extract 
the envelope and label the corresponding yaw misalignment 
angle as � ′

stall
, and it is shown on the left of Figure 19. � ′

stall
 in-

dicates the rotor-level inflow angles that trigger the instability. 
However, in VG configuration optimization, the FO method em-
ploys the AoA at airfoil level. Consequently, � ′

stall
 corresponds to 

airfoil-class AoA �′
stall

 under the assumptions of � = 0 and �t = 0, 
as shown on the right of Figure 19 (where �′

stall
 does not denote 

the static stall angle of the airfoil polar).

It is observed that although � ′
stall

 increases with azimuth angle 
when Ψ < 78◦, 𝛼�

stall
 remains almost constant. This trend persists 

for various cases of �t ≠ 0 (not shown). Additionally, a similar 

TABLE 3    |    Natural frequencies for IEA 15  MW wind turbine, 
comparison between FAST and AeroHor (model in this paper).

Frequencies (Hz) 1st Flap 1st Edge

IEA Reference 0.555 0.642

AeroHor 0.5566 0.6385

Error 0.28% 0.545%

FIGURE 15    |    VGs effects demonstration: displacements at blade tip section in time domain, yaw misalignment angle � = 17 ◦, wind speed 
V0 = 50 m∕ s, collective pitch angle � = 90 ◦.
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behavior is noted when Ψ > 102°, where �′
stall

 appears symmet-
ric around ��

stall
= 0° compared with the situation when Ψ < 78°. 

Thus, optimization within Ψ < 78°  can enhance stability even 
when Ψ > 102°. Regarding the range 78◦ ≤ Ψ ≤ 102°, the narrow 
region of negative ratios suggests a low risk of instability, requir-
ing minimal attention.

This observation implies that the azimuth angle has negligible 
influence on determining the VG configurations. Consequently, 

it is recommended to use an azimuth of Ψ = 0° for VG optimiza-
tion, as discussed above.

5.2   |   The Effect of Different Wind Speeds

Section 4 has demonstrated that when placing the VGs at out-
board sections, excellent control performance can be observed at 
a given wind speed. Specifically, at the wind speed of 50 m/s, the 

FIGURE 16    |    Modal damping distribution for a 15 MW wind turbine edgewise mode (a) and VGs' contribution in delaying deep negative values 
of modal damping (b).

FIGURE 17    |    Edegewise stability enhancement optimization based on PSO and FO methods for a 15 MW wind turbine.

TABLE 4    |    The optimization results of edgewise stability performance through the implementation of VGs using PSO and FO for 5 MW and 
15 MW wind turbines.

With VGs

Edgewise 
instability Without VGs PSO FO

Reference 
wind turbine Instability angle (°) Instability angle (°) Improvement Instability angle (°) Improvement

NREL 5 MW 13.87–37.95 20.08–37.95 25.79% 21.02–37.95 29.69%

IEA 15 MW 11.39–32.26 16.18–32.26 22.95% 16.18–32.26 22.95%
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16 of 20 Wind Energy, 2025

LCO amplitudes of flapwise and edgewise movements decrease 
obviously, and the LCO range has been narrowed, according to 
Figure 14. Nevertheless, besides yaw misalignment angle, wind 
speed has nonnegligible effects on stall-induced instability; 
thus, the effectiveness of VGs at different wind speeds should 
also be carefully evaluated to ensure that the optimization is 
beneficial for all cut-out wind speeds in the aspect of stability 
performance, or at least not be harmful. Take the NREL 5 MW 
wind turbine as an example; we select the yaw misalignment 
angle of 25° and give a wind speed range from 26 to 50 m/s. The 
VG arrangement is the same as in Section 4.3; the final assess-
ment of LCOs for flapwise and edgewise movements is shown 
in Figure 20.

From this, we can see that when conducting the optimization at 
a high wind speed (50 m/s in this study), the VG arrangement is 
effective for the given wind velocity and beneficial for all wind 
speeds above the cut-out one. Additionally, focusing on several 
lower wind speeds, we can conclude that the onset of instability 
in wind speed is delayed once VGs are installed at the outboard 
sections of the blade.

5.3   |   The Effects for Normal Operating Conditions

Implementing VGs at outboard sections delays the flow separa-
tion at the airfoil, increases its lift coefficient, and decreases the 
drag coefficient. However, we should be cautious in case of neg-
ative effects on operational conditions.

We trace the normalized local AoA (�̃) of each airfoil under 
operating conditions, and the results are shown graphically in 
Figure 21, where the definition of �̃ is given as 

where 

In which a and a′ are axial and tangential inductions, Ω is the 
spinning angular speed. Furthermore, �stall represents the static 
stall AoA of each specific airfoil section.

From Figure 21, we can observe that normalized local AoAs for 
outboard sections (no matter Case 1 or Case 2 in Figure 21) are 

(37)�̃ =
�

�stall

(38)� = atan
(1 − a)V0
(1 + a�)rΩ

− �t − �

FIGURE 18    |    The third first-order rotor edgewise damping ratios at 
different azimuthal and yaw misalignment angles.

FIGURE 19    |    Illustration of transformation between yaw angles � ′
stall

 within rotor level and AoA �′
stall

 within airfoil level.

FIGURE 20    |    LCOs amplitudes of blade tip section at the wind speed 
V0 = 26 − 50 m∕ s with the inflow yaw misalignment angle � = 25 ◦, 
collective pitch angle � = 90 ◦.
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below 1. This indicates that when a wind turbine is under an oper-
ating condition (for situations both below or above the rated wind 
speed), the local AoAs for VG arrays-corresponded sections are 
located in Region A in Figure 10. This finding demonstrates that 
VGs were installed outboard to mitigate the instability without in-
fluencing the performance of operating conditions. This is an en-
couraging result, as the VG array would have little to no negative 
impact on wind turbines under operating conditions.

This section further explores the integrated outputs, such as 
wind turbine power and rotor thrust, both with and without VGs 
installed. The results are illustrated in Figure 22. Notably, the 
power and thrust performance for VG-equipped wind turbines 
strongly agree with the clean wind turbines, reinforcing the con-
clusions drawn from Figure  21. However, some discrepancies 

persist, particularly in power and thrust below the rated wind 
speed, the power and thrust of the VG-equipped FOWT are 
higher, as VGs enhance the lift coefficient even below the static 
stall angle, as depicted in Figure 10.

Modern large-scale wind turbines install VGs in the inboard sec-
tions to prevent stall in this area, thereby enhancing AEP perfor-
mance. This study recommends positioning VGs in the outboard 
sections, ensuring that there is no conflict between the two config-
urations. Consequently, no interference analysis is required.

5.4   |   The Effects on Tower and Platform

Tower side-side and platform yaw motion responses are depicted 
in Figure 23, which shows that the presence of VGs effectively 
mitigates vibrations in the tower's SS direction, as evident from 
the rapid decay of higher-frequency movements. However, a con-
trasting trend emerges when examining the platform's yaw 
mode, which experiences increased severity in vibration. This 
intriguing observation underscores a fundamental principle: a 
singular optimization strategy cannot guarantee superior perfor-
mance across all the critical modes under consideration. To delve 
further into the mechanics of this phenomenon, it is essential to 
recognize the distinct roles played by VGs in controlling differ-
ent modes. Both blade edgewise vibrations and tower side-side 
motions are primarily influenced by the rate of change of the 
wind speed to the vertical direction, expressed as �(dS)

�Vz
. On the 

other hand, the platform's yaw mode is predominantly governed 
by both �(dS)

�Vz
 and r2 because the quadratic operation makes the 

influence from position r prominent. These two parameters can 
sometimes present conflicting requirements, making optimizing 
for the best results in all modes simultaneously challenging.

In summary, the analysis presented here underscores the ne-
cessity for a multi-objective optimization(MOO) approach when 

FIGURE 21    |    Normalized local AoA at different spanwise positions 
(radius r = 1.5 − 63 m) and wind speed V0 = 3 − 25 m∕ s under operat-
ing conditions.

FIGURE 22    |    Power and thrust performance of a normally operating wind turbine with and without VGs equipped.

FIGURE 23    |    Displacements on tower top and platform DOFs before and after installing VGs, yaw misalignment angle � = 17 ◦, wind speed 
V0 = 50 m∕ s, collective pitch angle � = 90 ◦.
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determining the most effective configuration of VGs. Achieving 
optimal control over the potentially hazardous modes demands 
a balance between conflicting factors. Thus, MOO should be 
conducted in the future.

6   |   Conclusion

This paper presented an integrated method for evaluating and 
mitigating the stall-induced instability of FOWTs under parked 
conditions with yaw misalignment. The instability evaluation 
part employed a linear aerodynamic module and a linear hydro-
dynamics module to analyze the instability behavior of blade, 
tower, and platform modes. VGs were studied to delay the oc-
currence of stall-induced instability, and their optimal parame-
ters are achieved by the PSO algorithm in conjunction with the 
FO method. Numerical results (both linear and nonlinear, fre-
quency domain and time domain) confirm that the installation 
of VGs arrays does help in mitigating the risk of stall-induced 
vibration of the edgewise, narrowing the edgewise instability 
corresponded yaw misalignment angle range by 29.69% and 
22.95% for NREL 5  MW and IEA 15  MW wind turbines, re-
spectively. The analysis shows that though the azimuth angle 
affects aerodynamic damping, it is sufficient only to consider 
Ψ = 0° in optimizing VG configurations. Implementing VG ar-
rays for outboard sections can increase the onset wind speed of 
stall-induced instability and have no negative effect on operat-
ing conditions. The effects of VGs are also confirmed by nonlin-
ear aerodynamic analysis; nonlinear aerodynamic simulation 
strengthens the perspective that the VGs help reduce the LCO 
amplitudes of the blade in their flap-edge plane. This paper also 
demonstrates that VGs designed specifically for edgewise can 
lead to better performance of tower SS vibration but slightly 
worsen on platform yaw motion. In this regard, this paper also 
recommends performing optimization between different modes 
using MOO in future work.

In short, this paper proposed including VGs in the outboard 
section and two optimization strategies to reduce the risk of 
stall-induced instability, including blade edgewise, tower SS, 
and platform yaw modes. These strategies have been confirmed 
through linear and nonlinear analysis, and they are suitable for 
enhancing stall-induced vibrations in floating wind turbines. 
However, one limitation of this work depends on the capability 
of the XFoilVG model to precisely capture the effects of VGs. 
Finally, the aerodynamic unsteady effects represented by dy-
namic stall have not been addressed in this study, and more in-
depth research is needed in the future to quantify the effects of 
dynamic loading by considering dynamic stall.
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Appendix A: Expressions for Partial Derivatives

Expressions for several partial derivatives are given as 
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