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Summary
The paramount importance of good hearing in everyday life has driven an explo-
ration into the improvement of hearing capabilities of (hearing impaired) people in
acoustic challenging situations using hearing assistive devices (HADs). HADs are
small portable devices, which primarily aim at improving the intelligibility of an
acoustic source that has drawn the attention of the HAD user. One of the most
important steps to achieve this is via filtering the sound recorded using the HAD mi-
crophones, such that ideally all unwanted acoustic sources in the acoustic scene are
suppressed, while the target source is maintained undistorted. Modern HAD sys-
tems often consist of two collaborative (typically wirelessly connected) HADs, each
placed on a different ear. These HAD systems are commonly referred to as binaural
HAD systems. In a binaural HAD system, each HAD has typically more than one
microphone forming a small local microphone array. The two HADs merge their
microphone arrays forming a single larger microphone array. This provides more
degrees of freedom for noise reduction. The multi-microphone noise reduction fil-
ters are commonly referred to as beamformers, and the beamformers designed for
binaural HAD systems are commonly referred to as binaural beamformers.

Binaural beamformers typically change the magnitude and phase relations of
the microphone signals by forming a beam towards the target’s direction while ide-
ally suppressing all other directions. This may alter the spatial impression of the
acoustic scene, as the filtered sources now reach both ears with possibly different
relative phase and magnitude differences compared to before processing. This will
appear unnatural to the HAD user. Therefore, there is an increasing interest in
the preservation of the spatial information (also referred to as binaural cues) of the
acoustic scene after processing. Apart from the fact that binaural-cue preservation
leads to a more natural impression to the user, experimental studies have shown that
speech degraded by spatially separated sources has a higher intelligibility than when
sources are co-located. Last but not least, incorrectly perceived spatial information
can even lead to dangerous situations when, e.g., in traffic, sources are not localized
correctly. Hence, it has become evident that HADs should achieve both noise reduc-
tion and binaural-cue preservation due to the aforementioned reasons. The present
dissertation is mainly concerned with this particular problem and proposes several
alternative binaural beamformers.

One of the biggest challenges in binaural beamforming is to exploit the available
degrees of freedom to achieve optimal performance in both noise reduction and
binaural-cue preservation. Typically, there is a trade-off between the two goals.
Increasing noise reduction leads to worse binaural-cue preservation, while a better
binaural-cue preservation implies worse noise reduction performance. The trade-
off between the two goals can be based on preference or objective psychoacoustic
criteria. In the current thesis we propose methods within both frameworks, where
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xiv Summary

the user can manually or semi-automatically selects the trade-off.
Noise reduction using microphones from different devices (as in binaural HAD

systems) poses a difficult task on how to share the computations among the devices.
The simplest way of achieving such a task is to select one of the devices as the fusion
center and perform all computations centrally. Finally, in some applications the
fusion center should broadcast the result to the other devices. The main limitation of
such a centralized system is the lack of robustness, since the whole system depends on
a single device. Moreover, the fusion center needs to store all microphone recordings
from all devices which sometimes becomes impractical when there is limited storage
capacity. Finally, performing all computations in a single device typically leads to a
larger battery consumption of this device and larger overall delays of the system due
to the limited computational power of the fusion center. Processing in such sensor
networks is also very relevant to HAD systems. It becomes even more relevant
nowadays where the trend is to use additional microphones from other portable
devices such as mobile phones in order to increase the available degrees of freedom
and therefore achieve a better trade-off between noise reduction and binaural-cue
preservation.

To tackle the problems of centralized implementations, distributed (iterative)
implementations are preferable which distribute the calculations over all devices.
The challenge in distributed implementations is how often and how much the de-
vices need to communicate to each other in order to converge to the same result as
the centralized implementations. Preferably, they should not have larger commu-
nications costs than the centralized implementations. This is due to the fact that
communication is one of the most important factors for battery consumption. In
this thesis, we propose several effective distributed noise reduction methods which
can tackle all the aforementioned problems of the centralized implementations and
have minimal communication costs compared to other existing methods.



1
Introduction

H earing assistive devices (HADs) [1, 2] have become increasingly important in
society. Being able to hear and understand spoken messages and conversa-

tions is important when taking an active role in society. Hearing aids and cochlear
implants are the most well-known examples of HADs, although also other devices
equipped with a set of microphones, a processing unit, and a loudspeaker could be
used as a HAD. Using the microphones, HADs acquire the acoustic signals in the
environment, and, after processing, play them back using the loudspeaker. The pro-
cessing aims at improving the hearing capabilities of the user in complex acoustic
scenarios and optionally compensate the hearing loss in case of a hearing-impaired
user. For instance, a HAD can improve the speech clarity/intelligibility of an at-
tended talker thereby reducing the listener fatigue.

Figure 1.1, depicts a high-level overview of a HAD, which consists of four main
blocks: a microphone array, a processing unit, a loudspeaker, and an optional trans-
mitter/receiver. The microphone array is a transducer which captures the acoustic
mechanical waves and converts them to analog electric signals. The processing unit
first converts the analog signals to digital signals via an analog-to-digital converter
(ADC), and then processes the digital signals such that they become useful to the
HAD user. Finally, it converts the processed digital signals back to analog signals
through a digital-to-analog converter (DAC) and then send them to the loudspeaker.
The loudspeaker is a transducer which converts the analog electric signals to acoustic
mechanical waves traveling in the ear canal of the HAD user. The transmitter/re-
ceiver unit is sending and receiving signals from other devices that may collaborate
with the HAD.

The processing unit consists, in addition to the ADC and DAC, of three main
blocks: feedback cancellation, noise reduction, and optionally hearing-loss compen-
sation. In some HADs the loudspeaker is very close to the microphones so that the
microphones acquire a portion of the sound produced by the loudspeakers. This ef-
fect is called (acoustical) feedback and causes annoying artifacts, like howling, which

1
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Figure 1.1: A high-level overview of a hearing assistive device (HAD). On the left-hand side, the
blue circles are the microphones and on the right-hand side is the loudspeaker. The transmitter/re-
ceiver block is included when the HAD is collaborating with other external devices. The hearing-
loss compensation block is included mainly in hearing-aid devices meant for hearing-impaired
people.

need to be reduced through a feedback cancellation method [3–6]. After feedback
cancellation, noise reduction [7–10] takes place which tries to reduce all unwanted
acoustic sources while keeping the target source unaltered. This helps the HAD user
to concentrate and understand the content of conversations without large listening
effort. After noise reduction, for hearing impaired users, hearing-loss compensation
takes place. The most common problem for hearing-impaired people is the fact that
they cannot hear certain frequencies at similar low-intensity levels as normal-hearing
people. Therefore, these frequencies are amplified in the hearing-loss compensation
module using a frequency-dependent gain function which is based on the individual’s
measured hearing loss. However, since the maximum allowable loudness is more or
less fixed, the dynamic range between the minimum audible loudness and the max-
imum allowable loudness reduces. In noisy acoustic environments, the hearing-loss
compensation may be insufficient to obtain well intelligible speech, which is due to
several reasons. At first, the hearing-loss compensation also amplifies acoustic noise.
Even though inaudible before amplification, after amplification it can mask the tar-
get signal. Typically, problems of low-intelligible speech are further increased due
to the reduced dynamic range in combination with a reduced time and frequency
resolution of the impaired hearing system. As a consequence, noise reduction is
needed to suppress the acoustic noise as much as possible.

In this dissertation, we mainly focus on the noise reduction block in Figure 1.1.
The noise reduction performance can be increased significantly if multiple micro-
phones are used compared to a single microphone [10]. Each sound source in the
acoustic scene has a unique spatial signature which is the location of this source
with respect to the locations of the microphones. The locations of the sources can
be estimated from the microphone signals and exploited by the noise reduction
algorithm to maintain or suppress sound sources coming from specific locations.
More specifically, the sound sources coming from different locations reach the mi-
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crophones at slightly different time instances and with different intensities. Thus,
the multi-microphone noise reduction algorithm can properly delay and attenuate
the microphone signals such that sound sources from certain locations are main-
tained, while others are suppressed. Although the noise reduction improves with
the number of microphones, due to space and hardware limitations, usually only a
few microphones (2 or 3) are used in a typical HAD.

The time and intensity differences are not only exploited by the noise reduction
algorithm, but also by the human brain in order to localize sound sources. More
specifically, the auditory system of the human brain exploits time and intensity
differences between the two ears (see Figure 1.2), which are referred to as binaural
cues [11], in order to localize sound. The time difference arises due to the difference
in distance between the left ear and the sound source and the distance between the
right ear and the sound source. This also introduces intensity differences. However,
intensity differences are even more emphasized due to the presence of the head,
which attenuates the sound reaching the ear which is on the opposite side of the
sound source with respect to the head.

Usually, a HAD user wears two HADs. If the original time and intensity differ-
ences remain unaltered after processing, the HAD user will be still able to correctly
localize the sound sources. However, as explained before, a multi-microphone noise
reduction algorithm modifies the time and intensity differences of the microphone
signals. As a result, without taking special measures against binaural-cue distor-
tions, the spatial impression of the HAD user after processing will be distorted [2].
To maintain the location of the sound source unaltered after processing, the time
and intensity differences should be preserved after noise reduction.

Although sometimes people use a single-device HAD system [1], also called a
monaural system, most commonly HADs come in pairs with multiple microphones
per device. The two HADs can work independently, or collaborate through a com-
munication link established between them. The first system is referred to as a
bilateral HAD system [1], while the second system is referred to as a binaural HAD
system [1]. The binaural HAD system can provide improved noise reduction perfor-
mance compared to the bilateral system because the two microphone arrays of the
two HADs are merged into a single larger microphone array which can be used by
the noise reduction algorithm.

An additional benefit to the improved noise reduction performance in binaural
HAD systems, is the fact that by using microphone signals from both HADs, spatial
information from both sides of the head is captured and can be used to provide
the correct spatial impression of the acoustic scene to the HAD user. The multi-
microphone noise reduction performed in binaural HAD systems is typically referred
to as binaural multi-microphone noise reduction. Binaural multi-microphone noise
reduction methods typically aim at simultaneous noise reduction and preservation
of binaural cues [2], by trading noise reduction against binaural-cue preservation [2].
Therefore, the challenge is to optimally design the trade-off such that the intelli-
gibility will be maximized without perceived binaural-cue distortions, resulting in
processed signals that sound as natural as possible.

Besides naturalness and safety aspects (e.g., think of the application in a traffic
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sound source
time difference

Figure 1.2: A sound source arriving at different times at both ears. It will arrive first to the left and
then to the right ear. The head attenuates more the captured sound from the right ear compared
to the left.

scenario) binaural cues are also important for intelligibility [2, 12]. This is due
to the binaural release from masking effect of the auditory system [2, 12, 13]. In
particular, it has been experimentally shown that if a speech signal and an interferer
are co-located, it is easier for the interferer to mask the speech signal, compared to
the situation where the sources are coming from different directions [12]. This
observation motivated researchers even further to search for designs of binaural
multi-microphone noise reduction methods that do not harm the spatial impression
of the HAD user after noise reduction.

Apart from noise reduction and binaural-cue preservation, another important
aspect in binaural HAD systems is power consumption. This is mainly due to the
computational complexity of the noise reduction algorithms and the communication
costs between different HADs. Specifically, since the two HADs in the binaural sys-
tem communicate via the transmitter/receiver block (see Figure 1.1), they have to
carefully select what information should be exchanged. The simplest strategy is to
send all microphone signals from the left device to the right and vice versa. This
strategy is very inefficient because of the large bit-rate used by the HAD system to
send partly redundant information. In order to avoid large communication costs, a
data-compression algorithm can be used in the transmitter/receiver block to reduce
the bit-rate [14–17]. One of the main steps of the compression algorithm is the
quantization of the signals. The quantization noise added to the signals needs to
be controlled such that its impact is minimized, while satisfying constraints on the
bit-rate and energy consumption needed for transmission [15–17]. In this disserta-
tion we assume that the microphone signals from both hearing aids are available
without quantization noise. Moreover, the computations should be shared among
the devices such that the battery power consumption is reduced per device. This re-
quires efficient distributed algorithms that solve the binaural multi-microphone noise
reduction problem by first splitting this into sub-problems which are solved inde-
pendently at each device, followed by combining the solutions of the sub-problems



1.1. Spatial Filtering

1

5

to form the global solution [18].
There are two main categories of multi-microphone noise reduction methods [2,

8]. The first consists of spatial filtering methods (also known as beamforming meth-
ods), which minimize the output noise power such that the target signal is undis-
torted. The second category consists of spatio-temporal filtering methods, which
exploit both the spatial and temporal structure of the acoustic scene. Unlike spa-
tial filtering, spatio-temporal filtering allows distortions to the target signal, but
typically achieves increased noise reduction improvement. The vast majority of
multi-microphone noise reduction methods are based on linear filtering due to its
low-complexity and simplicity. Typically, spatio-temporal filters can be expressed
as the concatenation of a spatial filter and a single-channel temporal filter applied
to the output of the spatial filter [8, 19].

The remaining part of this chapter is organized as follows. To introduce the
problem of multi-microphone noise reduction, we start in Section 1.1 with a short
overview on single-device (monaural) spatial filtering and its challenges. In Sec-
tion 1.2, we give a short overview of single-device spatio-temporal filtering and its
challenges. In Section 1.3, we review the most important binaural cues. In Sec-
tion 1.4, we briefly review the most important binaural multi-microphone methods
existing within the literature. In Section 1.5, we review some well-known distributed
multi-microphone noise reduction approaches. In Section 1.6, we list the research
questions addressed in this dissertation. In Section 1.7, we summarize the contribu-
tions of the current dissertation organized per-chapter and, finally, in Section 1.8,
we list all papers that comprise the contributions of this dissertation.

1.1. Spatial Filtering
The minimum variance distortionless response beamformer (MVDR) [20, 21] is one
of the simplest existing beamformers which minimizes the output noise power such
that the target signal is undistorted after filtering. It is very popular because i) it
is the best-performing method in terms of noise reduction among all linear spatial
filters, and ii) has a closed-form expression resulting in very fast implementations.
A widely-used extension of the MVDR beamfomer is the linearly-constrained min-
imum variance (LCMV) beamformer [22, 23] which has additional linear equality
constraints compared to the MVDR beamfomer. These additional constraints can
be used to have a more user-defined control on the spatial behavior of the beam-
former. For instance, nulling constraints can be used in order to cancel interferers
that are crucial to be eliminated.

The aforementioned two spatial filters depend on i) estimates of the multi-
microphone second-order statistics of the acoustic scene, also known as the noisy
cross-power spectral density matrix (CPSDM), and ii) estimates of the acoustic
transfer functions (ATFs) of the target source and possibly of the interferers. The
ATFs contain the spatial relationship between the sources and the microphones.
Theoretically it has been shown that if the MVDR and LCMV beamformers use a
perfect estimate of the ATFs of the target source, they will not distort the target
signal. However, in practice this is not true due to the inaccurately estimated ATFs,
and the fact that the estimated noisy CPSDM contains information about the target
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source as well. This is a fundamental problem in spatial filtering which has been
investigated for many years (see e.g., [24, 25] for an overview).

Although several ATF estimators [26–31] and CPSDM estimators [30, 32, 33]
have been proposed, both the ATF and the CPSDM are prone to estimation errors.
Many alternative robust spatial filtering methods have been proposed in order to
reduce susceptibility on ATF estimation errors (see e.g., [21, 34–40]). The robust
spatial filtering methods can roughly be divided into four main categories. The
first category of methods introduce extra inequality/uncertainty constraints to the
basic spatial filtering problem to prevent target distortions (see e.g., [39]). The
second category adds a diagonal loading to the CPSDM [35, 38]. The third category
uses the noise-only CPSDM (see e.g., [21, 34]) and, therefore, the target signal is
not suppressed from the objective function of the filter. The fourth category uses
CPSDMs which are data-independent and fixed (see e.g., [36, 37, 40]) and, similar to
the noise-only CPSDM, the objective function does not suppress the target signal.

1.2. Spatio-temporal Filtering
Several spatio-temporal filters can be split into a spatial filter and a single-channel
post-filter [8, 37, 41]. A commonly used post-filter is the single-channel Wiener
filter [7, 8], although depending on the statistical assumptions, other post-filters are
optimal [42]. The most well-known spatio-temporal filtering method is the multi-
channel Wiener filter (MWF) [8], which minimizes the mean square-error between
the true target signal and the estimated target signal. The MWF can be decomposed
as the concatenation of an MVDR beamformer and a single-channel Wiener.

The performance of the MWF method depends on the accuracy of the estimated
target and noise CPSDMs. When there are large estimation errors, there is perfor-
mance degradation. One of the most unwanted aspects of performance degradation
are target distortions. Apart from being able to use robust spatial filters in the
decomposition of the spatio-temporal filter, one can also reduce target distortions
using the speech distortion weighted MWF (SD-MWF) method [43] which has a
trade-off parameter which controls the speech distortion and noise reduction perfor-
mance. The MVDR and MWF methods are special cases of the SD-MWF method.

1.3. Binaural Cues
The auditory system of the brain exploits the binaural cues (e.g., intensity and
time differences between the two ears) in order to localize a sound source. Binaural
cues become more dominant in certain frequency bands. As such, binaural cues are
typically described and analyzed in the frequency domain in which time and inten-
sity differences are translated into phase and magnitude differences, respectively.
Specifically, binaural cues can be divided into three main categories: the interaural
level difference [11, 44], the interaural phase difference [11, 44], and the interaural
coherence [45]. The first two are directional binaural cues which are responsible for
the localization of the acoustic sources, while the third one is responsible for under-
standing the perceived width of diffuse sound fields and the perceived distance of
the sound sources in the acoustic scene [45].
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The difference in level (intensity) between the two ears is due to two main rea-
sons: i) the difference in distance between the two ears and the acoustic source,
and ii) the head shadow effect which becomes more important for high frequen-
cies [11]. The interaural level difference is mainly exploited by the auditory system
for frequencies above 3 kHz [11]. The phase difference mainly occurs due to the
time difference of arrival of the source signal between the two ears and is mainly
exploited by the auditory system for frequencies below 1.5 kHz [11]. It becomes
apparent that neither the interaural level or phase differences are well exploited by
the auditory system in the frequency range 1.5 to 3 kHz and, thus, the localization
ability is very limited in this frequency range [11].

From Sections 1.1 and 1.2 it is clear that multi-microphone noise reduction algo-
rithms employ phase and magnitude differences between microphones, and as such,
change the original phase and magnitude of all sources. Commonly, this leads to the
situation where the binaural cues of the sound sources after processing are different
compared to before processing. As a result, binaural cues are distorted or lost. To
overcome this, binaural multi-microphone noise reduction algorithms can be used.

1.4. Binaural multi-microphone noise reduction
Binaural multi-microphone noise reduction aims at both noise reduction and binaural-
cue preservation. This means that after processing, the binaural cues introduced in
Section 1.3, should be identical to those before processing. Several methods have
been proposed within the literature that aim at achieving both goals, but there
seems to be an inevitable trade-off between them.

The MVDR and LCMV beamformers (described in Section 1.1) can be easily ex-
tended to the binaural context. The binaural MVDR (BMVDR) beamformer [2, 46]
is the binaural version of the MVDR beamformer and is the best-performing binau-
ral beamformer in terms of noise reduction among all linear binaural spatial filters.
Several perceptual evaluations have shown that the BMVDR also achieves the best
intelligibility among many other proposed binaural spatial filters [47, 48]. The large
noise reduction improvement of the BMVDR comes with a price on the binaural-cue
distortions [2, 46]. In particular, it has been shown that after processing the noisy
acoustic scene with the BMVDR, the unwanted sources (interferers and background
noise) are perceived as coming from the same location as the target source [2, 46].
Thus, there is no spatial separation of the target and residual noise sources after
processing. The lack of spatial separation of the sources constrains the intelligibility
improvement due to the vanished binaural realise of masking. More specifically,
in [47, 48], it was experimentally shown that there was a significant intelligibil-
ity improvement of a non-practical oracle-based method, which has the same noise
reduction performance as the BMVDR, but, unlike the BMVDR, preserves the cor-
rect spatial information. Therefore, a natural question that arises is whether there
are other linear binaural spatial filters that can preserve the binaural cues of the
unwanted sources with larger intelligibility improvement compared to the BMVDR.

The SD-MWF spatio-temporal method can also be easily applied in the binaural
context. Specifically, the binaural SD-MWF (BSD-MWF) has been proposed in [49,
50], which can be decomposed into the BMVDR filter and a single-channel Wiener
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Figure 1.3: Binaural spatio-temporal filter as a concatenation of a spatial and two temporal filters.
On the left-hand side the blue circles are the microphones, and on the right-hand side the gray
figures are the two loudspeakers.

post-filter with speech-distortion control applied to both outputs of the BMVDR
filter [51, 52]. The general structure of a binaural spatio-temporal filter is depicted
in Figure 1.3. Similarly to the BMVDR beamformer, the BSD-MWF filter preserves
the binaural cues of the target, but causes severe distortions to the binaural cues of
the noise components.

Although, the BMVDR and BSD-MWF have good noise reduction capabilities,
they both fail in preserving the binaural cues of the noise sources. As such, several
other binaural spatial or spatio-temporal filters have been proposed which provide
different trade-offs between noise reduction and binaural-cue preservation of the
noise and can be classified mainly into three categories as depicted in Figure 1.4.

The first category consists of methods (see e.g., [46, 52–54]) that try to preserve
the correct locations of the point sources, but ignore the binaural cues of the diffuse
noise field. The first category can be further split into two sub-categories. In the
first sub-category, there is control on the power of the interferers at the output of
the filter [53], while in the second sub-category there is not [46, 52, 54]. Specifically,
in the second sub-category, the interferers are suppressed as much as possible. The
methods belonging to the first category use linear equality constraints to preserve
the binaural cues of the interferers. This type of constraints may exhaust very
quickly the degrees of freedom for noise reduction when the number of interferers
needed to be preserved increases.

The second category of binaural multi-microphone noise reduction methods con-
sists of methods that aim at preserving the binaural cues of diffuse noise fields [19,
47, 55], i.e., acoustic fields where the sound is coming from all directions. This is
accomplished by using non-linear inequality constraints on the interaural coherence
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Binaural spatial
filtering methods

1: Preserve locations
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1.1: Control output power
of interferers

1.2: Minimize output power
of interferers
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of diffuse noise fields only

3: Preserve binaural cues
of all noise components

Figure 1.4: Classification of spatial and spatio-temporal filtering methods according to the binaural-
cue preservation goals.

of the sound field. These methods however do not preserve the directional binau-
ral cues of the point interfering sources. In addition, these methods do not have
closed-form solutions due to the included inequality constraints and can be solved
iteratively.

The third category of binaural multi-microphone noise reduction methods con-
sists of methods that aim at both preserving the binaural cues of the interfering
point sources and the diffuse noise field [19, 47, 50, 56]. In reality, these sound
fields are the most common ones and, thus, these methods provide the most natural
impression to the user. However, their task to preserve the spatial information from
so many noise components reduces the degrees of freedom for noise reduction and
makes it hard to obtain a good noise reduction performance.

For most binaural spatial filters, one of the biggest challenges is how to design the
trade-off between binaural-cue preservation and noise reduction. Existing trade-offs
are based on two main concepts. The first concept is flexibility in which the user can
easily tune a trade-off parameter and put more emphasis on one of the two goals.
The other concept is simplicity which is to have (semi) automatic methods that
select the trade-off. This latter concept may be based on psychoacoustic criteria.

1.5. Distributed Multi-Microphone Noise Reduc-
tion

So far we have discussed multi-microphone methods exploiting the microphone sig-
nals from either one or two devices. In the latter case, the two devices form a (small)
wireless network exchanging information. Of course this can be extended to multiple
(more than two) devices, (see Figure 1.5). Such a network can be viewed as a graph
where its nodes are the devices and its edges the links between the devices. If there
is no edge between two devices, there is no direct communication between these
devices. This does not mean necessarily that the information cannot reach both
devices since other devices of the network may be connected with these devices.
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Figure 1.5: This is an example of a general cyclic network. In this example, only the nearby devices
communicate with each other.

Spatial filtering requires two main steps in the computations. The first is to com-
pute the spatial filter and the second is to apply the spatial filter to the microphone
signals of all devices. In order to compute the spatial filter, the joint estimated noise
or noisy CPSDM from all devices is needed. Obviously, both steps are impossible
without direct or indirect communication between the devices.

Two questions naturally arise here: i) Which information should be exchanged
between the devices and ii) how should the calculations be distributed over the
devices. There are two main methodologies of computing a spatial filter over a
network of devices. The first methodology (centralized implementation) is to perform
all computations in a central fusion center which can be one of the devices in the
network. The final outcome of the computation can then be broadcast to all other
devices. The second methodology (distributed implementation) is to distribute the
computations over all devices in the network. In the following, we will highlight the
pros and cons of both methodologies and explain why in certain cases a distributed
implementation is preferable over a centralized one.

There are five main aspects in which both methodologies have to be compared.
The first aspect is the performance of the multi-microphone noise reduction method
in terms of e.g., noise reduction. The second aspect are the communication costs
which mainly depend on the bit-rate and the distance between the wirelessly con-
nected devices. The third aspect is the computational complexity of an implemen-
tation. The fourth aspect is the limited data storage capabilities of the devices. The
fifth aspect is the robustness of the entire system due to malfunction or disconnec-
tion of some nodes.

Spatial filtering requires an estimate of the joint CPSDM, which is computed us-
ing all microphone signals over a long-enough time interval and is typically adapted
continuously. In a centralized implementation all nodes need to send their local
microphone signals to the fusion center. This results in a huge data flooding in the



1.5. Distributed Multi-Microphone Noise Reduction

1

11

network. Therefore, a low bit-rate should be used to avoid problems with respect
to the channel capacity. A low bit-rate results in large quantization noise and, con-
sequently, in low performance of the system. After the fusion center obtains all
microphone signals it needs to save them. Therefore, in case there are many devices
in the network, the fusion center needs a large memory which is less practical when
the fusion center is a small portable device. After storage, the fusion center needs to
compute the joint CPSDM and compute the spatial filter which typically requires
the inversion of a matrix with dimensions depending on the size of the network. All
these heavy computations are performed in a single device. This will most likely
result in fast battery consumption of the device selected as the fusion center. More-
over, such a network is very sensitive to a sudden malfunction or disconnection of
the fusion center from the network. Finally, the fusion center is often required to
broadcast the outcome of the filtering operation to all the other nodes which adds
extra communication costs to all devices.

There are several distributed multi-microphone noise reduction methods which
try to avoid some or all of the aforementioned problems of the corresponding cen-
tralized approaches. The general idea is that all multi-microphone noise reduction
methods can be written in the form of an optimization problem. If the optimization
problem has a seperable objective function and constraints, it is possible to have
a distributed implementation [57]. Typically, distributed multi-microphone noise
reduction methods are classified into two main categories.

The first category consists of sub-optimal methods, which either partially esti-
mate the CPSDM or not estimate the CPSDM at all, but rather use a fixed spatial
coherence matrix. The method proposed in [58] is the distributed implementation
of the delay and sum beamformer and is based on the randomized gossip algo-
rithm [59]. In particular, it replaces the CPSDM with the identity matrix as in the
case of the centralized delay and sum beamformer. This fixed CPSDM choice makes
the objective function separable and allows this method to run in general cyclic net-
works (i.e., networks that may contain loops). An example of a cyclic network is
demonstrated in Figure 1.5. The method proposed in [60] is a distributed implemen-
tation of the MVDR spatial filter and is based on message passing [61, 62]. Unlike
the method proposed in [58], which does not exploit the second-order statistics of
the noise, the method proposed in [60] estimates the full CPSDM matrix but also
adds a diagonal loading parameter to it in order to control the convergence rate.
When increasing this diagonal loading parameter, the convergence becomes faster.
At the extreme case, where the diagonal loading becomes large, the methods in [58]
and [60] have equivalent performance. Although both methods are very simple, they
are sub-optimal since they do not compute spatial filters based on the best possible
estimate of the CPSDM.

The second category consists of optimal methods which typically solve the opti-
mization problem iteratively and reach optimality (i.e., equivalent performance with
the corresponding centralized optimal method) after some iterations. The method
proposed in [63] is the distributed implementation of the LCMV spatial filter. Al-
though it reaches an optimal performance after some iterations, its implementation
is based only on acyclic networks (i.e., networks that are tree-structured). This con-
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strain its applicability in general cyclic networks. An alternative distributed imple-
mentation of the LCMV spatial filter was proposed in [64]. This method overcomes
this problem and can work in arbitrary cyclic networks, but with slower convergence
rate compared to [63]. If the convergence rate is very slow, the number of iterations
and, thus, the number of exchanged messages between the devices, increases drasti-
cally. To the best of our knowledgem there is no investigation available on the real
difference in communication-costs between the distributed implementations and the
corresponding centralized implementations as a function of the convergence rate.

It becomes clear that a distributed beamformer should be designed not only
based on optimal performance but also on being applicable in general cyclic net-
works. Moreover, the communication and computation costs should remain as low
as possible.

1.6. Research Questions
The majority of the work presented in this dissertation was done within the context
of the project entitled "Spatially Correct Multi-Microphone Noise Reduction Strate-
gies Suitable for Hearing Aids" a project funded by the Dutch technology foundation
STW and the hearing-aid company Oticon A/S. This project consists of two work
packages, WP1 and WP2. Most content of the current dissertation is the outcome
of WP1 entitled "Spatially Optimal Multi-Channel Noise Reduction Techniques".
This work package is about developing binaural noise reduction methods which
provide efficient trade-offs between noise reduction and binaural-cue preservation.
WP2 is entitled "Resource-Constrained Multi-Channel Noise Reduction Techniques
for Hearing Aids" and focuses on resource allocation (e.g., power usage, latency etc.)
when using multiple hearing aids.

This dissertation also addresses general problems of multi-microphone noise re-
duction which can be applied to binaural hearing-aids as well. The research ques-
tions that will be addressed in this dissertation have partially been derived from
WP1 and can be formulated as follows:

Q1: Binaural multi-microphone noise reduction aims at both intelligibility im-
provement and binaural-cue preservation. Always, there is a trade-off between
these two goals. Can we find binaural multi-microphone noise reduction meth-
ods that can (approximately) preserve the binaural cues of all sources in the
acoustic scene while at the same time improve intelligibility?

Q2: The performance of multi-microphone noise reduction methods depends on
several parameters such as the ATFs of the sources, the CPSDMs of the
sources, etc. Estimation of these parameters is required. Can we accurately
estimate these parameters?

Q3: Following research question Q2, another natural research question that arises
is the following. Can we develop multi-microphone noise reduction methods
that are robust to estimation errors in the signal model parameters?
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1.7. Dissertation Contributions and Outline
In this section, the contributions of the dissertation are summarized per chapter.

1.7.1. Chapter 2
This chapter introduces the signal model and assumptions used in the current dis-
sertation. We review the mathematical description, advantages and disadvantages
of the most important existing (binaural) spatial and spatio-temporal filters in the
literature. In addition, we review existing spatial filters that are robust against
ATF estimation errors. Finally, we review some state-of-the-art distributed opti-
mization methods which can be used to obtain spatial or spatio-temporal filters in
a distributed fashion.

1.7.2. Chapter 3
In this chapter, we review in more detail the equality-constrained binaural spatial
filtering methods in [46, 53, 54], which preserve (in theory) accurately the directional
binaural cues of the point sources. These methods exhaust very quickly the degrees
of freedom for noise reduction when the number of point sources that are to be pre-
served increase. Therefore, in this chapter, we propose an alternative method which
replaces the equality constraints with inequality constraints [65]. While equality
constraints preserve the binaural cues exactly, inequality constraints approximately
preserve the binaural cues without reducing significantly the noise reduction perfor-
mance.

The proposed method and the equality constrained methods in [46, 53, 54] be-
long to the first category of binaural multi-microphone noise reduction methods (see
Figure 1.4) and aim at noise reduction and preservation of the locations of the point
sources. Unlike the equality-constrained method in [46, 54], which uses one linear
equality constraint per interferer to preserve its location, the proposed inequality-
constrained method uses one inequality constraint per interferer. The inequality
constraint depends on a parameter which controls how accurate the preservation
of the location of the interferer will be. Therefore, this parameter provides a flex-
ible trade-off between binaural-cue preservation and noise reduction. The method
proposed in [65] has as a special case the BMVDR and the equality-constrained
method [46, 54]. In fact, the trade-off parameter has been designed in such a way
that if it is selected to provide the worst binaural-cue preservation accuracy, the
BMVDR beamformer is obtained. On the other hand, if this trade-off parameter
is selected to provide the best possible binaural-cue preservation accuracy, then the
proposed equality-constrained method in [46, 54] is obtained as a special case.

The inequality constraints increase the feasibility set of the optimization problem
compared to the equality constraints and, therefore, extra noise reduction can be
achieved by sacrificing some of the binaural-cue preservation accuracy. Moreover,
the proposed method can use many more constraints than the equality-constrained
approaches and, thus, is more appropriate to more complicated scenarios with many
more sources.

Unlike the equality-constrained method in [46, 54] which has a closed-form so-
lution, the main drawback of the proposed inequality-constrained approach is its
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non-convex problem formulation, which needs to be solved iteratively. We propose
a sub-optimal successive convex optimization method to approximately solve this
problem.

1.7.3. Chapter 4
The proposed method of Chapter 3 and the methods proposed in [46, 53, 54] require
estimates of the ATFs of the target and the interfering sources. Several approaches
have been proposed to estimate the ATFs of the sources but, unfortunately, they
are based on many assumptions which are not always valid in practical acoustical
scenarios. In this chapter we propose a new methodology to preserve the binaural
cues of the interfering sources using pre-determined anechoic ATFs [66]. These pre-
determined ATFs are related to fixed azimuths and/or elevations around the head,
which cover a grid of the entire space around the head. The higher the resolution of
this grid, the better the binaural-cue preservation. On the other hand, the higher
the resolution, the worse the noise reduction performance will be. This methodology
can be used in all methods discussed in Chapter 3. However, the most appropriate
method is the inequality-constrained method [65], that we propose in Chapter 3,
since it allows to use many more constraints than the equality-constrained methods
and, therefore, provides a much better resolution on the grid.

Using pre-determined ATFs, we avoid to estimate the actual ATFs of the in-
terferers, simplifying binaural spatial filtering significantly. This is very convenient,
especially in acoustic environments where the sources and or the head of the hearing-
aid user are moving continuously. A situation in which it is very difficult to track
multiple ATFs continuously.

1.7.4. Chapter 5
Although the inequality-constrained method of Chapter 3 provides a very flexible
trade-off between noise reduction and binaural-cue preservation, the complexity
remains prohibitive mainly due to the multiple convex optimization problems that
need to be solved per time-frequency bin.

In this chapter, we propose a less complex sub-optimal method [67] to solve the
non-convex optimization problem proposed in Chapter 3. The sub-optimal method
is based on the semidefinite relaxation principle [68] and requires to solve a single
convex optimization problem per time-frequency bin. This method reduces signifi-
cantly the computations, while at the same time achieves, in some cases, a slightly
better trade-off between noise reduction and binaural-cue preservation than the
sub-optimal method proposed in Chapter 3.

1.7.5. Chapter 6
Unlike Chapters 3, 4 and 5, which mainly focus on preserving the correct locations
of the sources, in this chapter we propose a new binaural spatio-temporal filtering
method [69], This method belongs to the third category mentioned in Section 1.4
(see Figure 1.4) and is able to preserve both the locations of the sources as well
as the binaural cues of the diffuse noise field. With this method we also propose
a more perceptually oriented trade-off between noise reduction and binaural-cue
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preservation.
The method consists of two main phases. In the first phase the BMVDR filter is

used to obtain an estimate of the target signal. If the residual noise included in this
estimate dominates the target signal, then the BMVDR filter is not only needless but
also harmful for the binaural cues of the residual noise. In this case, a scaled version
of the noisy acoustic scene is provided at the output instead of the BMVDR output.
On the other hand, if the target signal dominates the residual noise after processing,
then there is no reason to preserve the binaural cues of the residual noise and, thus,
the BMVDR filter is used to provide the best noise reduction performance.

In other words, this method applies as much noise reduction as possible, if the
residual noise obtained after processing is not audible to the HAD user. If there is
a large amount of residual noise after filtering that is audible, we just preserve its
spatial cues by maintaining a scaled version of the noisy acoustic scene.

1.7.6. Chapter 7
In Chapters 3, 4 and 6, the proposed methods are evaluated using objective mea-
sures. Sometimes these measures fail to reveal all possible perceptual differences
between the proposed methods. In this chapter, a subjective evaluation is pro-
vided [48], which gives more insights in the true capabilities and limitations of the
proposed methods. Specifically, we evaluate the true intelligibility improvement and
the true localization accuracy of the proposed methods. Note that this chapter does
not subjectively compare the method proposed in Chapter 5. However, in Chapter 5,
we provide separate subjective evaluations with respect to the method proposed in
Chapter 5.

1.7.7. Chapter 8
In all previous chapters, we mainly discussed binaural multi-microphone noise re-
duction methods. In this chapter, we focus on general spatial filtering methods
which can be easily applied in the context of binaural spatial filtering. This chapter
is separated into two main parts. In the first part, we propose new low-complexity
linearly-constrained beamformers which are robust to ATF estimation errors [67].
The optimization problems associated to the proposed beamformers have also a
naturally separable objective function and constraints which makes them ideal can-
didates for distributed implementations. The second part of this chapter proposes
two alternative distributed implementations of these beamformers [67] based on
the message passing algorithm [60–62] and the primal dual method of multipliers
algorithm [70].

1.7.8. Chapter 9
We can conclude from all previous chapters that there is a large interest on finding
methods that can give accurate estimates of signal model parameters in practical
acoustic scenes with moving and highly non-stationary sources. Among these are
the ATFs and the power spectral densities of the sources and the late reverbera-
tion. The estimated PSDs combined with the estimated ATFs can provide para-
metric estimates of the noise and target CPSDMs. These parameters are useful in
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many multi-microphone-based applications such as source separation, dereverbera-
tion, binaural multi-microphone noise reduction, source tracking and localization,
room geometry estimation, etc.

In this chapter, we propose several optimization problems which can jointly es-
timate the aforementioned parameters using the combination of two theories: con-
firmatory factor analysis [71–73] and non-orthogonal joint diagonalization [26]. The
combination and the careful adjustment of these two theories in the context of mi-
crophone arrays gives us a powerful tool to estimate these parameters accurately.

Specifically, the non-orthogonal joint diagonalization method proposed in [26]
jointly estimates the power spectral densities and ATFs of the sources and the
PSDs of the microphones self noises. Unfortunately, this method does not guaran-
tee positive estimated PSDs leading to improper solutions. The confirmatory factor
analysis method proposed in [73] can be easily adjusted to perform non-orthogonal
joint diagonalization and at the same time guarantee positive estimated PSDs. We
introduce additional linear constraints and simple box constraints to the parame-
ters to be estimated to increase robustness. Finally, we bring into play the late
reverberation component in our methods which has been omitted from the method
proposed in [26]. The contribution of the late reverberation in the acoustic scene
is typically large and not taking this into account in the optimization problem will
lead to performance degradation.

1.7.9. Chapter 10
In this chapter, we draw some final conclusions of this dissertation and discuss pos-
sible directions for future investigation. We discuss several theoretical and practical
open questions and give suggestions on how future research could address these
questions.
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2
Background

T he goal of this chapter is to provide the reader with a sufficient background for
the remaining chapters. While Chapter 1 gave a more high-level overview of the

multi-microphone noise reduction problem and binaural-cue preservation without
mathematical expressions, this chapter is a more formal overview including math-
ematical details of the signal model, assumptions, and problem formulations. It
also reviews the mathematical theory of existing spatial or spatio-temporal filtering
methods in both monaural and binaural contexts.

This chapter is organized as follows. In Section 2.1, we introduce the signal
acquisition model in the time domain. In Section 2.2, we present the signal model
in the frequency domain which is used in this dissertation. We also list a few as-
sumptions accompanying the introduced signal model. In Section 2.3, we review the
most popular monaural spatial and spatio-temporal filters and show possible con-
nections between them. We also explain how estimation errors of (relative) acoustic
transfer functions (ATFs) can effect the performance of a spatial filter including the
most popular solutions to tackle this problem. In addition, we review some popular
distributed signal processing techniques which can be applied to spatio-temporal
filtering approaches. In Section 2.4, we explain the main concept of the binaural
multi-microphone noise reduction problem and review the most well-known binaural
spatial and spatio-temporal filtering methods.

2.1. Signal Acquisition
Assume that there is a single point source in the acoustic scene and a microphone
array of M microphones as depicted in Figure 2.1. The point source signal is denoted
by s(t), and the signal acquired by the i-th microphone is denoted by yi(t). There
are five reasons why the signals s(t) and yi(t) differ. The first reason is that there is
a time delay for the signal s(t) when traveling to the i-th microphone. The second
reason is that the source signal captured at the i-th microphone is attenuated when
traveling from the source location to the microphone. The third reason is that when
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s(t)

...

yM (t)

y2(t)

y1(t)

hM (t)

h2(t)

h1(t)

Figure 2.1: Acquisition of a single point source signal s(t) from M microphones.

the point source is within a reverberant enclosure (e.g., a room), the microphone
will not only acquire the delayed and attenuated point source signal, but also its
reflections coming from the boundaries of the enclosure. The fourth reason is that
there may exist obstacles between the source position and the microphones and,
thus, the signal will be diffracted around the obstacles. For instance, in the example
of HADs one of the obstacles is the head and torso of the user. The fifth and the
last reason is that the microphone may not be omnidirectional, but has a specific
directivity pattern which attenuates the point source signal differently from different
directions.

In general, if we assume that the point source is not moving, we can model all
the aforementioned channel factors as a causal linear time-invariant system with
impulse response hi(t). The relationship between the point source signal and the
signal acquired by the i-th microphone is given by

yi(t) = hi(t) ∗ s(t), for i = 1, · · · , M, (2.1)

where ∗ denotes convolution. The system between every microphone and the point
source is different, i.e., hi(t) 6= hj(t),∀i 6= j. In practice, sometimes, point sources
are moving and, thus, the system is time variant. To overcome this problem, we can
assume that for short-time intervals, which are called time-frames, the system is time
invariant and, thus, we can still use (2.1) within a time-frame. In very reverberant
environments hi(t) is very long (see Figure 2.2) and in most cases longer than a
time-frame. The part of the impulse response that is within the time-frame is called
early impulse response and the component which exceeds the time-frame is called
late impulse response. In this case, within a time-frame (t1 ≤ t ≤ t2), the signal
model in (2.1) becomes

yi(t) = hi(t) ∗ s(t) + l(t), for t1 ≤ t ≤ t2, i = 1, · · · , M, (2.2)

where l(t) is the accumulated late reverberation component of the signal from all
previous time-frames. The late reverberation signal l(t) results in the creation of
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Figure 2.2: Impulse response is split into the early and late impulse response. The reverberation
time in this example is T60 = 0.3 s.

a diffuse noise field [1]. The parameter that mainly characterizes the severeness of
the reverberation is the reverberation time, T60, which is the time it takes for the
signal power to decrease by 60 dB [2]. Typically, the larger the T60, the larger the
portion of reverberation included in the signal. Finally, in practice, microphones
have a small portion of self-noise and, thus, the signal model in 2.2 becomes

yi(t) = hi(t) ∗ s(t) + l(t) + v(t), for t1 ≤ t ≤ t2, i = 1, · · · , M, (2.3)

where v(t) is the microphone-self noise.

2.2. Multi-Microphone Signal Model in STFT Do-
main

The recorded microphone signals are in reallity realizations of highly non-stationary
random processes. However, typically they are considered short-time stationary
within a time-frame. The time-frame length depends on the application. For in-
stance, a speech signal is considered a realization of a short-time stationary process
for time-frames of about 30 ms, since the vocal tract does not change shape sig-
nificantly within this time interval [3]. Apart from being non-stationary, some of
the sources in the acoustic scene also change location with respect to the micro-
phone array, i.e., they are highly non-static. However, typically, they are assumed
short-time static within a time-frame. The stationarity and static assumptions are
very helpful to estimate several signal statistics and parameters. Quite often, before
processing, time-frames of microphone recordings are transformed to the frequency
domain, and after processing, they are transformed back to the time domain. This
popular representation is called the short-time Fourier transform (STFT) [3]. Pro-
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cessing in the frequency domain is very convenient in spatial filtering, but also less
computationally complex when we assume that different frequency bins of the sig-
nals are statistically uncorrelated. In this case, we can process each frequency-bin
independently, reducing significantly the computational complexity of the filtering
methods. For this reason, in this dissertation, we assume that the frequency-bins of
the signals are statistically uncorrelated, and the signal model and spatial filter are
computed in the frequency domain.

In the frequency domain, the impulse responses between the point source signals
and the microphones are called acoustic transfer functions (ATFs). Sometimes,
ATFs are normalized with respect to a reference microphone or location in space.
In this case, they are typically referred to as relative ATFs. Moreover, in the case
of HADs, where the head is included in the relative ATFs, the relative ATFs are
typically called head-related transfer functions (HRTFs).

Consider a wireless network of N devices, where the i-th device has a micro-
phone array of Mi microphones. All devices form a microphone array of M =

∑
i Mi

microphones in total. Let yi(t, k) be the vector of all signals acquired by the mi-
crophones of the i-th device at the t-th time-frame and k-th frequency bin, and let
y(t, k) = [yT

1 (t, k), · · · , yT
N (t, k)]T be the microphone recordings of all microphones

of all devices. Since the processing is performed independently per time-frequency
bin, we neglect the time-frequency indices for notational convenience wherever is
possible. In this dissertation, we sometimes consider y as a random vector and
sometimes as a realization of the random vector. However, we will not use a dif-
ferent notation, for random variables or their realizations, but make clear from the
context which of the two we are referring to. In the multi-microphone setting, we
assume that the target source signal, s, is degraded by additive noise (e.g., sound
coming from interfering point sources). The signal model is given by

y = as︸︷︷︸
x

+n, (2.4)

where a is the (relative) acoustic transfer function (ATF) vector of the target source,
s is the target source signal at the original location that we want to estimate, and
n is an additive noise component. This signal model, although very simple, is not
very informative in other applications such as source separation, dereverberation
and sometimes in binaural beamforming. In source separation, the point sources
included in n need to be estimated. In dereverberation, it is typically convenient to
separate the late reverberation component from n. Therefore, we will typically use
the following more informative signal model of the noisy signal y:

y =
rs∑

i=1
aisi︸︷︷︸

xi︸ ︷︷ ︸
x

+
ru∑

i=1
biui + l + v︸ ︷︷ ︸

n

, (2.5)

where

• xi = aisi: is the i-th target point source signal at the microphones.
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• si: is the i-th target point source signal at the original location.

• ai: is the early ATF vector of the i-th target point source signal with respect
to all microphones.

• ui: is the i-th interfering point source signal at its origin.

• bi: is the early ATF vector of the i-th interfering point source signal with
respect to all microphones.

• l: is the accumulated late reverberation from all source signals in the acoustic
scene (including the target), which is a diffuse noise component.

• v: is the vector of microphones’ self-noises which are statistically uncorrelated
with each other. Typically, they are very low in power with respect to all the
other noise contributions.

The signal model in (2.5), can be also written as

y = As︸︷︷︸
x

+ Bu + l + v︸ ︷︷ ︸
n

, (2.6)

where A = [a1, · · · , ars
], B = [b1, · · · , bru

], s = [s1, · · · , srs
]T , u = [u1, · · · , uru

]T .
The early ATFs are the early impulse responses in the frequency domain (see

Section 2.1) and consist not only of the line-of-sight component, but also of some
components due to early reflections. If we assume that all additive components
in (2.5) are statistically mutually uncorrelated and have zero mean, the noisy cross-
power spectral density matrix, Py = E[yyH ] is given by

Py =
rs∑

i=1
psi

aiaH
i︸ ︷︷ ︸

Pxi︸ ︷︷ ︸
Px

+
ru∑

i=1
pui

bibH
i + Pl + Pv︸ ︷︷ ︸
Pn

. (2.7)

The model in (2.7) can equivalently be written as

Py =
rs∑

i=1
APsAH︸ ︷︷ ︸

Pxi︸ ︷︷ ︸
Px

+
ru∑

i=1
BPuBH + Pl + Pv︸ ︷︷ ︸

Pn

, (2.8)

where Ps = Diag
(
[ps1 , · · · , psrs

]
)
, and Pu = Diag

(
[pu1 , · · · , puru

]
)
.

Depending on the application, the values of rs, rn change in (2.5) and (2.8). For
instance, typically in (binaural) multi-microphone noise reduction rs = 1, while in
source separation ru = 0, and in speech dereverberation rs = 1 and ru = 0.
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2.3. Monaural Multi-microphone noise reduction
In this section, we introduce the mathematical formulation of the multi-microphone
noise reduction problem. The multi-microphone noise reduction problem can be
viewed as an estimation problem which aims at obtaining an accurate estimate
of the target signal s through a two-step estimation procedure. The first step is to
obtain the filter, and the second step is to apply the filter to the noisy measurements
y ∈ CM×1. This latter step can be achieved via the following operation:

ŝ = f (y) , (2.9)

where f(·) is the filter function (also called estimator) which provides an estimate,
ŝ, of the target signal based on the noisy measurement realization y. In this disser-
tation, for simplicity, we focus only on linear filtering and, thus, (2.9) becomes

ŝ = wHy, (2.10)

where w ∈ CM×1 is the filter which is linearly applied on y. In the following we
assume that s is deterministic while n is a random variable vector. The variance of
the estimator in (2.10) is given by [4]

var (ŝ)=E
[
(ŝ−E(ŝ))2

]
=E

[
(wHy−wHE(y))2

]
=E

[
wH(y−E[y])(y−E[y])Hw

]
.

(2.11)
Assuming that the noise has zero mean, and combining (2.4) and (2.11), the variance
of the estimator is given by

var (ŝ) = wHPnw. (2.12)
Moreover, the bias of the estimator is given by [4]

b (ŝ) = E (ŝ)− s. (2.13)

If the bias is zero, we call the estimator unbiased. The primary goal of monaural
multi-microphone noise reduction used in hearing-aid devices or teleconferencing is
to achieve maximum intelligibility improvement. The function of intelligibility is
in general complicated and not completely known, although there are many efforts
on how to model and predict intelligibility [5–9]. A more convenient and mathe-
matically easier to manipulate function is the output noise power (wHPnw) which
is the variance of the linear estimator (see (2.12)). It is worth mentioning that
eliminating the noise (i.e., making the variance of the linear estimator zero) is not
necessarily a good condition to have good intelligibility. For instance, if we select
w = 0, the noise will be eliminated, but also the target signal will be eliminated, i.e.,
ŝ = wHy = 0. It is evident that there is a trade-off between the bias and variance
and we would like a filter which gives the best trade-off in terms of intelligibility.
A large bias implies a large speech distortion, while a large variance implies a poor
noise reduction.

Spatial filtering (see Section 2.3.1) minimizes the output noise under certain
constraints, where one of these constraints intends to leave the target undistorted
at the output of the filter. In contrast, spatio-temporal filtering (see Section 2.3.2)
allows some target distortions, but can typically achieve more noise reduction.
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2.3.1. Spatial Filtering
Two very well-known and widely-used linear spatial filters are the minimum vari-
ance distortionless response (MVDR) [10–12], and the linearly constrained minimum
variance (LCMV) [12, 13] filters, where the latter is a more general filter than the
MVDR. Specifically, the LCMV filter is obtained via the following optimization
problem given by [12]

ŵLCMV = arg min
w

wHP̂nw s.t. wHΛ = fH , (2.14)

where P̂n is an estimate of the noise CPSDM, Λ ∈ CM×d, f ∈ Cd×1, i.e., there
are d ≤M linear equality constraints. The objective function is the variance of the
linear estimator (see (2.12)), while the linear constraints typically include at least
the target distortionless constraint, given by

wH â = 1, (2.15)

where â is an estimate of the ATF vector of the target signal. The goal of the target
distortionless constraint in (2.15) is to leave the target undistorted. Theoretically, if
â = a, there will be no distortions of the target signal after filtering and the LCMV
filter will provide an unbiased estimator (if we assume that the noise n has zero
mean), i.e.,

E [ŝ] = E
[
wHy

]
= E

[
wHas + wHn

]
= s. (2.16)

The remaining constraints in wHΛ = fH can for instance be used as nulling con-
straints or additional target distortionless constraints if there are multiple target
sources (i.e., rs > 1). The LCMV problem in (2.14) has a closed-form solution
given by [12, 13]

ŵLCMV = P̂−1
n Λ

(
ΛHP̂−1

n Λ
)−1

f . (2.17)

If the constraints in the LCMV problem in (2.14) consist only of the target distor-
tionless constraint in (2.15), we have the MVDR problem which is given by [10–12]

ŵMVDR = arg min
w

wHP̂nw s.t. wH â = 1, (2.18)

with a closed-form solution given by

ŵMVDR = P̂−1
n â

âHP̂−1
n â

. (2.19)

The output noise power of the MVDR is given by

ρ = ŵH
MVDRP̂nŵMVDR =

(
âHP̂−1

n â
)−1

. (2.20)

The MVDR uses only a single constraint. Therefore, it has the maximum degrees of
freedom for noise reduction. For this reason, quite often in the literature, it is called
the maximum SNR beamformer. Statistically, if â = a, the MVDR filter provides
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the best linear unbiased estimator (BLUE), because it minimizes the variance of
the estimator under the distortionless constraint [4]. If the noise vector n follows
a zero-mean Gaussian distribution, the MVDR filter provides also the minimum
variance unbiased (MVU) estimator [4].

A commonly used alternative to the LCMV problem is the linearly constrained
minimum power (LCMP) problem given by [12, 13]

ŵLCMP = arg min
w

wHP̂yw s.t. wHΛ = fH . (2.21)

The only difference with LCMV is that the LCMP uses in the objective function an
estimate of the noisy CPSDM instead of an estimate of the noise CPSDM. It is easy
to show that the LCMV and LCMP filters are equivalent under the assumption that
â = a, P̂y = Py and P̂n = Pn [12]. In practice, we never have perfect estimates
of none of these quantities and, thus, the performance of the two spatial filters
will not be equivalent [12]. Another popular spatial filter is the minimum power
distortionless response (MPDR) [10–12, 14] which is a special case of the LCMP
filter and is given by

ŵMPDR =
P̂−1

y â
âHP̂−1

y â
. (2.22)

Similarly, to the relationship between the LCMP and LCMV, the MPDR is theo-
retically equivalent with the MVDR [10–12]. However, in practice, when â 6= a and
P̂y 6= Py and P̂n 6= Pn, this is not true [10–12]. In Section 2.3.3, we explain the
difference in performance between all these spatial filters in practice.

With spatial filtering, one can also estimate the target signal at a reference
location different from the original location. Typically, the reference location is
the location of one of the microphones in the microphone array. The microphone
that is selected, is referred to as the reference microphone. For instance, if the first
microphone is selected as the reference microphone, the distortionless constraint
becomes wHa = a1.

2.3.2. Spatio-Temporal Filtering
Unlike spatial filters that aim at leaving the target signal undistorted, spatio-
temporal filters allow some distortions on the target signal at the output of the
filter. By allowing some distortions (bias) on the target signal, spatio-temporal fil-
ters typically reduce more the output noise (variance) compared to spatial filters.
By assuming that s is deterministic, it is natural to seek the spatio-temporal filter
which is the mean square error estimator by solving the following unconstrained
optimization problem [4]:

ŵMSE = arg min
w

E
[(

s−wHy
)2
]

, (2.23)

which is equivalent to the following optimization problem:

ŵMSE = arg min
w

var(wHy) + b2
(

wHy
)

, (2.24)
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where the mean-square error objective function is now written as the sum of the
variance of the estimator and the square of the bias. Unfortunately, the bias is a
function of the unknown target signal s and, thus, the MSE estimator is unrealiz-
able. A common approach to tackle this problem is to assume that s is a random
variable with a certain prior distribution and try to minimize the Bayesian MSE [4].
Since we constrain the estimator to be linear the linear minimum mean-square error
(LMMSE) estimator [4] is obtained. The LMMSE estimator is also referred to as
multi-channel Wiener filter (MWF) [4, 15, 16]. Assuming that the noise signal is
uncorrelated with the target source signal, the MWF is given by [15, 16]

ŵMWF = p̂s

(
P̂n + P̂x

)−1
â. (2.25)

The LMMSE estimator in (2.25) becomes equal to the minimum mean-square er-
ror (MMSE) estimator if both the target signal and the noise signal are Gaussian
distributed [4]. In many cases the Gaussian assumption is not valid. For instance,
if the target signal is speech and the time-frame is not sufficiently long. In that
case, the distribution is not Gaussian, but rather super-Gaussian [17]. It has been
shown [16], that the MWF filter can be decomposed into an MVDR filter and a
single channel Wiener filter, i.e.,

ŵMWF = p̂s

p̂s + ρ
ŵMVDR, (2.26)

where ρ is given in (2.20).
An alternative filter to the MWF is the speech distortion weighted MWF (SD-

MWF) [18] which introduces a parameter µ which controls the trade-off between
noise reduction and speech distortion. Specifically, the SD-MWF filter is given
by [18]

ŵSD-MWF = p̂s

(
P̂x + µP̂n

)−1
â, (2.27)

which is obtained from the following unconstrained optimization problem

ŵSD-MWF = arg min
w

E
[(

s−wHy
)2

+ µ
(

wHn
)2
]

. (2.28)

It has been shown that the SD-MWF can be written as the concatenation of an
MVDR and single-channel Wiener filter with speech distortion control [16], i.e.,

ŵSD-MWF = p̂s

p̂s + µρ
ŵMVDR. (2.29)

It is evident from (2.29) that by setting µ = 1, the SD-MWF filter becomes equiva-
lent to the MWF filter. On the other hand, if µ = 0, the MVDR spatial filter will
be obtained.
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2.3.3. Robustness to Relative Acoustic Transfer Function
Estimation Errors

In Section 2.3.1, we reviewed several spatial filters, which all use the target distor-
tionless constraint in (2.15). In this constraint, an estimate of the ATF of the target
is used. This estimate is not perfect and, therefore, the spatial filters will cause
distortions to the target signal. There are several techniques in the literature that
prevent target distortions to a great extent.

As already mentioned in Section 2.3.1, the objective function of the MVDR and
LCMV beamformers is the variance of the estimator in (2.12), while for the MPDR
and LCMP the objective function is wHP̂yw. Assume that in the objective function
of the LCMP and MPDR we use a perfect estimate of the noisy CPSDM. In this
case, the objective function can be decomposed as

wHPyw = wHPxw + wHPnw = pswHaaHw + wHPnw. (2.30)

In addition, we assume a perfect estimate of the relative ATF of the target in the
target distortionless constraint of the problem in (2.21). In this case, the term
pswHaaHw will be fixed in the objective function and can thus be omitted from
the objective function. As a result, the LCMP will be equivalent with the LCMV.
However, if we use an inaccurate estimate of the relative ATF of the target in the tar-
get distortionless constraint, the term pswHaaHw will be supressed in the objective
function. The amount of supression depends on the amount of the estimation error
introduced in â in the target distortionless constraint [10, 11]. Unlike the LCMP
optimization problem, in the LCMV optimization problem the objective function
does not include the term pswHaaHw and, thus, even for an inaccurate ATF of
the target in the distortionless constraint, the target will not be supressed by the
objective function. This does not mean that the LCMV filter will remain unbiased
(i.e., distortionless), but there will be no intentional supression of the target sig-
nal. The LCMV beamformer is therefore more robust to ATF estimation erros than
the LCMP [12]. The same conclusions are valid for the MVDR and the MPDR
beamformers, i.e., the MVDR is more robust than the MPDR [10–12].

Although the MVDR and LCMV are, in theory, more robust than the MPDR
and and LCMP, in practice the challenge is to estimate the noise CPSDM, Pn.
This is typically, accomplished using a voice activity detector (VAD) in the case
where the target is a speech signal [19]. The VAD finds time-frequency tiles where
the target is absent and there it updates the estimate of the noise CPSDM. In low
SNR acoustical environments typically most VADs become unreliable [19]. Another
method which estimates the noise CPSDM without the need of a VAD was presented
in [20]. However, this method assumes that the target relative ATF is known and
has not been tested when the ATF contains estimation errors.

Another group of robust alternatives to the LCMP and MPDR which do not
depend on the noise CPSDM and do not require a VAD, are the diagonal loading
methods [11, 21, 22]. The main idea of diagonal loading is that, a diagonal loading
matrix is added on the noisy CPSDM in the objective function, i.e.,

wH(Py + εI)w. (2.31)
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By increasing the diagonal loading parameter, ε, the CPSDM Py + εI becomes
spatially more uncorrelated and the spatial filter becomes more robust to ATF
errors [11, 21]. If ε → ∞, the MPDR beamformer becomes equivalent to the delay
and sum (DS) beamformer [23] given by

wDS = a
aHa . (2.32)

This is the beamformer that is most robust to relative ATF errors, but it does
not exploit the second-order statistics of the CPSDM matrix in order to optimally
suppress the noise. It is obvious that ε should not be huge or very small. In [22] an
automatic method was proposed to find ε.

2.3.4. Distributed Implementations
We can conclude from Section 2.3 that all filters can be obtained after solving an
optimization problem. Here we discuss how we can solve an optimization problem
like the LCMV problem in a distributed fashion over multiple devices. Solving an
optimization problem in a distributed fashion [24, 25] requires that the optimization
problem is in some sense separable into smaller optimization problems, which can be
solved at multiple devices. The local solutions should be exchanged in order to find
the global solution. This is typically achieved via an iterative procedure in which
the devices find a local solution and then exchange the information. This procedure
is repeated several times until convergence to the global solution.

The wireless network is formed from N devices and can be viewed as a graph
G = (V, E), where V denotes the set of devices (where |V| = N), and E denotes the
set of edges between the devices which represent the wireless links between them.
Here we assume that the graph is undirected and we allow two-way communication
between each neighboring pair of devices. We also denote the set of all neighbours
of the i-th device as N (i).

Assume that we want to solve the following convex optimization problem with
linear equality constraints:

ŵ = arg min
w

f (w) s.t. wHΛ = fH , (2.33)

where Λ ∈ CM×d, and f(·) is a convex function which is separable with respect to
the variable w ∈ CM×1, i.e.,

f (w) =
N∑

i=1
fi (wi) , (2.34)

where
w =

[
wT

1 , · · · , wT
N

]T

, wi ∈ CMi×1. (2.35)

Hence we have M =
∑N

i=1 = Mi. The linear equality constraints can always be
written in a separable form as follows:

N∑
i=1

(
wH

i Λi −
1
N

fH

)
= 0, (2.36)
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where

Λ =


Λ1
Λ2
...

ΛN

 . (2.37)

Thus, the convex optimization problem in (2.33) becomes

ŵ1, · · · , ŵN = arg min
w1,...,wN

N∑
i=1

fi (wi) s.t.
N∑

i=1

(
wH

i Λi −
1
N

fH

)
= 0. (2.38)

There are several methods within the literature that solve the problem in (2.38)
in a distributed fashion. Below we review two methods: the dual decomposition
method [25, 26], and the primal direction method of multipliers (PDMM) [27],
respectively.

All methods reviewed below are based on the Lagrangian function and the dual
function of the problem in (2.38). The Lagrangian function is given by [28]

L(w, λ) =
N∑

i=1
Li(wi, λ) =

N∑
i=1

fi(wi) + <

λH
N∑

i=1

(
ΛH

i wi −
1
N

f
) , (2.39)

which is separable in w, but not in the dual variable λ. Since f(·) is a convex
function, L(w, λ) is also convex on w if we fix λ. If we fix λ, w is computed as

w(λ) = arg min
w

L(w, λ). (2.40)

Note that only when we have the optimal λ̂ we have ŵ = w(λ̂), where ŵ is the
optimizer of the problem in (2.33). Since L(w, λ) is separable in w, all wis can be
computed independently as

wi(λ) = arg min
wi

Li(wi, λ). (2.41)

The dual function of the problem in (2.38) is concave and is given by [28]

g(λ) = L(w(λ), λ) =
N∑

i=1
Li(wi(λ), λ). (2.42)

Note that the dual function g(·) is not separable in λ. The optimal λ̂ is computed
as

λ̂ = arg max
λ

g(λ). (2.43)

Finally, since f(·) is convex and the Slater’s condition always holds for the problem
in (2.38), strong duality holds [28]. Since strong duality holds, the optimal ŵis are
given by [28]

ŵi = wi(λ̂), for i = 1, · · · , N. (2.44)
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Dual Decomposition Method
The dual decomposition method iteratively computes ŵi and λ̂ until convergence.
Specifically, it consists of the following two steps:

ŵ(k+1)
i = wi(λ̂

(k)
), i = 1, · · · , N, (2.45)

λ̂
(k+1)

= λ̂
(k)

+ α(k)
N∑

i=1

(
ΛH

i ŵ(k+1)
i − 1

N
f
)

, (2.46)

where the second step is a gradient ascent step which tries to obtain the optimal λ̂
which maximizes the dual function g(·). Specifically, it finds the next dual variable
λ̂

(k+1)
in the steepest ascent direction of g(·) with a step size of α(k). Note that

the second step requires all estimated ŵ(k+1)
i . Unlike the first step which is fully

distributable, the second step is centralized. That is, all devices need to send their
estimated ŵi to a fusion center in order to compute the λ̂ and then the fusion center
has to broadcast its estimated dual variable back to the devices until convergence.
This is not a robust method when the network in which the devices are connected
can change over time. In this case, if the fusion center disconnects from the network,
the whole system will break down.

Primal Dual Method Of Multipliers
The main problem of the dual decomposition is that its second step, which tries to
solve the dual problem in (2.43), is not distributable. The problem in (2.43) can be
equivalently solved via the distributed consensus optimization problem formulation
as proposed in [24, 29]. The underlying idea of the equivalent distributed consensus
optimization problem is that each device can have a local copy of the dual vari-
able and the neighboring devices should try to keep them equal through pair-wise
communication. That is,

λ̂1, · · · , λ̂N = arg min
λ1,··· ,λN

−
N∑

i=1
Li(ŵi(λi), λi) s.t. λi = λj ,∀(i, j) ∈ E . (2.47)

We assume that the graph of the network is connected (i.e., there is a path between
all devices). Thus, all λi are constrained to be equal in (2.47), i.e., we will have
λ̂ = λ̂i = λ̂j ,∀i, j ∈ V. The problem in (2.47) can be solved iteratively with
several distributed methods (e.g., [24, 25, 27]). Here, we will briefly review one
recently proposed fast converging method referred to as the primal dual method of
multipliers (PDMM) [27]. First the augmented Lagrangian of the problem in (2.47)
is computed as [27]

∆(λ, γ) = −
N∑

i=1
Li(ŵi(λi), λi)

+
∑

∀(i,j)∈E

(
<
{

γT
ij(λi − λj)

}
+ ρ

2 ||λi − λj ||22
)

, (2.48)
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where γij are referred to as edge variables and γ is the vector with all edge variables
from all devices.

Similar to the dual decomposition method, the PDMM method computes the
variables λis and γ iteratively, by first keeping fixed the edge variables, γ, and
updating the λis via minimization of the Lagrangian in (2.48), followed by the
update of the edge variables. However, from a distributed perspective, this process
comes with its challenges. First of all, the function in (2.48) is not separable in
λ because of the coupling of the variables λi and λj due to the quadratic term
||λi−λj ||22. PDMM overcomes this coupling by iteratively solving the minimization
problem of the function in (2.48) with respect to λi (at each node independently),
by updating λi at each node based on the previous estimates of their neighboring
variables λj ,∀j ∈ N (i). This means that all devices should send their current
estimates λi to their neighbors.

Once these new local estimates are found, PDMM then updates the edge vari-
ables in a similar manner to dual descent. Note that each γij only requires knowl-
edge of λi and λj for this procedure. However, it is not obvious where the optimal
γ̂ij is computed at each iteration. PDMM addresses this problem by assigning to
every edge (i, j) ∈ E two directed edge variables, γi|j and γj|i, which replace γij .
The optimal directed edge variable γ̂i|j is computed in the i-th device, while γ̂j|i
is computed in the j-th device. PDMM iterates until convergence. When PDMM
converges the following two conditions hold [27]:

γ̂ij = γ̂i|j = γ̂j|i (2.49)

λ̂i = λ̂j ,∀(i, j) ∈ E ⇔ λ̂i = λ̂j ,∀i, j ∈ V. (2.50)

Altogether, PDMM solves the problem in (2.47) with the following two iterative
steps:

λ̂
(k+1)
i = arg min

λi

∆(λi, {λ̂
(k)
j : ∀j ∈ N (i)}, {γ̂(k)

i|j : ∀j ∈ N (i)}), (2.51)

γ̂
(k+1)
i|j = γ̂

(k)
j|i − ρ

i− j

|i− j|
(λ̂

(k+1)
i − λ̂

(k)
j ), ∀j ∈ N (i). (2.52)

The first step solves the minimization of the function in (2.48) with respect to λi

using the directed edge variables γ
(k)
j|i and the neighboring variables λ

(k)
j from the

previous iteration. The second step finds the optimal edge variables of the dual
function of the problem in (2.47). Note that both steps are dependent on γ̂

(k)
j|i . In

order to avoid this dependency (which results in extra communication costs), we
replace γ̂

(k)
j|i in both steps with the relation

γ̂
(k)
j|i = γ̂

(k−1)
i|j − ρ

j − i

|j − i|
(λ̂

(k)
j − λ̂

(k−1)
i ). (2.53)

Thus, the second step now becomes

γ̂
(k+1)
i|j = γ̂

(k−1)
i|j − ρ

j − i

|j − i|

(
λ̂

(k)
j − λ̂

(k−1)
i

)
− ρ

i− j

|i− j|

(
λ̂

(k+1)
i − λ̂

(k)
j

)
, ∀j ∈ N (i),

(2.54)
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which is equivalent to the following:

γ̂
(k+1)
i|j = γ̂

(k−1)
i|j + ρ

i− j

|i− j|

(
2λ̂

(k)
j − λ̂

(k−1)
i − λ̂

(k+1)
i

)
. (2.55)

Therefore, the two steps of PDMM do not need a fusion center and can be computed
independently at each node providing that the neighboring nodes will exchange their
optimal λ(k) of the k-th iteration in order to compute the new updated variables
of the (k + 1)-th iteration. Therefore, the communication costs per-device and
per-iteration is equal to the length of λ(k) which is d. Finally, once the i-th node
has computed the optimal λ̂i, it can also compute the optimal ŵi via solving the
problem in (2.41), i.e., ŵi = w(λ̂i).

So far, we have discussed how to solve an LCMV problem in a distributed fashion,
but assuming that the objective function is separable. However, in the optimization
problems of the LCMV, LCMP, MVDR and MPDR beamformers, the objective
functions are not separable. In [30] the microphone signals are assumed uncorrelated
and, thus, the identity matrix is used instead of the noise CPSDM matrix. Although,
this is convenient for distributed implementations, it does not take into account
the correlations between the noise microphone signals. This leads to performance
degradation with respect to noise reduction.

2.4. Binaural Multi-Microphone Noise Reduction
As with the monaural filtering, also in binaural filtering we mainly focus on linear
filtering. In monaural multi-microphone noise reduction there is only one filter
applied to the noisy measurements. This provides a single estimate of the target
signal either at the original location or at one reference microphone. In contrast, in
the binaural setting there are two filters, wL, wR ∈ CM×1, which are both applied to
the noisy measurements producing the left and right hearing-aid output signals [31].
The two output signals are estimates of the target signal at two different reference
microphones, each at a different hearing aid. In this dissertation, the first and last
element of each vector in (2.5) correspond to the two reference microphones. For
notational convenience, we replace the indices of the first and last element of all
vectors in (2.5) with L and R (e.g., yL = y1 and yR = yM ). Using the signal model
in (2.4), the binaural output is given by[

x̂L

x̂R

]
=
[

wH
L y

wH
R y

]
=
[

wH
L as + wH

L n
wH

R as + wH
R n

]
=
[

wH
L as + êL

wH
R as + êR

]
, (2.56)

where êL = wH
L n and êR = wH

R n are the residual noises after processing at the left
and right HAs, respectively. Ideally, êL and êR should not only be minimized, but
should also (approximately) provide the same spatial impression as the unprocessed
noise nL and nR, respectively, to the HA user. As already explained in Chapter 1,
the spatial impression is measured with binaural cues (see Section 2.4.1 for more
information).

In binaural spatial filtering (see Section 2.4.2 for more information), theoretically,
if there are no estimation errors on the target ATFs, the target signal at the two
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reference microphones is undistorted, i.e., wH
L as = xL and wH

R as = xR. This is
not true in practice as the true ATFs are unknown as we have already explained
before. Moreover, the binaural spatio-temporal filters (see Section 2.4.3 for more
information) always provide biased estimated target signals at the two reference
microphones even if perfect estimates of the noisy and target CPSDMs are available.
In practice, where we cannot have perfect estimated ATFs and CPSDMs, one may
expect that the spatio-temporal filtering approaches will introduce more distortions
to the target signal compared to the spatial filtering approaches.

2.4.1. Binaural Cues
As explained in Chapter 1, there are three main binaural cues: the interaural level
difference (ILD), the interaural phase difference (IPD), and the interaural coherence
(IC). Every point source has a unique ILD and IPD per time-frequency tile before
and after processing. The ILD and IPD are the mangitude and phase of the inter-
aural transfer function [32]. The input and output ITF of the target source signal
is given by [33]

ITFin
x = xL

xR
= aL

aR
, ITFout

x = ŵH
L x

ŵH
R x

= ŵH
L a

ŵH
R a

, (2.57)

where aL and aR are the elements of a coresponding to the left and right reference
microphones, respectively. The input and output IPD is the phase of the input and
output ITFs, respectively [33]. That is,

IPDin
x = ∠ITFin

x , IPDout
x = ∠ITFout

x . (2.58)

The input and output ILD is the squared magnitude of the input and output ITF,
respectively [33]. That is,

ILDin
x = |ITFin

x |2, ILDout
x = |ITFout

x |2. (2.59)

Similar expressions exist for all interfering point sources. The three aforementioned
binaural cues are more informative about point sources. For diffuse noise fields, the
IC binaural cue is more informative [34]. In the signal models in (2.6) and (2.8),
the diffuse noise field is due to the late reverberation component. The input and
output IC of a diffuse noise field is given by [34, 35]

ICin
l = eT

LPleR√
eT

LPleL

√
eT

RPleR

, ICout
l = wH

L PlwR√
wH

L PlwL

√
wH

R PlwR

. (2.60)

If a binaural filter preserves the ITF after processing, it will also preserve the
ILD and IPD after processing and vice versa. That is,

ITFout
x = ITFin

x ⇐⇒ ILDout
x = ILDin

x ∩ IPDout
x = IPDin

x . (2.61)

Usually, it is difficult for the binaural filters to exactly preserve the ITFs, ILDs,
IPDs and ICs after processing. The difference between the input and the output of
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a binaural cue is referred to as binaural-cue error. Below we provide the binaural-
cue errors of the ITF, ILD, IPD and IC binaural cues based on [33, 34, 36, 37]. That
is,

ITFe
x =

∣∣∣ITFout
x − ITFin

x

∣∣∣ =

∣∣∣∣∣wH
L x

wH
R x
− xL

xR

∣∣∣∣∣ , (2.62)

ILDe
x =

∣∣∣|ITFout
x |2 − |ITFin

x |2
∣∣∣ , (2.63)

IPDe
x =

∣∣∣∠ITFout
x − ∠ITFin

x

∣∣∣
π

, 0 ≤ IPDe
x ≤ 1, (2.64)

ICe
l = |ICout

l − ICin
l |2. (2.65)

2.4.2. Binaural Spatial Filtering
Similarly to monaural spatial filtering, the LCMV framework can also be exploited
in the binaural spatial filtering context. The binaural LCMV problem is given by

ŵL, ŵR = arg min
wL,wR

wH
L P̂nwL+wH

R P̂nwR s.t.
[
wH

L wH
R

] [
ΛA ΛB

]︸ ︷︷ ︸
Λ

=
[
fH
A fH

B

]
︸ ︷︷ ︸

f H

,

(2.66)
where the constraints are split into the two parts A, and B. The first part is ded-
icated to the target point source signal, while the second part is dedicated to the
interfering point source signals. In the following, we discuss three methods that
are based on the LCMV framework: the binaural MVDR (BMVDR), the binau-
ral LCMV (BLCMV), and the joint binaural LCMV (JBLCMV). The A part of
the constraints is the same for all methods and consists of the two distortionless
constraints given by

ΛA =
[
â 0
0 â

]
, fA =

[
â∗

L

â∗
R

]
, (2.67)

where the star superscript denotes complex conjugate. If only the A part is used in
the constraints, the BMVDR spatial filter is obtained [31] and is given by

wBMVDR,L = wMVDRâ∗
L, wBMVDR,R = wMVDRâ∗

R. (2.68)

Similarly, to the MVDR spatial filter, the BMVDR is the best performing binaural
spatial filter in terms of noise reduction, compared to all others filters that are
using additional constraints in the B part. The BMVDR preserves the directional
binaural-cues of the target signal, but not of the interferers. This can easily be
proved by using the input and output ITFs in (2.57). Specifically, the input and
output ITFs of the target are the same, i.e.,

ŵH
BMVDR,La

ŵH
BMVDR,Ra

= aL

aR
. (2.69)
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However, the ITF output of the i-th interferer is the same as the ITF input of the
target, i.e.,

ŵH
BMVDR,Lbi

ŵH
BMVDR,Rbi

= aL

aR
, for i = 1, · · · , ru. (2.70)

This means that the interferers will sound as coming from the target direction. The
same holds for the diffuse noise component using the same arguments.

The BLCMV uses two constraints to preserve the binaural cues of the i-th in-
terferer given by

wH
L bi = ηib̂iL, wH

R bi = ηib̂iR. (2.71)
The ITF preservation can be proved easily by using the input and output ITFs
in (2.57). That is,

ŵH
L bi

ŵH
R bi

= ηib̂iL

ηib̂iR

= b̂iL

b̂iR

, for i = 1, · · · , ru. (2.72)

The B part of the BLCMV is therefore given by

ΛB =
[

b̂1 0 b̂2 0 · · · b̂ru 0
0 b̂1 0 b̂2 · · · 0 b̂ru

]
∈ C2M×2ru , fB =



η1b̂∗
1L

η1b̂∗
1R

η2b̂∗
2L

η2b̂∗
2R

...
ηru

b̂∗
ruL

ηru b̂∗
ruR


∈ C2ru×1,

(2.73)
where 0 ≤ ηi ≤ 1, for i = 1, · · · , ru, controls the amount of suppression of the inter-
fering point sources in the constraints. The BLCMV uses thus two linear equality
constraints per interferer in order to a) preserve its binaural cues, b) suppress in
a controlled way its power. The BLCMV has therefore 2M − 2 − 2ru available
degrees of freedom for reducing the objective function. As a result, the BLCMV
can preserve the binaural-cues of maximally ru = M − 2 interferers while still hav-
ing at least 1 degree of freedom available. Binaural hearing-aid systems typically
have 4 microphones and the BLCMV can thus preserve the binaural-cues of only
M − 2 = 2 interferers. In many practical acoustic scenarios there are many more
interferers and, thus, the BLCMV cannot preserve the binaural cues of all these
interferers. Moreover, by trying to preserve the binaural cues of 2 interferers there
will only be one degree of freedom left to suppress all the remaining interferers and
diffuse noise that are not supressed by the constraints with the η parameter.

Unlike the BLCMV, the JBLCMV, which was independently proposed in [38]
and in [39], uses a single constraint per-interferer, that was initially proposed in [40],
to preserve its binaural cues. The constraint that the JBLCMV uses for the i-th
interferer is given by

ITFout
i = ITFin

i ⇐⇒
wH

L bi

wH
R bi

= biL

biR
. (2.74)
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This constraint however does not control the output power of the interferer as in
the BLCMV. The B part of the JBLCMV is given by [38, 39]

ΛB =
[

b1b1R b2b2R · · · brubruR

−b1b1L −b2b2L · · · −bru
bruL

]
∈ C2M×ru , fB = 0 ∈ Cru×1. (2.75)

The JBLCMV has 2M − 2 − ru available degrees of freedom for noise reduction,
i.e., ru more compared to BLCMV. This means that the JBLCMV can preserve
the binaural cues of up to 2M − 3 interferers and still has one degree of freedom
left. In the previous example with M = 4, the JBLCMV will be able to preserve the
binaural cues of up to 5 interferers, i.e., 3 more interferers compared to the BLCMV.
Moreover, the extra degrees of freedom of the JBLCMV can be used for extra noise
suppression compared to the BLCMV. Even if the BLCMV puts nulls (i.e., η = 0)
to the interferers in the constraints, the overall noise level at the output of the filter
will be higher compared to the JBLCMV. This is because the constraints of the
BLCMV do not leave the filter free enough to maximally suppress the total noise
in the objective function. In words, the more constraints, the less optimal noise
reduction will be achieved.

Both the BLCMV and the JBLCMV can preserve the IPD and ILD binaural-cues
which are responsible for point-source localization (see Chapter 1). However, these
methods have two drawbacks. The first one is that they need estimates of the ATFs
of the target and interferers, which is in general a difficult task, especially when the
relative locations of the sources with respect to the head change continuously. The
second drawback, is the fact that they do not preserve the interaural coherence of
the diffuse noise field which leads to reduced naturalness.

A spatial filtering method that handles both aforementioned problems of the
BLCMV and the JBLCMV is the BMVDR-η method [41, 42]. The BMVDR-η
binaural spatial filter is given by [42]

wBMVDR−η,L = (1− η)wBMVDR,L + ηeL, (2.76)
wBMVDR−η,R = (1− η)wBMVDR,R + ηeR, (2.77)

where 0 ≤ η ≤ 1 is a parameter that controls the trade-off between noise reduction
and binaural-cue preservation. The larger the η, the better binaural-cue preservation
and the worse noise reduction is achieved. The lower the η, the worse binaural-
cue preservation and a better noise reduction is achieved. Two extreme cases are
obtained for η = 0 and η = 1, where the BMVDR and unprocessed noisy scene are
obtained, respectively. Note however, that unlike the JBLCMV and the BLCMV
that preserve exactly (in theory) the correct locations of the sources while still
achieving noise reduction, the BMVDR-η is unable to do so.

The BMVDR-IC method, proposed in [42], preserves only the interaural coher-
ence of a diffuse noise field. Unlike with all the aforementioned methods which are
using only equality constraints in (2.66), the BMVDR-IC method uses the A part
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in (2.67) and an inequality constraint on the IC error measure in (2.65). That is,

ŵL, ŵR = arg min
wL,wR

wH
L P̂nwL + wH

R P̂nwR s.t.
[
wH

L wH
R

]
ΛA = fH

A ,

|ICout
l − ICin

l |2 ≤ η, (2.78)

where ICout
l and ICin

l are given in (2.60). This method is not designed to preserve the
direction of point sources in the acoustic scene. Note however, that one may easily
add to this method the B part of either the BLCMV or the JBLCMV in order to
preserve all binaural-cues. The problem in this case will be that too many constraints
are present, which will reduce the feasibility set of the optimization problem even
further and, thus, reduce even further the noise reduction performance.

2.4.3. Binaural Spatio-Temporal Filtering
Similar to the monaural spatio-temporal filtering, where many filters can be ex-
pressed as a concatenation of spatial and a temporal filter, here most binaural
spatio-temporal filters can be expressed as the concatenation of two spatial filters
with the same post-filter. The reason why the same post-filter is used in both spatial
filters, is in order to avoid harming the binaural-cues. Nevertheless, there are sev-
eral binaural spatio-temporal filters that cannot be written equivalently as a spatial
filter and single-channel post-filter [42]. Typically, these filters are computationally
more complex because they need to adapt the entire filter vector. In contrast, the
spatio-temporal filters which can split into a spatial filter and a temporal post-filter
can adapt the single-channel post-filter more often while adapting the spatial filter
less often, resulting in significantly lower computational complexity [42].

Similarly to the monaural SD-MWF filter in (2.29), the binaural SD-MWF (BSD-
MWF) filter is given by

wBSD-MWF,L = ps

ps + µρ
wBMVDR,L, wBSD-MWF,R = ps

ps + µρ
wBMVDR,R, (2.79)

and is obtained from the following optimization problem:

ŵBSD-MWF,L, ŵBSD-MWF,R =arg min
wL,wR

E


∥∥∥∥∥∥
[

xL−wH
L y

xR−wH
R y

]∥∥∥∥∥∥
2

+µ

∥∥∥∥∥∥
[

wH
L n

wH
R n

]∥∥∥∥∥∥
2
 . (2.80)

The binaural MWF (BMWF) can be obtained as special case of the BSD-MWF for
µ = 1, and the BMVDR for µ = 0. The BSD-MWF always preserves for any value
of µ the binaural cues of the target, but not of the remaining noise components.

The method proposed in [40] is a spatio-temporal version of the JBLCMV and
will be referred to as BSD-MWF-ITF [40]. To the best of our knowldege this is the
first method that used the equality constraint in (2.74) but only with one interferer.
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The optimization problem of BSD-MWF-ITF is given by [40]

ŵBSD-MWF-ITF,L, ŵBSD-MWF-ITF,R = arg min
wL,wR

E


∥∥∥∥∥∥
[

xL −wH
L y

xR −wH
R y

]∥∥∥∥∥∥
2

+ µ

∥∥∥∥∥∥
[

wH
L n

wH
R n

]∥∥∥∥∥∥
2


s.t.
[
wH

L wH
R

]
ΛB = fH

B , (2.81)

where ΛB , fB are exactly the same as in (2.75). This method becomes identical
to the JBLCMV for µ = 0. For all values µ > 0, the BSD-MWF-ITF manages
to preserve the binaural-cues of the interferers, but not of the target [40]. This is
because the ITF output is not equal to the ITF input for the target [40].

One way to avoid the binaural-cue distortions of the target source is to first
find the JBLCMV spatial filter and then apply a post-filter that will be the same
for both sides. This of course does not give equivalent performance with the BSD-
MWF-ITF. Another alternative is to additionally use the following constraint in the
problem in (2.81):

ITFout
x = ITFin

x ⇐⇒
wH

L a
wH

R a
= aL

aR
. (2.82)

The spatio-temporal version of BMVDR-η is the BSD-MWF-η method [33, 43]
and its left and right spatial filters are given by [33]

wBSD-MWF−η,L = (1− η)wSD-MWF,L + ηeL,

wBSD-MWF−η,R = (1− η)wSD-MWF,R + ηeR. (2.83)

With µ = 0 in the filters wBSD-MWF,L, wBSD-MWF,R, the BSD-MWF-η will become
identical to the BMVDR-η method. It is worth mentioning that the filters in (2.83)
are obtained from the following optimziation problem [33]:

ŵBSD-MWF−η,L, ŵBSD-MWF−η,R =arg min
wL,wR

E


∥∥∥∥∥∥
[

xL−wH
L y

xR−wH
R y

]∥∥∥∥∥∥
2

+µ

∥∥∥∥∥∥
[

ηnL −wH
L n

ηnR −wH
R n

]∥∥∥∥∥∥
2
 .

(2.84)
Unlike all the other spatio-temporal filters introduced so far, the BSD-MWF-η does
not only partially preserve the directional binaural-cues, but also the diffuse noise
field. However, unlike the already introduced spatio-temporal filters, the directional
binaural-cues are distorted for η < 1. The BSD-MWF-η does not depend on ATFs
and, thus, it is very easy to implement with low computational complexity.

The spatio-temporal version of the BMVDR-IC method is the BSD-MWF-IC
method proposed in [37]. This method aims to preserve the interaural coherence of
the diffuse noise field. The optimization problem for this method is given by

ŵBSD-MWF-IC,L, ŵBSD-MWF-IC,R = arg min
wL,wR

E


∥∥∥∥∥∥
[

xL −wH
L y

xR −wH
R y

]∥∥∥∥∥∥
2

+ µ

∥∥∥∥∥∥
[

wH
L n

wH
R n

]∥∥∥∥∥∥
2


s.t. |ICout
l − ICin

l |2 ≤ η. (2.85)
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Similar to the BMVDR-IC problem in (2.78), this is a non-convex optimization prob-
lem due to the non-convex inequality constraint. Therefore, it may have multiple
local minima. Initialization plays a crucial role here.
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C ompared to normal-hearing people, hearing-impaired people generally have
more difficulties in understanding a target talker in complex acoustic envi-

ronments with multiple interfering sources. To reduce noise and improve speech
comfort, single-microphone (see e.g. [1] for an overview) or multi-microphone noise
reduction methods (see e.g., [2] for an overview) can be used. While the former are
mostly effective in reducing listening effort, the latter are also effective in improving
speech intelligibility [3]. Examples of multi-microphone noise reduction methods
include the multi-channel Wiener filter (MWF) [4, 5], the minimum variance dis-
trortionless response (MVDR) beamformer [6, 7], or, its generalization, the linearly
constrained minimum variance (LCMV) beamformer [7, 8].

Traditionally, hearing aids (HAs) have been fitted bilaterally, i.e., the user wears
a HA on each ear, and the HAs are operating essentially independently of each other.
As such, the noise reduction algorithm in each HA estimates the signal of interest
using only the recordings of the microphones from that specific HA [9]. Such a setup
with an independent multi-microphone algorithm per ear may severely distort the
binaural cues since phase and magnitude relations of the sources reaching the two
ears are modified [10]. This is harmful for the naturalness of the total sound field as
received by the hearing-aid user. Ideally, all sound sources (including the undesired
ones) that are present after processing should still sound as if originating from the
original direction. This does not only lead to a more natural perception of the
acoustic environment, but can also lead to an improved intelligibility of a target
talker in certain cases; more specifically, in spatial unmasking experiments [11] it
has been shown that a target talker in a noisy background is significantly easier
to understand when the noise sources are separated in space from the talker, as
compared to the situation where talker and noise sources are co-located.

Binaural HAs are able to wirelessly exchange microphone signals between HAs.
This facilitates the use of multi-microphone noise reduction methods which combine
all microphone recordings from both HAs, hence allowing the usage of more micro-
phone recordings than with the bilateral noise reduction. As such, the increased
number of microphone recordings can potentially lead to better noise suppression
and, thus, to a higher speech intelligibility. Moreover, by introducing proper con-
straints on the beamformer coefficients, binaural cue preservation of the sources can
be achieved.

The LCMV method [7, 8] minimizes the output noise power under multiple linear
equality constraints. One of these equality constraints is typically used to guaran-
tee that the target source remains undistorted with respect to a certain reference
location or microphone. The remaining constraints can be used for additional con-
trol on the final filter response. For example, they can be used to steer nulls in
the directions of the interferers [7, 12], or to broaden the beam towards the target
source in order to avoid steering vector mismatch problems [13, 14]. A special case
of the LCMV method is the minimum variance distortionless response (MVDR)
beamformer, which only uses the distortionless constraint of the target source [6, 7].

An alternative multi-microphone noise reduction method is the MWF [4, 5] which
leads to the minimum mean square error (MMSE) estimate of the target source if the
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estimator is constrained to be linear, or, the target source and the noise are assumed
to be jointly Gaussian distributed [15]. However, in [16–18], it was demonstrated
that speech signals in time and frequency domains tend to be super-Gaussian dis-
tributed rather than Gaussian distributed. Thus, the MWF is generally not MMSE
optimal. The MWF does not include a distortionless constraint for the target source
and, thus, it generally introduces speech distortion in the output [4]. Several gen-
eralizations of the MWF have been proposed, among which the speech distortion
weighted MWF (SDW-MWF) [5], which introduces a parameter in the minimization
procedure to control the trade-off between speech distortion and noise reduction. A
well-known property of the MWF is the fact that it can be decomposed into an
MVDR beamformer and a single-channel Wiener filter as a post-processor [19].

There are several binaural multi-microphone noise reduction methods known
from the literature. These can be devided into two main categories [20]: a) methods
based on the linearly constrained minimum variance (LCMV) framework and b)
methods based on the multi-channel Wiener filter (MWF).

The binaural version of the SDW-MWF (BSDW-MWF) [21, 22] preserves the
binaural cues of the target. However, it was theoretically proven that the binaural
cues of the interferers collapse on the binaural cues of the target source [23] (i.e.,
after processing the binaural cues of the interferers become identical to the binaural
cues of the target source). In [22], a variation of the BSDW-MWF (called BSDW-
MWF-N) was proposed which tries to partially preserve the binaural cues of the
interferers. This method inserts a portion of the unprocessed noisy signal at the
reference microphones to the coresponding BSDW-MWF enhanced signals. The
larger the portion of the unprocessed noisy signals, the lower the noise reduction,
but the better the preservation of binaural cues of the interferers and vice versa. As
such, this solution exhibits a trade-off between the preservation of binaural cues and
the amount of noise reduction. In [24], a subjective evaluation of BSDW-MWF and
BSDW-MWF-N shows that for a moderate input SNR indeed the subjects localized
the processed interferer correctly with BSDW-MWF-N and incorrectly with BSDW-
MWF. However, for a small input SNR the processed interferer was also localized
correctly for BSDW-MWF. This is mainly due to the inaccurate estimates of the
cross power spectral density (CPSD) matrix of the target, and due to masking
effects when the processed target and processed interferer are represented to the
subjects simultaneously [24]. In [25], two other variations of the BSDW-MWF were
proposed. The first one is capable of preserving the binaural cues of the target and
completely cancel one interferer. The second one is capable of accurately preserving
the binaural cues of only one interferer, while distorting the binaural cues of the
target.

Similarly to SDW-MWF, the BSDW-MWF can be decomposed into the bin-
aural MVDR (BMVDR) beamformer and a single-channel Wiener filter [25]. The
BMVDR can preserve the binaural cues of the target source, but the binaural cues
of the interferers collapse to the binaural cues of the target source. In [26, 27], the
binaural linearly constrained minimum variance (BLCMV) method was proposed,
which achieves simultaneous noise reduction and binaural cue preservation of the
target source and multiple interferers. Unlike the BMVDR, the BLCMV uses two



3

52 3. Relaxed Binaural LCMV Beamforming

additional linear constraints per interferer to preserve its binaural cues. A fixed
interference rejection parameter is used in combination with these constraints to
control the amount of noise reduction. The BLCMV is thus capable of control-
ling the amount of noise reduction using two constraints per interferer. However,
in hearing-aid systems with a rather limited number of microphones, the degrees
of freedom (DOF) for noise reduction are exhausted quickly when increasing the
number of interferers. This makes the BLCMV less suitable for this application.

In [28], a similar method to BLCMV, called optimal BLCMV (OBLCMV), was
proposed which is able to achieve simultaneous noise reduction and binaural cue
preservation of the target source and only one interferer. Unlike the BLCMV,
the OBLCMV uses an optimal interference rejection parameter with respect to
the binaural output SNR. In [29, 30] two independent works proposed the same
LCMV-based method (we call it joint BLCMV (JBLCMV)) as an alternative to
the BLCMV, which preserves the binaural cues of the target source and more than
twice the number of interferers compared to the BLCMV [29]. Unlike the BLCMV,
the JBLCMV requires only one linear constraint per interferer and, as a result, it
has more DOF left for noise reduction. The linear constraints for the preservation
of the binaural cues of the interferers have the same form as the linear constraint
used in [25]. However, unlike the method in [25], the JBLCMV can preserve the
binaural cues of a limited number of interferers and does not distort the binaural
cues of the target source.

In this paper, we present an iterative, relaxed binaural LCMV beamforming
method. Similar to the other binaural LCMV-based approaches, the proposed
method strictly preserves the binaural cues of the target source. However, the
proposed method is flexible to control the accuracy of binaural cue preservation of
the interferers and, therefore, trade-off against additional noise reduction. This is
achieved by using inequality constraints instead of the commonly used equality con-
straints. The task of each inequality constraint is the (approximate) preservation of
the binaural cues of a single interferer in a controlled way. The proposed method
is flexible to select a different value for the trade-off parameter of each interferer
according to importance. The BMVDR and the JBLCMV can be seen as two ex-
treme cases of the proposed method. On one hand, the BMVDR can achieve the
best possible overall noise suppression compared to all the other aforementioned
binaural LCMV-based methods, but causes full collapse of the binaural cues of the
interferers towards the binaural cues of the target source. On the other hand, the
JBLCMV can achieve the preservation of the maximum possible number of interfer-
ers compared to the other aforementioned binaural LCMV-based methods, but at
the expense of less noise suppression. Unlike the JBLCMV and the BMVDR, the
proposed method, is flexible to control the amount of noise suppression and binau-
ral cue preservation according to the needs of the user. The relaxations used in the
proposed method allow the usage of a substantially larger number of constraints for
the approximate preservation of more interferers compared to all the other binaural
LCMV-based methods including JBLCMV.

The remainder of this paper is organized as follows. In Section 3.1, the signal
model and the notation are presented. In Section 3.2 the key idea of the binaural
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beamforming is explained and several existing binaural LCMV-based methods are
summarized. In Sections 3.3 and 3.4, a novel non-convex binaural beamforming
problem and its iterative convex approximation are presented, respectively. In Sec-
tion 3.5, the evaluation of the proposed method is provided. Finally, in Section 3.6,
we draw some conclusions.

3.1. Signal Model and Notation
Assume for convenience that each of the two HAs consists of M/2 microphones,
where M is an even number. Thus, the microphone array consists of M microphones
in total. The multi-microphone noise reduction methods considered in this paper
operate in the frequency domain on a frame-by-frame basis. Let l denote the frame
index and k the frequency-bin index. Assume that there is only one target source
and there are r interferers. The k-th frequency coefficient of the l-th frame of the
j-th microphone noisy signal, yj(k, l), j = 1, · · · , M , is given by

yj(k, l)=aj(k, l)s(k, l)︸ ︷︷ ︸
xj(k,l)

+
r∑

i=1
bij(k, l)ui(k, l)︸ ︷︷ ︸

nij(k,l)

+vj(k, l), (3.1)

where

• s(k, l) denotes the target signal at the source location.

• ui(k, l), is the i-th interfering signal at the source location.

• aj(k, l) is the acoustic transfer function (ATF) of the target signal with respect
to the j-th microphone.

• bij(k, l) is the ATF of the i-th interfering signal with respect to the j-th mi-
crophone.

• xj(k, l) is the received target signal at the j-th microphone.

• nij(k, l) is the i-th received interfering signal at the j-th microphone.

• vj(k, l) is additive noise at the j-th microphone.

Here we use in the signal model the ATFs for notational convinience. However, note
that the ATFs can be replaced with relative acoustic transfer functions (RATF)s
which can often be identified easier than the ATFs [12, 20].

In the remainder of the paper, the frequency and frame indices are neglected to
simplify the notation. Using vector notation, Eq. (3.1) can be written as

y = x +
r∑

i=1
ni + v, (3.2)

where y ∈ CM×1, x ∈ CM×1, ni ∈ CM×1 and v ∈ CM×1 are the stacked vectors of
the yj , xj , nij , vj (for j = 1, · · · , M) components, respectively. Moreover, x = as
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and ni = biui, where a ∈ CM×1 and bi ∈ CM×1 are the stacked vectors of the aj

and bij (for j = 1, · · · , M) components, respectively.
Assuming that all sources and the additive noise are mutually uncorrelated, the

CPSD matrix of y is given by

Py = E
[
yyH

]
= Px +

r∑
i=1

Pni
+ Pv︸ ︷︷ ︸

P

, (3.3)

where

• Px = E
[
xxH

]
= psaaH ∈ CM×M is the CPSD matrix of x, with ps = E

[
|s|2
]

the power spectral density (PSD) of s.

• Pni
= E

[
ninH

i

]
= pui

bibH
i ∈ CM×M is the CPSD matrix of ni, with pui

=
E
[
|ui|2

]
the PSD of ui.

• Pv = E
[
vvH

]
∈ CM×M is the CPSD matrix of v.

• P is the total CPSD matrix of all disturbances.

3.2. Binaural Beamforming
Binaural multi-microphone noise reduction methods aim at the simultaneous noise
reduction and binaural cue preservation of the sources. In order to preserve the
binaural cues, two different spatial filters ŵL ∈ CM×1 and ŵR ∈ CM×1, are applied
to the left and right HA, respectively, where constraints can be used to guarantee
that certain phase and magnitude relations between the left and right HA outputs
are preserved. Note that both spatial filters use all microphone recordings from
both HAs.

Without loss of generality, assume that the reference microphone for the left and
right HA is indexed as j = 1 and j = M , respectively. In the sequel, for ease of
notation, the reference terms of Eq. (3.1) use the subscripts L and R instead of
j = 1 and j = M , respectively. The two enhanced output signals at the left and
right HAs are then given by

x̂L = ŵH
L y and x̂R = ŵH

R y. (3.4)

In Section 3.2.1, objective measures for the preservation of binaural cues are
presented. In Sections 3.2.3—3.2.6, the BMVDR, the BLCMV, the OBLCMV, and
the JBLCMV are reviewed, respectively. All reviewed methods are special cases
of the general binaural LCMV (GBLCMV) framework, presented in Section 3.2.2.
Finally, the basic properties of all reviewed methods are summarized in Section 3.2.7.

3.2.1. Binaural Cues
The extent to which the binaural cues of a specific source are preserved can be
expressed using the input and output interaural tranfer function (ITF) [31, 32].
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Often the ITF is decomposed into its magnitude, describing the interaural level
differences (ILDs) and its phase, describing the interaural phase differences (IPDs).
The input and output ITFs of the i-th interferer are defined as [32]

ITFin
ni

= niL

niR
= biL

biR
, ITFout

ni
= ŵH

L ni

ŵH
R ni

= ŵH
L bi

ŵH
R bi

. (3.5)

The input and output ILDs are defined as [32]

ILDin
ni

= |ITFin
ni
|2, ILDout

ni
= |ITFout

ni
|2. (3.6)

The input and output IPDs are given by [32]

IPDin
ni

= ∠ITFin
ni

, IPDout
ni

= ∠ITFout
ni

. (3.7)

Note that frequently, the IPDs are converted and measured as time delays [33],
i.e., interaural time differences (ITDs). The IPDs and ILDs are the dominant cues
for binaural localization for low and high frequencies, respectively [34]. Typically,
the IPDs become more important for frequencies below 1 kHz, while ILDs become
more important for frequencies above 3 kHz [34]. In [35] it was experimentally
shown that for broadband signals, the IPDs are perceptually much more impor-
tant than the ILDs for localizing a source. More specifically, it was shown that the
low frequency IPDs play the most important role perceptually for correct localiza-
tion. Based on this observation several proposed multi-microphone noise reduction
techniques [33, 36] leave the low frequency content of the noisy measurements un-
processed, and process only the higher frequency content. Unfortunately, if a large
portion of the power of the noise is concentrated at low frequencies, the noise re-
duction capabilities are reduced significantly. Therefore, in this paper we aim at the
simultaneous preservation of binaural cues of all sources and noise reduction at all
frequencies.

A binaural spatial filter, ŵ = [ŵT
L ŵT

R]T , exactly preserves the binaural cues
of the i-th interferer if ITFin

ni
= ITFout

ni
[32]. Exact preservation of ITFs also implies

preservation of ILDs and IPDs [32], i.e., ILDin
ni

= ILDout
ni

and IPDin
ni

= IPDout
ni

.
Non-exact preservation of binaural cues implies that there is some positive ITF
error given by

Eni
= |ITFout

ni
− ITFin

ni
|. (3.8)

Moreover, non-exact presevation of binaural cues implies that there is some ILD
and/or IPD errors, given by

Lni
= |ILDout

ni
− ILDin

ni
|, Tni

=
|IPDout

ni
− IPDin

ni
|

π
, (3.9)

where 0 ≤ Tni
≤ 1 [32]. Eqs. (3.5), (3.6), (3.7), (3.8) and (3.9) apply also for the

target source x. As it will become obvious in the sequel, for all methods that will
be discussed in this paper, the errors in Eqs. (3.8), (3.9) with respect to the target
source are always zero.
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As explained before, the IPD error is perceptually more important measure for
binaural localization than the ILD error for broadband signals (such as speech signals
contaminated by broadband noise signals), because the IPDs are perceptually more
important than the ILDs for this category of signals. Moreover, the IPD error is
perceptually more informative at low frequencies, while the ILD error is perceptually
more informative at high frequencies.

3.2.2. General Binaural LCMV Framework
All binaural LCMV-based methods discussed in this section are based on a general
binaural LCMV (GBLCMV)1 framework which is the binaural version of the classi-
cal LCMV framework [7, 8]. The GBLCMV minimizes the sum of the left and right
output noise powers under multiple linear equality constraints. That is,

ŵGBLCMV = arg min
w∈C2M×1

wHP̃w s.t. wHΛ = fH , (3.10)

where ŵGBLCMV = [ŵT
GBLCMV,L ŵT

GBLCMV,R]T ∈ C2M×1, Λ ∈ C2M×d is assumed
to be a full column rank matrix (i.e., rank(Λ) = d), f ∈ Cd×1, d is the number of
linear equality constraints, and

P̃ =
[
P 0
0 P

]
∈ C2M×2M . (3.11)

Similarly to the classical LCMV framework [7, 8], if d ≤ 2M , and Λ is full column
rank, the GBLCMV has a closed-form solution given by

ŵGBLCMV =

P̃−1Λ
(

ΛHP̃−1Λ
)−1

f if d < 2M

(ΛH)−1f if d = 2M.
(3.12)

In GBLCMV, the total number of DOF devoted to noise reduction is DOFGBLCMV =
2M − d. Note that in the special case where d = 2M , there are no DOF left for
controlled noise reduction, i.e., ŵGBLCMV cannot reduce the objective function of
the GBLCMV problem in a controlled way. Finally, if d > 2M , the feasible set is
{w : wHΛ = fH} = ∅ and the GBLCMV problem has no solution. In conclusion,
the matrix Λ has to be “tall" (i.e., d < 2M), to be able to simultaneously achieve
controlled noise reduction and satisfy the constraints of the GBLCMV problem. The
maximum number of constraints that the GBLCMV framework can handle, while
achieving controlled noise reduction, is dmax = 2M − 1, i.e., there should be always
left at least one DOF for noise reduction. Generally, the more DOF (i.e., the larger
DOFGBLCMV), the more controlled noise reduction can be achieved.

The set of linear constraints of the GBLCMV framework in Eq. (3.10) can be
devided into two parts,

wH
[
Λ1 Λ2

]
=
[
fH
1 fH

2

]
. (3.13)

1We used the word general in order to distinguish it from the BLCMV method [26, 27].
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The first part consists of two distortionless constraints wH
L a = aL and wH

R a = aR

which preserve the target source at the two reference microphones. This can be
written compactly as

wHΛ1 = fH
1 , (3.14)

where
Λ1 =

[
a 0
0 a

]
∈ C2M×2, f1 =

[
a∗

L

a∗
R

]
∈ C2×1.

All binaural methods discussed in this section are special cases of the GBLCMV
framework and they share the constraints in Eq. (3.14), while the constraints wHΛ2 =
fH
2 are different.

In the sequel of the paper we use the term m (mmax) to indicate the number
(maximum number) of interferers that a special case of the GBLCMV framework
can preserve, while at the same time achieving controlled noise reduction. Recall
that controlled noise reduction means that there is at least one DOF left for noise
reduction. Moreover, mmax ≤ r which means that some methods may be unable to
preserve all simultaneously present interferers of the acoustic scene, because there
are not enough available DOF.

3.2.3. BMVDR
The BMVDR beamformer [30] can be formulated using the combination of the
following two beamformers

ŵBMVDR,L = arg min
wL∈CM×1

wH
L PwL s.t. wH

L a = aL, (3.15)

ŵBMVDR,R = arg min
wR∈CM×1

wH
R PwR s.t. wH

R a = aR, (3.16)

with closed-form solutions

ŵBMVDR,L = P−1aa∗
L

aHP−1a , ŵBMVDR,R = P−1aa∗
R

aHP−1a . (3.17)

The BMVDR is the simplest special case of the GBLCMV framework in the
sense that it has the minimum number of constraints (d = 2) given by Eq. (3.14).
Specifically, the two optimization problems in Eqs. (3.15) and (3.16) can be re-
formulated as the following joint optimization problem,

ŵBMVDR = arg min
w∈C2M×1

wHP̃w s.t. wHΛ1 = fH
1 , (3.18)

where ŵBMVDR =[ŵT
BMVDR,L ŵT

BMVDR,R]T ∈ C2M×1. Since, the BMVDR has the
minimum possible number of constraints, the total number of DOF which can be
devoted to noise reduction is DOFBMVDR = 2M − 2.

The BMVDR preserves the binaural cues of the target source, but distorts the
binaural cues of all the interferers [30], i.e., mmax = 0. More specifically, after
processing, the binaural cues of the interferers collapse on the binaural cues of the
target source. It can be shown [30] that the binaural cues of the target source are
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preserved due to the satisfaction of the two distortionless constraints of the problems
in Eqs. (3.15) and (3.16). That is,

ITFin
x = ITFout

x = aL

aR
. (3.19)

Therefore, the ITF error is Ex,BMVDR = 0. Furthermore, it can be shown that the
binaural cues of the interferers collapse to the binaural cues of the target source [30].
More specifically, the ITFin

ni
is given by

ITFin
ni

= biL

biR
, (3.20)

while ITFout
ni

is given by

ITFout
ni

=
ŵH

BMVDR,Lbi

ŵH
BMVDR,Rbi

=
aH P−1biaL

aH P−1a
aH P−1biaR

aH P−1a

= aL

aR
= ITFin

x . (3.21)

Thus, after processing, the interferers will have the same ITF as the target source
and their ITF error is given by

Eni,BMVDR =
∣∣∣ITFout

ni
− ITFin

ni

∣∣∣ =
∣∣∣∣aL

aR
− biL

biR

∣∣∣∣ . (3.22)

3.2.4. BLCMV
Another special case of the GBLCMV framework is the binaural linearly constrained
minimum variance (BLCMV) beamformer [26, 27] which, unlike the BMVDR, uses
additional constraints for the preservation of the binaural cues of m interferers. The
left and right spatial filters of the BLCMV are given by [26, 27]

ŵBLCMV,L = arg min
wL∈CM×1

wH
L PwL

s.t. wH
L a = aL

wH
L b1 = ηLb1L, . . . , wH

L bm = ηLbmL, (3.23)

and

ŵBLCMV,R = arg min
wR∈CM×1

wH
R PwR

s.t. wH
R a = aR

wH
R b1 = ηRb1R, . . . , wH

R bm = ηRbmR, (3.24)

where the constraints wH
L a =aL and wH

R a =aR are the two common distortionless
constraints used in all special cases in the GBLCMV framework, while the con-
straints wH

L bi = ηLbiL and wH
R bi = ηRbiR, for i = 1, . . . , m, aim at a) preserving

the binaural cues and b) supressing the m interferers. The amount of supression is
controlled via the interference rejection parameters ηL and ηR which are pre-defined
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(0≤ ηL, ηR < 1) real-valued scalars. Binaural cue preservation is achieved only if
η =ηL =ηR [26, 28]. The two problems in Eqs. (3.23) and (3.24) can be compactly
formulated as a joint optimization problem. That is,

ŵBLCMV = arg min
w∈C2M×1

wHP̃w s.t. wHΛ = fH , (3.25)

where

Λ =
[
Λ1 Λ2

]
=
[
a 0 b1 0 · · · bm 0
0 a 0 b1 · · · 0 bm

]
︸ ︷︷ ︸

C2M×(d=2+2m)

,

and

fT =
[
fT
1 fT

2

]
=
[
a∗

L a∗
R ηLb∗

1L ηRb∗
1R · · · ηLb∗

mL ηRb∗
mR

]︸ ︷︷ ︸
C1×(d=2+2m)

.

The available DOF for noise reduction are DOFBLCMV = 2M − d = 2M − 2m −
2. Since dmax = 2M − 1 (see Section 3.2.2), BLCMV can simultaneously achieve
controlled noise suppression and binaural cue preservation of at most mmax = M−2
interferers.

The ITF errors of the target source and of the m interferers that are included in
the constraints are zero, i.e., Ex,BLCMV = 0 and Eni,BLCMV = 0, for i = 1, · · · , m ≤
r. However, if some interferers are not included in the constraints, their ITF error
will be non-zero, i.e., Eni,BLCMV > 0, for i = m + 1, · · · , r.

3.2.5. OBLCMV
The OBLCMV [28] can be seen as a special case of the BLCMV (and, hence, the
GBLCMV) since it solves the same optimization problem. However, it preserves
the binaural cues of only one interferer (e.g., the k-th interferer) using an optimal
complex-valued interference rejection parameter η̂ = η̂L = η̂R with respect to the
binaural output SNR. More specifically, OBLCMV solves the problem in Eq. (3.25)
where Λ and fT , are given by [28]

Λ =
[
Λ1 Λ2

]
=
[
a 0 bk 0
0 a 0 bk

]
∈ C2M×4,

fT =
[
fT
1 fT

2

]
=
[
a∗

L a∗
R η̂b∗

kL η̂b∗
kR

]
∈ C1×4 (3.26)

where 1 ≤ k ≤ r. The available DOF for noise reduction are DOFOBLCMV = 2M−4.
The ITF errors of the target source and of the k-th interferer that are included in
the constraints are zero, i.e., Ex,OBLCMV = 0 and Enk,OBLCMV = 0. However, the
binaural cues of all the other r − 1 interferers will be distorted, i.e., Eni,BLCMV >
0, for i ∈ {1, · · · , r} − {k}.



3

60 3. Relaxed Binaural LCMV Beamforming

3.2.6. JBLCMV
Recall from Section 3.2.1 that preserving binaural cues of the i-th interferer implies
that the following constraint has to be satisfied

ITFin
ni

= ITFout
ni

=⇒ wH
L bi

wH
R bi

= biL

biR
, (3.27)

which can be reformulated as:

wH
L bibiR −wH

R bibiL = 0. (3.28)

Compared to (O)BLCMV this unified constraint reduces the number of constraints,
used for binaural cue preservation, by a factor 2. As a result, for a given number
of interferers, more DOF can be devoted to noise reduction. The JBLCMV [29, 30]
uses this type of equality constraints for the preservation of the binaural cues of m
interferers. More specifically, the JBLCMV problem is given by

ŵJBLCMV = arg min
w∈C2M×1

wHP̃w s.t. wHΛ = fH , (3.29)

where

Λ =
[
Λ1 Λ2

]
=
[
a 0 b1b1R · · · bmbmR

0 a −b1b1L · · · −bmbmL

]
∈ C2M×(2+m), (3.30)

and wJBLCMV = [wT
JBLCMV,L wT

JBLCMV,R]T . Moreover,

fT =
[
fT
1 fT

2

]
=
[
a∗

L a∗
R 0 0 · · · 0

]
∈ C1×(2+m). (3.31)

Similarly to all other special cases of the GBLCMV framework, wHΛ1 = fH
1 is used

for the exact binaural cue preservation of the target source, while wHΛ2 = fH
2 is

used for the preservation of the binaural cues of m interferers.
The JBLCMV can simultaneously achieve controlled noise reduction and binau-

ral cue preservation of up to mmax = 2M − 3 interferers [29]. Moreover, the DOF
devoted to noise reduction is DOFJBLCMV = 2M −m− 2.

3.2.7. Summary of GBLCMV methods
We summarize some of the properties of the methods discussed in Section 3.2. Ta-
ble 3.1 gives an overview of two important factors: a) the maximum number of
interferers’ binaural cues that can be preserved while achieving controlled noise re-
duction mmax, and b) the degrees of freedom (DOF) available for noise reduction.
The following conclusions can be drawn from this table:

• The BMVDR has the maximum DOF, which means that it can achieve the
best possible noise reduction. It preserves the binaural cues of the target
source, but not the binaural cues of the interferers.
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Table 3.1: Summary of a) maximum number of interferers’ binaural cues that can be preserved
while achieving controlled noise reduction (mmax), and b) number of available degrees of freedom
for noise reduction (DOF). All methods are special cases of the GBLCMV framework. M is the
total number of microphones, and m is the number of the constrained interferers.

Method mmax DOF

BMVDR [30] 0 2M − 2

BLCMV [27] M − 2 2M − 2m− 2

OBLCMV [28] 1 2M − 4

JBLCMV [29, 30] 2M − 3 2M −m− 2

• Unlike (O)BLCMV which uses two constraints per interferer, JBLCMV uses
only one constraint per interferer. Therefore, the JBLCMV can preserve the
binaural cues of more interferers, or equivalently, given the same number of
interferers it has more available DOF devoted to noise reduction.

In this paper, if the number of simultaneously present interferers is r > mmax, the
extra interferers r − mmax are not included in the constraints in the GBLCMV
methods, in order to always have one DOF left for controlled noise reduction.

3.3. Proposed Non-Convex Problem
In this section, we present a general optimization problem of which BMVDR and
JBLCMV are special cases. More specifically, we relax the constraints on the bin-
aural cues of the interferers, while keeping the strict equality constraints on the
target source (i.e., wHΛ1 = fH

1 ). The relaxation allows to trade-off the amount
of noise reduction and binaural cue preservation per interferer in a controlled way.
The proposed optimization problem is defined as

ŵ = arg min
w∈C2M×1

wHP̃w s.t. wHΛ1 = fH
1 ,∣∣∣∣∣wH

L bi

wH
R bi

− biL

biR

∣∣∣∣∣︸ ︷︷ ︸
Eni

≤ ei, i = 1, · · · , m. (3.32)

The inequality constraints bound the ITF error (see Eq. (3.8)), for the interfer-
ers i = 1, · · · , m to be less than a positive trade-off parameter ei, i = 1, · · · , m.
These inequality constraints will be transformed, in the sequel of this section (see
Eqs. (3.34), (3.35)), in such a way that they can be viewed as relaxations of the
strict equality constraints in Eq. (3.28) used in the JBLCMV method. Note that
the proposed method is flexible to choose a different ei for every interferer accord-
ing to its importance. For instance, maybe certain locations are more important to
be preserved than others and, therefore, a smaller ei must be used. The trade-off
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parameter, ei, is selected as

ei(ci) = ciEni,BMVDR, (3.33)

where 0 ≤ ci ≤ 1 controls the amount of binaural cue collapse towards the target
source, and the amount of noise reduction of the i-th interferer. If ci = 1,∀i is used
in the optimization problem in Eq. (3.32), then ŵ = ŵBMVDR which is seen as a
worst case, with respect to binaural cue preservation, because there is total collapse
of binaural cues of the interferers towards the binaural cues of the target source.
If ci = 0,∀i we have perfect preservation of binaural cues of the m interferers,
and ŵ = ŵJBLCMV. Without any loss of generality, for notational convenience,
we assume that the binaural cues of all interferers are of equal importance and,
therefore, ci = c,∀i. Moreover, we keep c fixed over all frequency bins. It is worth
noting that other strategies for choosing c may exist, which might lead to a better
trade-off between maximum possible noise reduction and perceptual binaural cue
preservation. As explained in Section 3.2.1, low frequency content is perceptually
more important for binaural cue preservation than high frequency content. Thus,
smaller c values for low frequencies and larger c values for higher frequencies may
give a better perceptual trade-off.

The problem in Eq. (3.32) is not a convex problem and it is hard to solve. In
Section 3.4 we propose a method that approximately solves the non-convex problem
in an iterative way by solving at each iteration a convex problem.

3.4. Proposed Iterative Convex Problem
By doing some simple algebraic manipulations, the optimization problem in Eq. (3.32)
can equivalently be written as

ŵ = arg min
w∈C2M×1

wHP̃w s.t. wHΛ1 = fH
1 ,

|wH
L bibiR −wH

R bibiL|
|wH

R bibiR|
≤ ei(c), for i = 1, · · · , m. (3.34)

Furthermore, the problem in Eq. (3.34) can be re-written as

ŵ = arg min
w∈C2M×1

wHP̃w s.t. wHΛ1 = fH
1 ,

|wHΛ2,i| ≤ |ei(c)wH
R bibiR|︸ ︷︷ ︸

f2,i

, for i = 1, · · · , m, (3.35)

where Λ2,i is the i-th column of Λ2 in Eq. (3.30).
We approximately solve the non-convex problem in Eq. (3.35) in an iterative way

using wH
R of the previous iteration in f2,i, i = 1, · · · , m. The new iterative problem

is convex at each iteration and is given by

ŵ(k) = arg min
w∈C2M×1

wHP̃w s.t. wHΛ1 = fH
1 ,

|wHΛ2,i| ≤ |ei(c)ŵH
R,(k−1)bibiR|︸ ︷︷ ︸
f2,i,(k)

, for i = 1, · · · , m, (3.36)
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where ŵ(k) = [ŵT
L,(k) ŵT

R,(k)]T is the estimated binaural spatial filter of the k-
th iteration, which is initialized as ŵ(0) = ŵBMVDR. Similarly to other existing
minimum variance beamformers with inequality constraints [37, 38], the convex
optimization problem in Eq. (3.36) can be equivalently written as a second order
cone programming (SOCP) problem with equality and inequality constraints (see
Appendix) and it can be solved efficiently with interior point methods [39].

The ITF error of the i-th interferer at the k-th iteration is given by

Eni,(k) =

∣∣∣∣∣ ŵ
H
L,(k)bi

ŵH
R,(k)bi

− biL

biR

∣∣∣∣∣ . (3.37)

This iterative method is stopped when all the constraints of the original problem in
Eq. (3.32) are satisfied. Therefore, the stopping criterion that we use is given by

Eni,(k) ≤ ei(c), for i = 1, · · · , m, (3.38)

where ei(c) is given in Eq. (3.33). Recall that f2 = 0 (i.e., f2,i = 0,∀i) is used in
JBLCMV. Unlike JBLCMV, the proposed method uses f2,i,(k) ≥ 0,∀i and, therefore,
the constraints dedicated for the preservation of binaural cues of the interferers are
seen as relaxations of the strict equality constraints of the JBLCMV method. These
relaxations enlarge the feasible set of the problem, allowing more constraints to be
used compared to JBLCMV. The JBLCMV can be seen as a special case of the
proposed method for c = 0, f2,i,(1) = 0, i = 1, · · ·m. In this case, the relaxed
constraints in the proposed method become identical to the strict constraints of the
JBLCMV. Hence, the JBLCMV needs to run only one iteration of the problem in
Eq. (3.36). If c = 0, the proposed method follows the same strategy for handling
r > mmax simultaneously present interferers as in Section 3.2.7. However, if c > 0,
then there is a typically large, difficult to predict mmax

2, due to the inequality
constraints and, therefore, the proposed method uses m = r,∀r constraints for the
preservation of the binaural cues of all simultaneously present interferers. Finally, if
c = 1, the proposed method does not iterate and stops immediately giving as output
the initialization ŵ(0) = ŵBMVDR.

The termination of the proposed iterative method may need a large amount of
iterations because of the fixed c in Eq. (3.36). The reason for this is explained in
detail in Section 3.4.1. To control the speed of termination we replace in Section 3.4.2
the fixed c in Eq. (3.36) with a decreasing parameter τ(k) (initialized with τ(0) = c)
which controls the speed of termination. In Section 3.4.3 we show under which
conditions the proposed method: a) guarantees that it will find a feasible solution
satisfying the stopping criterion in Eq. (3.38) in a finite number of iterations, and b)
guarantees a bounded amount of binaural cue preservation and a bounded amount
of noise reduction. An overview of the proposed method using the adaptive τ(k) is
given in Algorithm 1.

2The feasible set of the proposed method typically reduces by adding more inequality constraints.
However it is difficult to predict after how many constraints, m, it becomes empty, i.e., what is
the value of mmax.
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3.4.1. Speed of Termination
The proposed iterative method may have slow termination due to the fixed choice
of c. In this section we explain the reason and in Section 3.4.2 we explain how to
control the speed of termination.

Let Φ(k) denote the convex feasible set in the k-th iteration of the iterative
optimization problem in Eq. (3.36) given by

Φ(k) =
m⋂

i=1

{
w(k) :ΛH

1 w(k) = f1, |wH
(k)Λ2,i|≤f2,i,(k)

}
, (3.39)

and Ψ(c) the non-convex feasible set of the original non-convex problem of Eqs. (3.32),
(3.33) given by

Ψ(c)=
m⋂

i=1

w :ΛH
1 w= f1,

∣∣∣∣∣wH
L bi

wH
R bi

− biL

biR

∣∣∣∣∣≤ei(c)

 , (3.40)

where ŵJBLCMV ∈ Ψ(0), and Ψ(0) ⊆ Ψ(c), 0 ≤ c ≤ 1 and, therefore, ŵJBLCMV ∈
Ψ(c), 0 ≤ c ≤ 1. In words, ŵJBLCMV is an element of the set Ψ(0), which gives the
minimum output noise power compare to the other elements of Ψ(0). Note that
the Φ(k) changes for every next iteration, while Ψ(c) is constant over time. We can
think of Φ(k) as a convex approximation set of Ψ(c) at iteration k (see a simplistic
example of the two sets in Fig. 3.1(a)).

Note that the proposed iterative method will typically try to find a solution on
the boundary of Φ(k). Some parts of the boundary of Φ(k) will be inside or on the
boundary of Ψ(c), while other parts can be outside the set Ψ(c). Therefore, it is
possible that the estimated ŵ(k) will be outside of Ψ(c) (see Fig. 3.1(a) for instance).
In this case, obviously, the stopping criterion is not satisfied and, therefore, the
problem goes to the next iteration. In the next iteration, Φ(k+1) changes and a new
ŵ(k+1) is estimated which can be again outside of Ψ(c) (see Fig. 3.1(a) for instance).
This repetition can happen many times leading to a very slow termination because
the new estimate ŵ(k+1) is not selected according to a binaural-cue error descent
direction. To avoid this undesirable situation, we propose in Section 3.4.2 to replace
the fixed c in Eq. (3.36) with an adaptive reduction parameter τ(k), in order to
make sure that solutions that are on the boundary of Φ(k) and that are outside Ψ(c)
will progressively provide a reduced binaural-cue error, i.e., to move towards the
direction of the interior of Ψ(c) (see Fig. 3.1(b) for instance).

3.4.2. Avoiding Slow Termination
The termination of the proposed iterative method may need a large amount of iter-
ations because of the fixed c in Eq. (3.36), as explained in Section 3.4.1. Therefore,
the replacement of c with an adaptive reduction parameter τ(k) only in Eq. (3.36) is
useful for guaranteed termination within a pre-selected finite maximum number of
iterations, kmax. More specifically, the new adaptive reduction parameter that we
use in Eq. (3.36) instead of c is given by

τ(k) = τ(k−1) − α(kmax), (3.41)
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Algorithm 1: Proposed Iterative Method
Input: c, kmax, a, bi, i = 1, · · · , m
Output: ŵ(k)
Initialisation : ŵ(0) ← ŵBMVDR, k ← 1, τ(0) ← c
General comments :

{ SC stands for stopping criterion in Eq. (3.38) } .
{ SP stands for solving problem in Eq. (3.36) } .

1. if SC(ŵ(0), c) = true then
2. go to 17
3. end if

start iterations
4. while k ≤ kmax do
5. if k = kmax

6. ŵ(k) ← SP
(

ŵ(k−1), τ(k), a, bi, i = 1, · · · , 2M − 3
)

7. go to 17
8. else
9. ŵ(k) ← SP

(
ŵ(k−1), τ(k), a, bi, i = 1, · · · , m

)
10. end if
11. if SC(ŵ(k), c) = true then
12. go to 17
13. end if
14. k ← k + 1
15. τ(k) = τ(k−1) − c/kmax
16. end while
17. return ŵ(k)

where τ(0) = c is selected according to the initial desired amount of collapse of
binaural cues in the original non-convex problem in Eqs. (3.32), (3.33). The step
α(kmax) controls the speed of termination, and is a function of the maximum allowed
number of iterations for termination given from the user, i.e.,

α(kmax) = c

kmax
. (3.42)

Note that we replace c with τ(k) only in Eq. (3.36) and not in the stopping criterion
in Eq. (3.38). This is because, the stopping criterion is based on the fixed feasible
set Ψ(c) of the non-convex problem in Eq. (3.32) which should remain constant over
iterations (see an example of two consecutive iterations in Fig. 3.1). Moreover, the
τ(k) is always non-negative, because τ(kmax) = 0. Small kmax, speeds up the reduction
of τ(k) and, thus, it also speeds up the termination of the proposed method. Of course
a very small kmax can lead to a feasible solution, ŵ(k), for which

∑
i Eni,(k) �∑

i ei(c), i.e., to be far away from the boundary of Ψ(c). This means that ŵ(k)
provides better binaural cue preservation than the desired amount of binaural cue
preservation, ei(c). As a result, there will be less noise suppression. Ideally, we would
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(a)

Ψ(c)

Φ(k)

Φ(k + 1)

ŵ(k)

ŵ(k+1)

(b)

Ψ(c)

Φ(k)

Φ(k + 1)

ŵ(k)

ŵ(k+1)

Figure 3.1: Simplistic visualization of two successive iterations (k and k + 1) of the proposed
method with (a) a fixed c, (b) a reducing τ(k). In k + 1 iteration the stopping criterion is satisfied
in (b). On the contrary, in (a) the stopping criterion is not satisfied, because ŵ(k+1) /∈ Ψ(c).

like to arrive as close as possible to the controlled trade-off between noise reduction
and binaural cue preservation given by our initial specifications (i.e., amount of
collapse). Therefore, a careful choice of kmax is needed in order to find a feasible
solution ŵ(k) that:

• achieves a total ITF error
∑

i Eni,(k) ≈
∑

i ei(c), i.e., to be as close as possible
to the boundary of Ψ(c)3.

• to terminate as fast as possible.

Of course there is a trade-off between the two goals.

3.4.3. Guarantees
In this section, we prove that the proposed iterative method using the adaptive

reduction parameter in Eq. (3.41) guarantees termination, a bounded binaural cue
preservation accuracy, and a bounded amount of noise reduction, in at most kmax
iterations, for a limited number of interferers m ≤ 2M − 3. Nevertheless, our
simulation experiments (see Section 3.5.3) show that our algorithm a) is capable of
simultaneously achieving the same bounds for binaural cue preservation accuracy
and for noise reduction of more interferers than 2M − 3 for c > 0, and b) finds a
feasible solution in much fewer iterations, on average, than kmax, for kmax = 10, 50.
3Note that there may not be any element on the boundary (or in the interior) of Ψ(c), which
provides a total ITF error of

∑
i

ei(c). The max possible total ITF error of Ψ(c) may be less
than

∑
i

ei(c). This depends mainly on the number of constraints. Nevertheless, in general, the
smaller the difference

∑
i

Eni,(k) −
∑

i
ei(c) is, the closer to the boundary of Ψ(c) is the solution.
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The adaptive decreasing of τ(k) (see Eq. (3.41)) results in an adaptive shrinking
of Φ(k). Therefore, in the case where the estimated ŵ(k) will be outside of Ψ(c),
the stopping criterion is not satisfied and, therefore, the algorithm continues with
the next iteration. In the next iteration, Φ(k) typically shrinks due to the decreased
value of τ(k) according to Eq. (3.41). The algorithm continues until there is a solution
ŵ(k) ∈ Ψ(c). Note that this does not necessarily mean that the algorithm will stop
if and only if Φ(k) ⊆ Ψ(c) (see e.g., Fig. 3.1(b) where the algorithm stops before
Φ(k) ⊆ Ψ(c)). Only in the worst case scenario a solution is found when Φ(k) ⊆ Ψ(c).

We show below that, for m ≤ 2M − 3, the proposed method guarantees ter-
mination within a pre-defined finite maximum number of iterations, kmax, while
achieving a bounded binaural cue preservation accuracy and a bounded amount of
noise reduction. This is written more formally in Theorem 1.

Theorem 1. If m ≤ 2M−3, the proposed method a) will always find a solution in a
finite number of iterations k ≤ kmax satisfying the stopping criterion of Eq. (3.38),
and b) will always have a bounded ITF error, i.e.,

0 ≤ Eni,(k) ≤ ei(c), for i = 1, · · · , m, (3.43)

and a bounded noise output power

ŵH
BMVDRP̃ŵBMVDR≤ŵH

(k)P̃ŵ(k)≤ŵH
JBLCMVP̃ŵJBLCMV. (3.44)

Proof. Note that for m ≤ 2M − 3, after kmax iterations τ(kmax) =0 (see Eqs. (3.41)
and (3.42)) and, therefore, ŵ(kmax) = ŵJBLCMV because the relaxations of the pro-
posed method in Eq. (3.36) become ŵH

(kmax)Λ2 =0, which is the same as in JBLCMV
as explained in Section 3.4. Note also that ŵJBLCMV always satisfies the stopping
criterion, i.e., ŵJBLCMV ∈ Ψ(c), for 0 ≤ c ≤ 1 (see Section 3.4.1). Therefore, for
m ≤ 2M − 3, the algorithm, in the worst case scenario, will terminate after kmax
iterations. Consequently, the first part of the theorem has been proved. Thus, in
the worst case scenario, the algorithm gives the solution ŵJBLCMV which results in
Eni,(k) =0 for i = 1, · · · , m. Since the algorithm always terminates (i.e., satisfies the
stopping criterion), the ITF error will always be Eni,(k) ≤ ei(c), for i = 1, · · · , m.
Thus, Eq. (3.43) has been proved. Moreover, the algorithm in the worst case sce-
nario (after kmax) will have the noise output power ŵH

JBLCMVP̃ŵJBLCMV. Finally,
the noise output power cannot be less than ŵH

BMVDRP̃ŵBMVDR (because ŵBMVDR
achieves the best noise reduction over all the aforementioned methods, because it
has the largest feasible set). Thus, Eq. (3.44) has been proved.

Note that, for k = kmax and m > 2M − 2, Φ(kmax) = ∅4. However, for k < kmax
and m > 2M − 2, Φ(k) may not be empty. As we will show in our experiments,
indeed, usually it is not empty and, thus, we may achieve simultaneous bounded
approximate binaural cue preservation and bounded noise reduction of m > 2M −2
interferers. This can be observed experimentally in Sections 3.5.3 and 3.5.3.
4Recall that for m = 2M − 2 (i.e., d = 2M), there is a feasible solution which does not provide
controlled noise reduction (see Section 3.2.2).
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Figure 3.2: Experimental setup: � HAs, ’o’ target source, ’x’ speech shaped interferers. Each
source has the same distance, h, from the center of the head.

3.5. Experimental Results
In this section, the proposed method, summarized in Algorithm 1, is experimentally
evaluated. In Section 3.5.1, the setup of our experiments is demonstrated. In Sec-
tion 3.5.2, the performance measures are presented. In Section 3.5.3, the proposed
method is compared to other LCMV-based methods with regard to binaural cue
preservation and noise reduction. Moreover, we provide results with regard to the
speed of the proposed method in terms of number of iterations.

3.5.1. Experiment Setup
Fig. 3.2 shows the experimental setup that we used. Two behind-the-ear (BTE)
HAs, with two microphones each, are simulated and, therefore, the total number
of microphones is M = 4. The publicly available database with the BTE impulse
responses (IRs) in [40] is used to simulate the head IRs (we used the front and
middle microphone for each HA). The front microphones are selected as reference
microphones.

We placed all sources on a h = 80 cm radius circle centered at the origin (0, 0)
(center of head) with an elevation of 0o degrees. The index of each interferer (de-
noted by ’x’ marker) is indicated in Fig. 3.2. The interferers 1, 2, 3, 4, 5, 6 and 7 are
speech shaped noise realizations with the same power and are placed at 15o, 45o, 75o,
105o, 165o, 240o and 300o degrees, respectively. The target source (denoted by ’o’
marker) is a speech signal in the look direction, i.e., 90o degrees.

The duration of all sources is 60 sec. The microphone self noise at each mi-
crophone is simulated as white Gaussian noise (WGN) with PV = σ2I, where
σ = 3.8 ∗ 10−5 which corresponds to an SNR of 50 dB with respect to the target
signal at the left reference microphone. The noise CPSD matrices, P, are calculated
(as in Eq. (3.3)) using the ATFs of the truncated true BTE IRs, from the database,
and the estimated PSDs of the sources using all available data without voice activity
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Figure 3.3: Anechoic environment: Performance of the competing methods in terms of (a,b,c) noise
reduction, (d) ITF error, (e) IPD error, (f) ILD error.

detection (VAD) errors. Also, the constraints of all the aforementioned methods use
the ATFs of the truncated true BTE IRs. The truncated BTE IRs length is 50 ms.
The sampling frequency is fs = 16 kHz. We use a simple overlap-and-add analy-
sis/synthesis method [41] with frame length 10 ms, overlap 50% and an FFT size of
1024. The analysis/synthesis window is a square-root-Hann window. The ATFs are
also computed with an FFT size of 1024. The microphone signals are computed by
convolving the truncated BTE IRs with the source signals at the original locations.

3.5.2. Performance Evaluation
In this section we define the performance evaluation measures that we use to evaluate
the results.

ITFs, IPDs & ILDs
Here we define four average performance measures for binaural cue preservation:
the total ILD error, the total IPD error, the total ITF error, and the average ITF
error ratio. As explained in Section 3.2.1, the IPD errors are perceptually more
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important for frequencies below 1 kHz, and the ILD errors are perceptually more
important for frequencies above 3 kHz. Thus, the evaluation of IPDs and ILDs will
be done only for these frequency regions. We evaluate the total ILD and IPD errors
as follows. Let Lni(k, l) and Tni(k, l) denote the ILD and IPD errors (for the k-th
frequency bin and l-th frame), respectively, defined in Eq. (3.9). Then the total ILD
and IPD errors are defined as

TotERILD =
r∑

i=1

 1
N − kILD

N∑
k=kILD

1
T

T∑
l=1
Lni

(k, l)


, (3.45)

and

TotERIPD =
r∑

i=1

 1
kIPD

kIPD∑
k=1

 1
T

T∑
l=1
Tni

(k, l)


 , (3.46)

where N and T are the number of frequency bins and the number of frames, respec-
tively, kILD and kIPD are the first and last frequency-bin indices in the frequency
regions 3−8 kHz and 0−1 kHz, respectively. Note that since the maximum possible
value of Tni(k, l) is 1, the maximum value of TotERIPD is r. Moreover, we evaluate
the total ITF error given by

TotERITF =
r∑

i=1

 1
N

N∑
k=1

 1
T

T∑
l=1
Eni(k, l)


 , (3.47)

where Eni is the ITF error defined in Eq. (3.8). Finally, we evaluate the average
ITF error ratio given by

AvERITF(c)= 1
r

r∑
i=1

1
N

N∑
k=1

1
T

T∑
l=1

Eni(k, l)
Eni,BMVDR(k, l) , (3.48)

which measures the average amount of binaural cue collapse by comparing the ITF
error of the proposed method with the ITF error of the BMVDR. Since the proposed
method will always satisfy the condition Eni

(k, l) ≤ cEni,BMVDR(k, l) for r ≤ 2M−3
(see Theorem 1), obviously AvERITF(c) ≤ c for r ≤ 2M − 3. Note that ideally the
proposed method will provide a solution as close as possible to the boundary of
Ψ(c), i.e., AvERITF(c)− c to be as small as possible (see Section 3.4.2). Moreover,
for the proposed method AvERITF(0) = 0 and AvERITF(1) = 1 because for c = 0,
Eni

(k, l) = 0 (for r ≤ 2M − 3), and for c = 1, Eni
(k, l) = Eni,BMVDR(k, l).

It is worth mentioning that there are other more perceptually relevant methods
(see e.g., [42, 43]) determining the ability of a user to correctly localize (before
and after applying the binaural spatial filter) concurrent multiple sound sources
in reverberant environments than the simple objective performance measures given
in Eqs. (3.45)-(3.48). In this paper, we focus on the aforementioned simplified
instrumental measures.



3.5. Experimental Results

3

71

Note that we use the true ATFs in the constraints of the optimization problems
of all competing methods. Therefore, we do not measure the corresponding error
measures for the binaural cues of target source since they are always zero, because in
all compared methods the distortionless constraints perfectly preserve the binaural
cues of the target source.

SNR measures
We define the binaural global segmental signal-to-noise-ratio (gsSNR) gain as

gsSNRgain = gsSNRout − gsSNRin dB, (3.49)

where the gsSNR input and output are defined as

gsSNRin = 1
T

T∑
l=1

min
(

max
(
SNRin(l),−20

)
, 50
)

dB, (3.50)

gsSNRout = 1
T

T∑
l=1

min
(

max
(
SNRout(l),−20

)
, 50
)

dB, (3.51)

respectively, where for the l-th frame, the binaural input signal-to-noise-ratio (SNR)
is defined as

SNRin(l) = 10log10

(∑N
k=1 eT P̃x(k, l)e∑N
k=1 eT P̃(k, l)e

)
dB, (3.52)

where eT = [eT
L eT

R], eT
L = [1, 0, · · · , 0] and eT

R = [0, · · · , 0, 1], P̃ is defined in
Eq. (3.11) and P̃x is similarly defined but it uses as diagonal block matrices the Px
matrix. The binaural output SNR for the l-th frame, is defined as

SNRout(l) = 10log10

(∑N
k=1 wH(k, l)P̃x(k, l)w(k, l)∑N
k=1 wH(k, l)P̃(k, l)w(k, l)

)
dB, (3.53)

where w = [wT
L(k, l) wT

R(k, l)]T . Note that gsSNRout and gsSNRin can be seen
as average measures of the binaural SNR measures defined in [30]. We also use
the frequency-weighted segmental SNR (fwsSNR) [44, 45] to measure the amount
of noise suppression at the left and right HA. The fwsSNR gain at the left reference
microphone is given by

fwsSNRgain
L = fwsSNRout

L − fwsSNRin
L dB, (3.54)

where the input and output fwsSNR at the left reference microphone are given
by [45]

fwsSNRin
L = 1

T

T∑
l=1

min

max

Nfb∑
j=1

gjSNRin
j,L,−20

 ,50

 dB, (3.55)
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Table 3.2: Anechoic environment: Input noise levels for r =1, 2, 3, 4, 5, 6, 7.

aaaaaaaa
Measure

r 1 2 3 4 5 6 7

gsSNRin 2.92 0.36 −0.81−1.70−2.88−3.49−3.98

fwsSNRin
L 4.55 2.26 −0.60−3.39−5.77−6.62−6.82

fwsSNRin
R −2.78−5.12−5.90−6.23−6.41−6.61−7.14

fwsSNRout
L = 1

T

T∑
l=1

min

max

Nfb∑
j=1

gjSNRout
j,L ,−20

 ,50

 dB, (3.56)

where SNRin
j,L and SNRout

j,L are the input and output SNRs, respectively, of the j-
th frequency band at the left reference microphone. The SNR values of the Nfb

frequency bands are weighted differently with weights gj . The ranges and central
frequencies of the frequency bands, and the values of gj , i = 1, · · · , Nfb are selected
as described in [46]. The input and output fwsSNR for the right reference micro-
phone are defined similarly to Eqs. (3.55) and (3.56), respectively. Note that the
noise-only frames are excluded from the evaluation.

3.5.3. Results
In the following experiments we evaluate the performance of the proposed and ref-
erence methods (i.e., BLCMV [27] with two different values of η, OBLCMV [28],
BMVDR [30] and JBLCMV [29, 30]) as a function of the number of simultaneously
present interferers, 1≤r≤7. For instance, for r=1, only the interferer with index 1
is enabled while all the others are silent. For r=2, only the interferers with indices
1, 2 are enabled, while the others are silent, and so on. Recall that each method
has a different mmax, except for the proposed method for c > 0 where mmax is
difficult to be estimated, as explained in Section 3.4, and, therefore, m is always
set to m = r. For each of the reference methods and the proposed method in the
case of c = 0 and if r > mmax, we will use in the constraints only the first mmax
interferers and the last r −mmax will not be preserved. For simplicity, we used the
same c = cj , for j = 1, · · · , m, for all interferers in the proposed method. In other
words, we assumed that the binaural cues of all interferers are equally important.
Moreover, we selected for the adaptive change of τ(k) the step parameter α(kmax)
with kmax ∈ {10, 50}. In Sections 3.5.3, 3.5.3 the simulations are carried out without
taking into account room acoustics. In Section 3.5.3 the simulations are carried out
by taking into account room acoustics.

SNR & Binaural Cue Preservation
In this section and in Section 3.5.3 the evaluation is undertaken in an anechoic envi-
ronment. The binaural gsSNRin, fwsSNRin

L and fwsSNRin
R values for r=1, 2, 3, 4, 5, 6

and 7 are given in Table 3.2.
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Figure 3.4: Anechoic environment: Combination of performance curves from Fig. 3.3 for the com-
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present interferers r. The counting of r starts at the top left part of each curve.

Figs. 3.3 and 3.4 show the comparison of the proposed method (denoted by
Pr.−c=value, kmax =value) with the aforementioned reference methods in terms of
binaural cue preservation and noise reduction. Note that BMVDR and the JBLCMV
are the two extreme special cases of our method which can be denoted as Pr.−c=1
and Pr.−c=0, respectively. However, in these figures we used the original names for
clarity. The performance curves are for different number of simultaneously present
interferers r. As expected, the performance curves in Fig 3.3(a,d) of the proposed
method always lie between the BMVDR and the JBLCMV for m ≤ 2M − 3 (see
Theorem 1). Interestingly, this is also the case for m > 2M − 3. As expected, the
proposed method for kmax = 50 achieves slightly better noise reduction and worse
binaural cue preservation than for kmax =10. This is because for a larger kmax, the
proposed algorithm will provide a feasible solution closer to the boundary of Ψ(c), as
explained in Section 3.4.2. Fig. 3.4 is the combination of the curves of Figs. 3.3(a,d)
into a single figure. Notice that the number of interferers r in this combined figure
increase from r=1 up to r=7 along the curves from top-left, to bottom-right.

From Figs. 3.3(a,d), and Fig. 3.4 it is clear that, indeed the proposed method
achieves a bounded noise reduction and a bounded binaural cue preservation accu-
racy. It is worth mentioning that a bounded performance in terms of the ITF error
does not necessarily mean bounded performance in terms of ILD and IPD errors.
For instance, in Fig. 3.3(e) the proposed method for r = 1, 2 with parameters c = 0.6
and kmax = 10, 50 has a larger total IPD error than the 0.6 times the total IPD error
of the BMVDR. This is because, the proposed method does not bound the IPD and
ILD errors separately, but their combination (i.e., the ITF error).

The BMVDR achieves the best noise reduction performance, but it does not
preserve the binaural cues of the interferers. The JBLCMV accurately preserves the
largest number of simultaneously present interferers and it has worse noise reduction
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performance than all parametrizations of the proposed method. Note that mmax = 5
for JBLCMV and, thus, the last two interferers cannot be included in the constraints
and that is why the binaural cue preservation is not perfect. The OBLCMV comes
second in terms of SNR performance, but it preserves the binaural cues of only one
interferer.

Fig. 3.5 serves to visualize better the trade-off between fast termination and
closeness to the boundary of Ψ(c) (see Section 3.4.2 for details). More specifically,
Fig. 3.5 shows the average ITF error ratio of the proposed method, for kmax = 10, 50,
as a function of c for different number of simultaneously present interferers r. As
expected (see Section 3.5.2), AvERITF(c) ≤ c for 1 ≤ r ≤ 5. This is also the case
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Figure 3.7: Anechoic environment: Top view of 3D histogram of number of frequency bins that
have pairs (k, c) for the proposed method for (a) kmax = 10 and (b) kmax = 50.

for the curves for r = 6, 7 except for c = 0, as expected, because the proposed
method becomes identical to the JBLCMV which can preserve the binaural cues of
up to mmax = 2M − 3 = 5 interferers while achieving controlled noise reduction.
As expected, for kmax = 50 all performance curves are closer to the boundary. In
general, the larger the m = r, the less close the AvERITF(c) of the proposed method
is to c (see why in Section 3.4.2). Note that for the two extreme values c = 0 and
c = 1, the proposed method becomes identical to the JBLCMV and the BMVDR,
respectively. As was expected, for c = 0 and r ≤ 5, AvERITF(0) = 0. The JBLCMV
has mmax = 2M − 3 = 5 and, therefore, for c = 0 and r = 6, 7, AvERITF(0) > 0.
Finally, for c = 1, for all values of r, AvERITF(1) = 1 as expected.

Speed of Termination
Fig. 3.6 shows the average number of iterations (required for the proposed method to
satisfy the stopping criterion) as a function of the simultaneously present interferers,
r, of the four configurations of the proposed method that are tested in Figs. 3.3
and 3.4. It is clear that the proposed method terminates after 3-4 iterations on
average, even for r = 6, 7 > 2M−3. Note that for both tested values of kmax, for all
frames and frequency bins the proposed method terminated before reaching kmax.

Fig. 3.7 shows a 3D histogram which depicts the statistical termination behaviour
of the proposed method. Specifically, the proposed method is evaluated with differ-
ent c values from 0.1 to 0.9 with a step-size 0.1. For each c value it is evaluated for
all numbers of simultaneously present interferers, i.e., for r = 1, · · · , 7 as in Fig 3.6.
Hence, this histogram represents all gathered pair-values (c, k) of all frequency bins
for all r = 1, · · · , 7. The pairs (c, k) express the number of iterations (per frequency
bin), k, that the proposed method need in order to terminate for a certain initial c.
The z-axis, which is depicted with different colors, is the number of frequency bins
that are associated with a certain pair (c, k) in the x-y axes. Again we see that, on
average, after 3-4 iterations the algorithm terminates for c = 0.1 : 0.1 : 0.9.



3

76 3. Relaxed Binaural LCMV Beamforming

2 4 6

(a)

0

5

10

15

g
sS

N
R

g
ai

n
 (

d
B

)

JBLCMV

Pr.-c = 0.3, kmax = 10

Pr.-c = 0.3, kmax = 50

Pr.-c = 0.6, kmax = 10

Pr.-c = 0.6, kmax = 50

BMVDR

BLCMV-η = 0.1

BLCMV-η = 0.001

OBLCMV

1 2 3 4 5 6 7

(b)

3

4

5

6

7

fw
sS

N
R

g
ai

n

L
 (

d
B

)

1 2 3 4 5 6 7

(c)

2

4

6

8

10

fw
sS

N
R

g
ai

n

R
 (

d
B

)
2 4 6

(d)
number of interferers (r)

0

5

10

15

T
o
tE

R
IT

F

1 2 3 4 5 6 7

(e)
number of interferers (r)

0

1

2

3

T
o
tE

R
IP

D

1 2 3 4 5 6 7
(f)

number of interferers (r)

0

10

20

30

40

T
o
tE

R
IL

D

Figure 3.8: Reverberant environment (office): Performance of the competing methods in terms of
(a,b,c) noise reduction, (d) ITF error, (e) IPD error, (f) ILD error.

Reverberation
Figs. 3.8, 3.9, 3.10 and 3.11 show the same experiments as in Figs. 3.3, 3.4, 3.5,
and 3.6, respectively, but this time in a reverberant office environment. The same
signals for the interferers and the target are used here. The reverberant BTE IRs
are also taken from the database in [40]. Note that, the aforementioned database
does not have the reverberant (for the office environment) BTE IRs corresponding
to 240o and 300o degrees [40]. Therefore, we used the avalaible angles, 125o, 145o

for the 6-th and 7-th interferer, respectively. Moreover, the sources are now placed
on a h = 100 cm radius circle centered at the origin (0, 0) (center of head) with
an elavation of 0o degrees (because only this distance is available for the office
environment in [40]). Similarly to the anechoic experiment, the microphone self
noise at each microphone is simulated as WGN with PV = σ2I, where σ = 6.1∗10−5

which corresponds to an SNR of 50 dB with respect to the target signal at the left
reference microphone. The binaural gsSNRin, fwsSNRin

L and fwsSNRin
R values for

r=1, 2, 3, 4, 5, 6 and 7 are given in Table 3.3.
As it is shown in Figs. 3.8(a,d) and 3.9, again the performance of the proposed
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method is bounded (see Theorem 1) even for m > 2M − 3. In Fig. 3.10 it is
clear that the proposed method has very similar behavior as in Fig. 3.5, i.e., by
increasing kmax, the proposed method approaches closer to the boundary. Finally,
in Fig. 3.11 it is shown that the speed of termination is not effected significantly
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Table 3.3: Reverberant environment (office): Input noise levels for r =1, 2, 3, 4, 5, 6, 7.

aaaaaaaa
Measure

r 1 2 3 4 5 6 7

gsSNRin −2.56−5.35−6.86−7.94−8.81−9.48−10.07

fwsSNRin
L −3.29−4.76−6.11−7.43−8.35−8.95−9.453

fwsSNRin
R −6.50−8.02−8.59−8.92−9.13−9.32−9.458

due to reverberation.

3.6. Conclusion
In this paper we proposed a new multi-microphone iterative binaural noise reduc-
tion method. The proposed method is capable of controlling the amount of noise
reduction and the accuracy of binaural cue preservation per interferer using a robust
methodology. Specifically, the inequality constraints introduced for the binaural cue
preservation of the interferers, are selected in such a way that a) the total ITF er-
ror is always less or equal than a fraction of the corresponding total ITF error of
the BMVDR method, and b) the achieved amount of noise reduction is larger or
equal to the one achieved via JBLCMV. Therefore, the proposed method provides
the flexibility to the users to parametrize the proposed method according to their
needs. Moreover, the proposed method always preserves strictly the binaural cues
of the target source. Although the proposed method guarantees a bounded binau-
ral cue preservation accuracy and a bounded amount of noise reduction only for
m ≤ 2M − 3 interferers, it is experimentally demonstrated that is also capable of
doing the same for more interferers and terminate in just a few iterations.
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B inaural hearing aid (HA) systems typically consist of two HAs, one at each
ear, where each HA is typically equipped with multiple microphones. Allowing

the HAs to collaborate, and combine their noisy microphone signals into a multi-
microphone noise reduction algorithm, e.g., [1, 2], is an efficient way to achieve
acoustic noise reduction. Unlike traditional monaural beamformers (BFs), e.g., [3,
4], which mainly focus on noise reduction, binaural BFs also aim to preserve the
binaural cues of the sources in the acoustic scene [1]. This can be achieved through
proper combination of the multi-microphone recordings of both HAs.

Many binaural BFs are based on the linearly constrained minimum variance
(LCMV) framework [5]. This is due to the elegant and simple way in which
constraints can be incorporated, as well as due to efficient adaptive implementa-
tions [4, 6]. The LCMV minimizes the output noise power under several linear
equality constraints. In the case of binaural beamforming, these are often used
to preserve the binaural cues of the present sources, while leaving the target sig-
nal undistorted at the two reference microphones. A different category of binaural
noise reduction methods is based on the multi-channel Wiener filter (MWF) frame-
work [7, 8]. The MWF-based methods [9–11] can achieve higher signal-to-noise-ratio
(SNR) gains, but unlike the LCMV, they typically distort the target signal.

The binaural minimum variance distortionless response (BMVDR) BF [2] uses
only two linear constraints to guarantee a distortionless response of the target at
the two reference microphones. This results in binaural-cue preservation of the
target source. Although this method achieves a relatively high binaural SNR gain,
the price to pay is that the binaural cues of all interferers become identical to the
binaural cues of the target after processing. The binaural LCMV (BLCMV) BF [12]
preserves the binaural cues of the target, as well as of multiple interferers. This is
achieved using two additional constraints per interferer. As a result, the degrees of
freedom are exhausted fast for a small number of microphones. In contrast, the joint
binaural LCMV (JBLCMV) BF [2, 13] achieves binaural-cue preservation using only
one constraint per interferer. Thus, the JBLCMV can preserve the binaural cues of
more interferers than the BLCMV [13].

Usually, the number of microphones per HA is relatively small, say, 2 or 3. As a
result, the BLCMV and even the JBLCMV, suffer from the fact that the degrees of
freedom are quickly exhausted with an increasing number of sources. This results
in poor SNR gains and a small number of sources for which the binaural cues can
be preserved. To overcome this problem, a relaxation of the JBLCMV method is
proposed in [14]. In the current paper we refer to this method as relaxed JBLCMV
(RJBLCMV). The equality constraints, used in the JBLCMV, which are meant to
preserve the binaural cues of the interferers, are now replaced with inequality con-
straints. As a result, the binaural cues of the interferers are approximately preserved.
The inequalities allow the RJBLCMV to use a larger number of constraints (and ap-
proximately preserve the binaural cues of more interferers) than other LCMV-based
methods with equality constraints only, or, alternatively, to use the same number
of constraints, but to trade-off binaural-cue accuracy against SNR gain.

An important limitation of all the aforementioned binaural BFs is that they
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require estimates of the acoustic transfer functions (ATFs) or relative ATFs (RATFs)
of the sources to form the constraints. This is rather impractical as estimation of
these ATFs/RATFs is very challenging, in particular in dynamic scenarios. In this
paper, we present a solution to this problem using fixed pre-determined RATFs,
independent of the acoustical scenario. As a result, no tracking nor estimation of
RATFs is needed. These pre-determined RATFs correspond to locations around the
head. Each pre-determined RATF covers a small area in which some interferers
might be present. As we use pre-determined RATFs instead of the true RATFs,
steering vector mismatches (SVMs) are expected, potentially leading to a reduced
preservation of the binaural cues. Increasing the number of pre-determined RATFs,
however, leads to a lower expected SVM. We investigate both the JBLCMV and
the RJBLCMV in the context of pre-determined RATFs, since these two methods
can preserve the binaural cues of more locations than the BLCMV [13, 14]. It
is to be expected that the RJBLCMV will be less sensitive to such SVMs as it,
typically, allows to include much more constraints due to the introduced relaxation
in binaural-cue preservation.

To guide the reader, in Section 4.1 the signal model and notation are presented.
In Section 4.2 the idea of using pre-determined RATFs is introduced. In Section 4.3
the JBLCMV method is reviewed in the context of the pre-determined RATFs. In
Section 4.4 we provide a useful decomposition of the JBLCMV spatial filter that
explains the SVM problem due to the usage of pre-determined RATFs. In the same
section, we also propose how to mitigate the SVM problem. In Section 4.5 the
RJBLCMV method is reviewed in the context of the pre-determined RATFs. In
Section 4.6, we evaluate the JBLCMV and RJBCMV using pre-determined RATFs.
Finally, the conclusion is provided in Section 4.7.

4.1. Signal Model & Notation
Without loss of generality, let us assume that each of the two HAs has M/2 micro-
phones, i.e., a total of M microphones. The processing is done in the discrete Fourier
transform domain on a frame-by-frame basis, independently for each frequency bin.
The noisy vector acquired from the M -microphone array for a single frequency bin
is given by

y = sa +
r∑

i=1
uibi + v ∈ CM×1, (4.1)

where r is the number of interferers, a and bi are the ATFs of the target and the i-th
interferer, s and ui are the target and the i-th interferer at the original locations,
respectively, and v represents the background noise vector. Note that the first M/2
elements and the last M/2 elements of all vectors in Eq. (4.1) correspond to the left
and right HAs, respectively. The first and last microphone of the M -microphone
array are considered as the left and right reference microphones for binaural beam-
forming. Thus, for convenience, the first and last element of all vectors of Eq. (4.1)
are indexed with subscript L and R, respectively, i.e., a = [αL, α2..., αM−1, αR]T
and bi = [bi,L, bi,2, ..., bi,M−1, bi,R]T , etc. Each ATF is typically associated with
a couple of RATFs. The RATFs of the target with respect to the left and right



4

86
4. Binaural Beamforming Using Pre-Determined Relative Acoustic

Transfer Functions

reference microphones are given by āL = a/aL and āR = a/aR, respectively, and
for the i-th interferer b̄iL = bi/bi,L and b̄iR = bi/bi,R.

Assuming that all sources in Eq. (4.1) are mutually uncorrelated, the cross power
spectral density matrix (CPSDM) of the noisy measurements, Py ∈ CM×M , is given
by

Py = E
[
yyH

]
= psaaH +

r∑
i=1

pui
bibH

i + Pv︸ ︷︷ ︸
P

, (4.2)

where E[·] denotes statistical expectation, P is the CPSDM of the total noise, ps

and pui
are the power spectral densities of the target and the i-th interferer signals,

respectively, and Pv = E[vvH ] is the CPSDM of the background noise.
The binaural BFs consists of two spatial filters wL, wR which are applied to

y, producing the outputs xL = wH
L y and xR = wH

R y at the left and right HAs,
respectively.

4.2. Pre-Determined RATFs in Binaural Beamform-
ing

In this section, we introduce the notion of using pre-determined RATFs in binau-
ral beamforming. Specifically, we use m couples of pre-determined RATFs, i.e.,
(q̄iL, q̄iR), i = 1, 2, · · · , m, where q̄iL = qi/qi,L and q̄iR = qi/qi,R are the pre-
determined RATFs with respect to the left and right reference microphones, respec-
tively, qi is the corresponding pre-determined ATF, and qi,L and qi,R are the first
and last elements of qi. Each pre-determined RATF couple, (q̄iL, q̄iR), corresponds
to a pre-selected location in space with polar coordinates (θi,φi, hi), where θi is the
azimuth, φi the elevation, and hi the distance from the center of the head. Note
that the pre-determined RATFs are acoustic scene independent, but user dependent.
Specifically, every user has its own set of anechoic head related transfer functions
(HRTFs) which are used as pre-determined RATFs.

Without loss of generality, we examine the scenario where the m pre-selected
locations are placed uniformly on the perimeter of a circle on the horizontal plane
with radius h centered at the center of the head as shown in Fig. 4.1. As a re-
sult, we consider all azimuths equally important for binaural-cue preservation. The
circle is selected to have a radius of h > 2d2/λmin m, where d is the distance be-
tween the two HAs and λmin = 2c/Fs, where c is the speed of sound and Fs is
the sampling frequency. This is because, at this distance, the far field assumption
is approximately met [15]. Consequently, the pre-determined RATFs are approxi-
mately distant invariant, i.e., there is no need to use more pre-determined RATFs
for greater distances. Here, we assume that all sources are in the far-field, i.e., their
distances are greater than h. A better approach, especially for nearby sources, is
to have pre-determined RATFs for different elevations as well. For now we restrict
ourselves to a single elevation.

If one of the m pre-determined RATF-couples a) matches with the actual RATF-
couple of an interferer, i.e., ∃j, i : (q̄jL, q̄jR) = (b̄iL, b̄iR), and b) is included in
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Figure 4.1: Example: m = 10, h = 3 m, ’x’ markers denote locations of pre-determined RATFs
around the head which is centered at the origin (0, 0).

the constraints of an LCMV-based BF, the binaural cues of the interferer will be
preserved. However, more interestingly (and more likely) is the case where there
are interferers in the acoustic scene whose RATF-couple does not match with one of
the pre-determined RATF-couples. This results in SVMs. Obviously, the expected
SVM decreases when m is increased. An objective measure for the binaural-cue
preservation of the i-th interferer after processing is the ITF error given by [14]

Ei =
∣∣∣ITFout

i − ITFin
i

∣∣∣ =

∣∣∣∣∣wH
L bi

wH
R bi

− bi,L

bi,R

∣∣∣∣∣ , i = 1, · · · , r. (4.3)

If Ei = 0, the binaural BF preserves exactly the binaural cues of the i-th interferer.
Since we use pre-determined RATFs, we also define the pre-determined ITF error
which is given as

Eq
i =

∣∣∣∣∣wH
L qi

wH
R qi
− qi,L

qi,R

∣∣∣∣∣=
∣∣∣∣∣wH

L q̄iR

wH
R q̄iR

−q̄iR,1

∣∣∣∣∣ , i=1, · · · , m. (4.4)

The binaural BF methods, discussed in the sequel, constrain the error
∑r

i=1 E
q
i . Ide-

ally,
∑r

i=1 Ei should be constrained as well. Constraining
∑r

i=1 Ei, by constraining∑r
i=1 E

q
i , depends on a) how close the sources are to the pre-determined RATFs or,

equivalently, it depends on how many pre-determined RATFs are used, and b) the
number of the available degrees of freedom for noise reduction (see Section 4.4).

4.3. JBLCMV
The joint binaural LCMV (JBLCMV) spatial filter [2, 13, 14] is obtained by the
following LCMV problem

ŵ = arg min
w∈C2M×1

wH
L PwL + wH

R PwR︸ ︷︷ ︸
wH P̃w

s.t. wHΛ = fH , (4.5)

where w = [wT
L wT

R]T ∈ C2M×1, Λ ∈ C2M×(2+m) is assumed full column rank,
P̃ = diag({P, P}) ∈ C2M×2M is a block diagonal matrix, and wHΛ = fH is a set
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of 2 + m linear equality constraints. The constraints aim at a) the preservation of
the target at the two reference microphones, which also implies that its binaural
cues are preserved, and b) the preservation of the binaural cues of m pre-selected
locations, as proposed in Section 4.2. The first goal is accomplished via two linear
constraints given by [

wH
L wH

R

] [āL 0
0 āR

]
= [1 1]. (4.6)

The second goal is accomplished by forcing the output ITF to be equal to the input
ITF for each of the m pre-selected locations. This is accomplished using m linear
constraints, i.e.,

wH
L q̄iL −wH

R q̄iR = 0, i = 1, · · · , m. (4.7)

Putting together all constraints we have[
wH

L wH
R

]
︸ ︷︷ ︸

wH

[
āL 0 q̄1L · · · q̄mL

0 āR −q̄1R · · · −q̄mR

]
︸ ︷︷ ︸

Λ∈C2M×2+m

=[1 1 0 · · · 0]︸ ︷︷ ︸
f H

. (4.8)

Note that the available degrees of freedom for noise reduction is 2M−m−2 and the
maximum number of constraints that can be used for binaural-cue preservation of
interferers/locations, while having at least one degree of freedom for noise reduction,
is 2M − 3. The problem in Eq. (4.5) has a closed-form solution given by [4]

ŵ = P̃−1Λ
(

ΛHP̃−1Λ
)−1

f . (4.9)

Note that the BMVDR BF [2] is also obtained from the optimization problem in
Eq. (4.5), but with m = 0, i.e., the constraints in Eq. (4.7) are not used. It can be
easily shown that the ITF error (see Eq. (4.3)) of the BMVDR is given by [14]

EBMVDR
i =

∣∣∣∣aL

aR
− biL

biR

∣∣∣∣ =
∣∣∣āR,1 − b̄iR,1

∣∣∣ , i=1, · · · , r, (4.10)

while the pre-determined ITF error (see Eq. (4.4)) is given by

Eq,BMVDR
i =

∣∣∣∣aL

aR
− qiL

qiR

∣∣∣∣ =
∣∣āR,1 − q̄iR,1

∣∣ , i=1, · · · , m. (4.11)

4.4. SVM Problem
In this section, we provide a useful decomposition of the JBLCMV spatial filter
that helps us to understand the SVM problem and how to handle it by using pre-
determined RATFs. It is easy to show that if Λ and f in Eq. (4.8) are substituted
into Eq. (4.9), the left and right spatial filters of the JBLCMV are given by

ŵL = ρL0wL0 + ρL1wL1 + · · ·+ ρLmwLm, (4.12)

ŵR = ρR0wR0 + ρR1wR1 + · · ·+ ρRmwRm, (4.13)
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where

wL0 = P−1āL

āH
L P−1āL

, wR0 = P−1āR

āH
R P−1āR

, (4.14)

wLi = P−1q̄iL

q̄H
iLP−1q̄iL

, wRi = P−1q̄iR

q̄H
iRP−1q̄iR

, (4.15)

and where ρLi, ρRi, i = 0, · · · , m are functions of several generalized inner products
of the form zHP−1g, where z, g are RATFs of the target or of the i-th pre-selected
location. Note that wL0 and wR0 are the left and right MVDR BFs, of the BMVDR
BF, preserving the target at the two reference microphones, while suppressing the
interferers. Moreover, wLi and wRi are the left and right minimum power distor-
tionless response (MPDR) BFs [5] preserving the possible interferers close to the
i-th pre-selected location at the two reference microphones while suppressing the
remaining interferers which are further away. Note that we used the term MPDR
for wLi and wRi, because we can think of (q̄iL, q̄iR) as an estimate of one or more
actual RATF-couples of interferers (which are possibly close to the i-th pre-selected
location) which are also present in the CPSDM P.

It is widely known that the MPDR BF is not robust to SVMs [5, 16, 17]. The
two MVDR BFs wL0 and wR0 are robust to SVMs, because the target is not present
in P [17]. However, wLi and wRi are most likely not robust to SVMs, because the
interferers are present in P, but some of the interferers might be far away from the
m pre-selected locations. Therefore, the probable SVMs will most likely result in
an uncontrolled amount of suppression of the r interferers from the non-robust BFs
wLi and wRi. This will probably result in binaural-cue distortions of the interferers.
Obviously, the expected SVM increase when the number of pre-determined RATFs
decreases. Moreover, in [17] it was shown that the sensitivity of the MPDR BF to
SVM increases when the maximum possible SNR (i.e., the SNR that can be achieved
with no SVM) of the MPDR BF increases. In other words, when the number of
degrees of freedom for noise reduction increases (i.e., 2M − m − 2 increases), the
SVM sensitivity, typically, increases.

4.5. RJBLCMV
The RJBLCMV [14] is a BF that relaxes some of the equality constraints and,
thus, can, typically, use more constraints, for binaural-cue preservation, than the
other LCMV-based methods. As a result, the RJBLCMV can preserve the binaural
cues of more sources/locations than JBLCMV. The constraints in Eq. (4.8) can
be partitioned as wH [Λ1 Λ2] =

[
fH
1 fH

2
]
, where wHΛ1 = fH

1 contains the two
constraints in Eq. (4.6) and wHΛ2 = fH

2 contains the pre-determined constraints in
Eq. (4.7). The RJBLCMV makes use of this separation by having strict constraints
with respect to the target, but inequality constraints on the m pre-selected locations,
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i.e.,

ŵ = argmin
w∈C2M×1

wHP̃w s.t. wHΛ1 = fH
1 ,∣∣∣∣∣wH

L qi

wH
R qi

− qi,L

qi,R

∣∣∣∣∣ ≤ cEq,BMVDR
i , i = 1, · · · , m, (4.16)

where Eq,BMVDR
i is given in Eq. (4.11), and 0 ≤ c ≤ 1 is a user-defined parame-

ter that controls the trade-off between binaural-cue accuracy and SNR gain. The
maximum and minimum allowable amount of relaxation are obtained for c = 1 and
c = 0, respectively. Having 0 ≤ c ≤ 1 allows to relax the amount of binaural-cue
preservation and trade this off with SNR gain, while guaranteeing that the amount
of ITF error for a certain pre-selected location is always a proportion c below the
BMVDR pre-determined ITF error. This does not necessarily imply that the ITF
errors of the interferers will be a proportion c below of the BMVDR ITF error (see
Eq. (4.3)). However, in Section 4.6, we experimentally show that for a large enough
number of pre-determined RATFs, m, the average ITF error of the interferers is
approximately a proportion c below of the BMVDR average ITF error.

The inequalities with the m pre-determined ATFs, qi, i = 1, · · · , m, can be writ-
ten in terms of pre-determined RATFs by multiplying both sides with |qi,R/qi,L| =
|q̄iL,M |, where q̄iL,M is the last element of q̄iL. Therefore, the problem in Eq. (4.16)
can be equivalently written as [14]

ŵ = argmin
w∈C2M×1

wHP̃w s.t. wHΛ1 = fH
1 ,

|wHΛ2,i| ≤ f2,i for i = 1, · · · , m, (4.17)

where Λ2,i is the i-th column of Λ2, f2,i = |cEq,BMVDR
i wH

R q̄iRq̄iL,M |. The problem
in Eq. (4.17) can be interpreted as a relaxed version of the JBLCMV. Note that
if c = 0 in Eq. (4.17), the JBLCMV is obtained. The problem in Eq. (4.17) is
non-convex and is approximately solved interatively as proposed in [14].

Unlike JBLCMV, the RJBLCMV is typically able to provide feasible solutions
for m > 2M − 2 [14], which makes it applicable for the approximate preservation
of binaural cues of more interferers/locations compared to the other strict equality
constraint LCMV-based methods. Moreover, for the same number of constraints,
the RJBLCMV can trade binaural-cue accuracy with improved SNR gain compared
to JBLCMV [14]. As noted before, the very small number of available microphones
in both HAs, limit the LCMV-based methods to preserve the binaural cues of only a
very small number of pre-selected locations and, thus, the expected SVM is expected
to be large. On the contrary, the RJBLCMV can typically approximately preserve
much more locations and as we will see in Section 4.6, the average ITF error is
smaller than with JBLCMV.

4.6. Experiments
The JBLCMV and RJBLCMV methods, using pre-determined RATFs, are evalu-
ated in terms of noise reduction and binaural-cue preservation and compared to the
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BMVDR. Noise reduction performance is measured with binaural SNR gain aver-
aged overal all frequencies and frames (as in [14]) and the binaural cue preservation
is measured with ITF error (see Eq. (4.3)) averaged over all frequencies and interfer-
ers as in [14]. In order to construct the microphone signals, and the pre-determined
RATFs, we used the anechoic HRTFs from the database in [18]. The number of mi-
crophones that we used is M = 6, i.e., three microphones at each HA. The sampling
frequency is 16 kHz, the frame length is 10 ms with an overlap of 50%, and the FFT
length is 512.

The target talker is approximately in the look direction (i.e., −5◦), with a dis-
tance of 0.8 m from the origin. We used its actual RATF (i.e., the ITF error of the
target is zero for all methods) to form the distortionless constraints for all meth-
ods. The m pre-determined RATFs were selected as described in Section 4.2 with
h = 3 m. We considered 8 simultaneously present speech shaped noise interferers
with the same power as the target signal at the point that originates. Each one
is randomly placed at one of the 72 possible angles of the HRTF database [18],
with equal probability. The distance of the interferers from the origin is 3 m. The
CPSDM P was computed using the true RATFs and estimated power spectral den-
sities of the present interferers using all available data. Therefore, we examine the
best possible performance of the competing methods, since no realistic estimation
errors of P are considered. The background noise was simulated as white Gaussian
noise with the same power at all microphones, with SNR = 50 dB with respect to the
target signal at the left reference microphone. The maximum number of iterations
for RJBLCMV were selected kmax = 10 as in [14].

Fig. 4.2 shows the average performance for 20 different random placements of
all interferers, where each random placement is accomplished as explained before.
The RJBLCMV is evaluated with m = 4, 8, 24 pre-determined RATFs, while the
JBLCMV with only m = 4, 8. This is because the JBLCMV can use up to 2M−3 = 9
pre-determined RATFs. It is clear that the JBLCMV has poor performance, because
it cannot use many constraints (i.e., many pre-determined RATFs) for M = 6, and
the exptected SVM is large. On the other hand, RJBLCMV can achieve significantly
better preservation of binaural cues even with just M = 6 microphones while still
having quite a reasonable SNR gain. This is because the RJBLCMV can use much
more constraints than the JBLCMV. As expected, the RJBLCMV with c = 0.5 has
a larger SNR gain and ITF error, than with c = 0.1. Moreover, for m = 24, the
RJBLCMV indeed achieves an average ITF error which is approximately c times
below of the BMVDR average ITF error. Finally, both JBLCMV and RJBLCMV
achieve a better binaural-cue preservation accuracy than the BMVDR for large
enough m, i.e., for m = 8, 24.

4.7. Conclusion
A novel idea is presented for binarual-cue preservation without the need to es-
timate the relative acoustic transfer functions (RATFs). It is proposed to use
pre-determined RATFs around the head of the hearing-aid user. The more pre-
determined RATFs are used, the smaller the expected steering vector mismatch of
the actual sources and the better the control of binaural-cue preservation. The
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Figure 4.2: Performance of RJBLCMV (using c = 0.1, 0.5, and m = 4, 8, 24), JBLCMV (using
m = 4, 8) and BMVDR (denoted with red dashed line) with respect to (a) average binaural SNR
gain, and (b) average ITF error.

pre-determined RATFs can be used in both the RJBLCMV and the LCMV-based
methods. However, it is shown that only the RJBLCMV is promising in this con-
text, because it can use much more constraints than the other LCMV-based BFs,
for a small number of microphones.
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B inaural beamforming (see e.g., [1] for an overview), also known as binaural spa-
tial filtering, plays an important role in binaural hearing-aid (HA) systems [2].

Binaural beamforming is typically described as an optimization problem, where the
objective is to i) minimize the output noise power, ii) preserve the target sound
source at the left and right HA reference microphone, and iii) preserve the binaural
cues of all sound sources after processing. The microphone array, which is typically
mounted on the HA devices, has only a few microphones and, thus, there is only lim-
ited freedom (i.e., a small feasibility set) to search for a good compromise between
the three aforementioned goals. Besides the challenge in finding a good trade-off
among all these goals, the complexity should remain as low as possible, due to the
limited computational power of the HA devices.

The binaural minimum variance distortionless response (BMVDR) beamformer
(BF) [1] provides the maximum possible noise suppression among all binaural target-
distortionless BFs [3]. Unfortunately, the BMVDR severely distorts the binaural-
cues of the residual noise at the output of the filter. Specifically, the residual noise
inherits the interaural transfer function of the target and, hence, sounds as origi-
nating from the target’s direction [1]. The lack of spatial separation between the
target and the noise after processing, may not only provide an unnatural impres-
sion to the user, but may also negatively effect the intelligiblity [4]. In [5, 6], the
BMVDR was compared with an oracle-based (i.e., non-practically implementable)
method in several noise fields (diffuse [5] and diffuse plus directional [6]). The oracle-
based method has the same noise suppression as the BMVDR, but does not cause
any binaural-cue distortions of the acoustic scene. The spatially correct oracle-
based method achieved an improvement of about 3 dB in the 50% speech reception
threshold (SRT) over the BMVDR. Therefore, there are several reasons to seek for
methods that simultaneously provide the maximum possible noise suppression and
binaural-cue preservation of all sources in the acoustic scene.

Several modifications of the BMVDR BF have been proposed, which can be
roughly categorized into two groups. The first group consists of BFs that add
or maintain a portion of the unprocessed scene at the output of the filter (see
e.g., [5, 7–10]). An interesting approach, which is referred to as BMVDR-η [10],
adds a portion of the unprocessed scene to the output of the BMVDR BF such
that the binaural cues of the noise will be preserved in a certain extent. The sec-
ond group consists of BFs, whose optimization problems have the same objective
function as the BMVDR, but introduce extra equality [3, 11, 12] or inequality [13]
constraints in order to preserve the binaural cues of the interferers after processing.
These constraints are functions of either i) the (relative) acoustic transfer functions
(R)(ATFs) of the interferers which can be estimated (see e.g., [14] for an overview),
or ii) pre-determined anechoic (R)ATFs forming a grid around the head of the user
as proposed in [15]. Moreover, these additional constraints in the optimization prob-
lem results in less degrees of freedom for noise reduction. With equality constraints,
closed-form solutions may be derived, but the degrees of freedom can be easily
exhausted when multiple interferers exist in the acoustic scene, resulting in poor
noise reduction. On the other hand, inequality constraints provide more flexibility
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and can approximately preserve the binaural cues of, typically, many more acoustic
sources, or for the same number of acoustic sources provide a larger amount of noise
reduction [13]. Unfortunately, closed-form solutions do not exist for the inequality-
constrained binaural BFs and, thus, iterative methods with a larger complexity are
used instead.

Recently, the relaxed binaural beamforming (RBB) optimization problem was
proposed, which uses inequality constraints to preserve the binaural cues of the
interfering sources [13]. The inequality constraints in the RBB are not convex,
resulting in a non-convex optimization problem. In [13], a suboptimal successive
convex optimization (SCO) method was proposed to approximately solve the RBB
problem. In most cases, the SCO method needs to solve more than one convex
optimization problem, per frequency bin, in order to converge. Convergence is
achieved when all constraints of the RBB problem are satisfied. As a result, the
SCO method guarantees an upper-bounded binaural-cue distortion of the interferers
(as expressed by the interaural transfer function error), where the upper bound is
controlled by the user.

Unfortunately, the SCO method is computationally very demanding due to its
need to solve multiple convex optimization problems, per frequency bin, in order to
converge. In this paper, we propose a semi-definite convex relaxation (SDCR) of
the RBB optimization problem, which is significantly faster than the SCO method.
This is because, the SDCR method requires to solve only one convex optimization
problem per frequency bin. The main drawback of the SDCR method is that it
does not guarantee user-controlled upper-bounded binaural-cue distortions as the
SCO method. We solve this issue by combining the SDCR and SCO methods into a
suboptimal hybrid method. The hybrid method guarantees user-controlled upper-
bounded binaural-cue distortions, and still has a significantly lower computational
complexity than the SCO method. Simulation experiments combined with listening
tests show that both proposed methods, in most cases, provide a better trade-
off between predicted intelligibility and binaural-cue preservation than the SCO
method.

5.1. Signal Model and Notation
We assume that there is one target point-source signal, r point-source interferers,
background noise, and two HAs with M microphones in total. The processing
is accomplished per time-frequency bin independently. Neglecting time-frequency
indices for brevity, the acquired M -element noisy vector in the DFT domain, for a
single time-frequency bin, is given by

y = sa︸︷︷︸
x

+
r∑

i=1
vibi + u︸ ︷︷ ︸

n

∈ CM×1, (5.1)

where s and vi are the target and i-th interferer signals at the original locations;
a and bi the early acoustic transfer function (ATF) vectors of the target and i-th
interferer, respectively; u the background noise, and n the total additive noise. The
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background noise is due to the diffuse late reverberation from all point sources and
the microphone-self noise. Assuming statistical independence between all sources,
the noisy cross-power spectral density matrix (CPSDM) is given by

Py = E[yyH ] = Px + Pn ∈ CM×M , (5.2)

with Px = E[xxH ] = psaaH and Pn = E[nnH ] the target and noise CPSDMs,
respectively, and ps = E[|s|2] the power spectral density of the target signal.

5.2. Binaural Beamforming Preliminaries
Binaural BFs consist of two spatial filters, wL, wR ∈ CM×1, which are both applied
to the noisy measurements producing two different outputs given by

[
x̂L

x̂R

]
=
[

wH
L y

wH
R y

]
, (5.3)

where x̂L, x̂R are played back by the loudspeakers of the left and right HAs, respec-
tively. Note that the subscripts L and R are also used to refer to the two elements
of the vectors in (5.1) associated with the left and right reference microphones of
the binaural BF. Here, we select the first and the M -th microphones as reference
microphones and, thus, yL = y1 and yR = yM . The same applies to all vectors in
(5.1).

All BFs considered in this paper are target-distortionless. Their goal is not
only noise supression, but also preservation of the binaural cues of all sources in
the acoustic scene. In this paper, we mainly focus on preserving, after processing,
the perceived direction of all point sources. Therefore, in the following, we mean
directional binaural cues when we use the term binaural cues. A simple way of
measuring the binaural cues of a source is via the interaural transfer function (ITF),
which is a function of the ATF vector of the source [16]. The ITF of the i-th interferer
before and after applying the spatial filter is given by [16]

ITFin
i = biL

biR
, ITFout

i = wH
L bi

wH
R bi

. (5.4)

The input and output ITF of the target is expressed similarly. Ideally, to preserve
the binaural cues of the point sources, a binaural BF will produce the same ITF
output as the input for all point sources. In practice, this is very difficult to achieve,
when the number of interferers, r, is large and the number of microphones, M , is
small [13]. As a result, most BFs will introduce some distortion to the ITF output,
resulting in a non-zero ITF error given by [13]

ITFe
i =

∣∣∣ITFout
i − ITFin

i

∣∣∣ =

∣∣∣∣∣wH
L bi

wH
R bi

− biL

biR

∣∣∣∣∣ ≥ 0. (5.5)
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5.2.1. BMVDR Beamforming
The BMVDR BF [1] achieves the maximum possible noise suppression among all
binaural BFs and is obtained from the following simple optimization problem [1, 3]:

ŵL, ŵR = arg min
wL,wR

[
wH

L wH
R

]
P̃
[
wL

wR

]
s.t. wH

L a = aL wH
R a = aR, (5.6)

where
P̃ =

[
Pn 0
0 Pn

]
. (5.7)

The optimization problem in (5.6) provides closed-form solutions to the left and
right spatial filters given by [1, 3]

ŵL = P−1
n aa∗

L

aHP−1
n a

, ŵR = P−1
n aa∗

R

aHP−1
n a

. (5.8)

It can easily be shown, that the output ITF of the i-th interferer of the BMVDR
spatial filter is given by [3, 13]

ITFout
i = aL

aR
, (5.9)

which is the ITF input of the target. Therefore, all interferers sound as coming from
the target direction after applying the BMVDR spatial filter. The BMVDR ITF
error of the i-th interferer is given by [13]

ITFe,BMVDR
i =

∣∣∣∣aL

aR
− biL

biR

∣∣∣∣ . (5.10)

5.2.2. Relaxed Binaural Beamforming
The relaxed binaural beamforming (RBB) optimization problem, introduced in [13],
uses additional inequality constraints (compared to the BMVDR problem) to pre-
serve the interferers’ binaural cues. The RBB problem is given by [13]

ŵL, ŵR = arg min
wL,wR

[
wH

L wH
R

]
P̃
[
wL

wR

]
s.t. wH

L a = aL wH
R a = aR,∣∣∣∣∣wH

L bi

wH
R bi

− biL

biR

∣∣∣∣∣ ≤ Ei, i = 1, · · · , m ≤ r, (5.11)

where
Ei = ciITFe,BMVDR

i , 0 ≤ ci ≤ 1.

Note that Ei is ci times the ITF error of the i-th interferer of the BMVDR BF [13].
Recall that the BMVDR causes full collapse of the binuaral cues of the interferers
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towards the binaural cues of the target. Therefore, the inequality constraints in
(5.11) control the percentage of collapse. A small ci implies good preservation of
binaural cues of the i-th interferer, but a smaller feasibility set and, thus, less noise
reduction. On the other hand, a large ci implies worse binaural-cue preservation,
but more noise reduction.

It is clear from the above that the additional inequality constraints of the RBB
problem require the knowledge of the (R)ATF vectors of the interferers. In prac-
tice, interferers’ (R)ATF vectors are unknown and estimation is required. Several
methods for estimating RATF vectors exist (see e.g., [14] for an overview). An
alternative approach is to use pre-determined ancechoic (R)ATF vectors of fixed
azimuths around the head of the user, as proposed in [15]. These pre-determined
(R)ATF vectors are acoustic scene independent and need to be obtained once for
each user. This is useful when the (R)ATF vectors of the interferers are difficult to
estimate, because e.g., the locations of the interferers relative to the head of the user
are non-static. It is worth noting that by using pre-determined (R)ATF vectors, a
larger number of inequality constraints, m > r, is typically used in (5.11). This is
because we do not know where the interferers are located and we would like to cover
the entire space around the head of the user.

If ci > 0, i = 1, · · · , m, the inequality constraints of the optimization problem in
(5.11) are non-convex. As a result, the optimization problem in (5.11) is non-convex.
In [13], a suboptimal successive convex optimization (SCO) method [13], described
in Sec. 5.2.3, was proposed to approximately solve the RBB problem.

5.2.3. Successive Convex Optimization method
The successive convex optimization (SCO) method [13] approximately solves the
RBB problem by solving multiple second-order cone program (SOCP) convex op-
timization problems per frequency bin. The SCO method converges, when all con-
straints of the RBB problem in (5.11) are satisfied. It has been shown that the SCO
method always converges to a solution satisfying the constraints of the RBB prob-
lem if m ≤ 2M − 3. This means that if the (R)ATF vectors of the interferers have
been estimated accurately enough, the SCO method will guarantee user-controlled
upper-bounded ITF error of the interferers [13]. For m > 2M − 3, no guarantees
exist for convergence. In case the method does not converge, it stops after solving
a pre-defined maximum number of convex optimization problems, kmax. Neverthe-
less, for a reasonable number of inequality constraints, m, it has been experimentally
shown that the SCO method always converges [13, 15]. It has been experimentally
shown in [13], that for larger ci values, the SCO method converges to solutions
further away from the boundary of the inequality constraints of the RBB problem.
This results in a better binaural-cue preservation and less noise reduction compared
to the expected trade-off set by the user through the parameters ci, i = 1, · · · , m.

5.3. Proposed Convex Approximation Method
The proposed method is a semi-definite convex relaxation (SDCR) of the optimiza-
tion problem in (5.11). First, we review two important properties that will be useful
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for understanding the proposed optimization problem.

Property 1. Any quadratic expression can be expressed as [17]

qHZq = tr
(

qHZq
)

= tr
(

qqHZ
)

. (5.12)

Property 2. We have the following equivalence relation [18]

Z =
[

A B
BH C

]
� 0⇔

A � 0,
(

I−AA†
)

B = 0, S1 � 0, (5.13)

C � 0,
(

I−CC†
)

BH = 0, S2 � 0, (5.14)

with S1 =C−BHA†B the generalized Schur complement of A in Z, S2 =A−BC†BH

the generalized Schur complement of C in Z, and A† is the pseudo-inverse of A [19].

Before, we present the proposed convex optimization problem, we first introduce
an equivalent optimization problem to the problem in (5.11). That is,

ŵL, ŵR = arg min
wL,wR

[
wH

L wH
R

]
P̃
[
wL

wR

]
s.t. wH

L a = aL wH
R a = aR,∣∣∣∣∣wH

L bi

wH
R bi

− biL

biR

∣∣∣∣∣
2

≤ E2
i , i = 1, · · · , m ≤ r. (5.15)

By reformulating the inequality in (5.15), we obtain an equivalent quadratic con-
straint given by ∣∣∣∣∣wH

L bi

wH
R bi

− biL

biR

∣∣∣∣∣
2

≤ E2
i ⇒

[
wH

L wH
R

]
︸ ︷︷ ︸

wH

[
A B

BH C

]
︸ ︷︷ ︸

Mi

[
wL

wR

]
︸ ︷︷ ︸

w

≤ 0, (5.16)

where A = |biR|2bibH
i , B = −b∗

iLbiRbibH
i , C =

(
|biL|2 − |biR|2E2

i

)
bibH

i . There-
fore, the optimization problem in (5.15) can be re-written as

ŵ = arg min
w

wHP̃w

s.t. wH

[
a 0
0 a

]
=
[
aL aR

]
,

wHMiw ≤ 0, i = 1, · · · , m. (5.17)
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The matrix Mi is not positive semi-definite and, therefore, the quadratic inequality
constraint is not convex and, hence, the optimization problem in (5.17) is not convex.
The proof of non positive semi-definiteness of Mi uses Property 2. Specifically, note
that A � 0, but S1 = −|biR|2E2

i bibH
i � 0, because bibH

i � 0 and −|biR|2E2
i ≤ 0

and, therefore, Mi is not positive semi-definite.
The optimization problem in (5.17) is a non-convex quadratic-constrained quadratic

program (QCQP) [18, 20]. Following the methodology described in [20], we use
Property 1 to re-write the optimization problem in (5.17) into the following equiv-
alent formulation:

ŵ, Ŵ = arg min
w,W

tr
(

WP̃
)

s.t. wH

[
a 0
0 a

]
=
[
aL aR

]
,

tr (WMi) ≤ 0, i = 1, · · · , m,

W = wwH . (5.18)

The optimization problem in (5.18) is still not convex, but it has two differences
with the problem in (5.17). The trace inequality is convex, but the new equal-
ity constraint, W = wwH is not convex. Following [20], we apply the SDCR to
the non-convex equality constraint of the problem in (5.18) and obtain the convex
optimization problem given by

ŵ, Ŵ = arg min
w,W

tr
(

WP̃
)

s.t. wH

[
a 0
0 a

]
=
[
aL aR

]
,

tr (WMi) ≤ 0, i = 1, · · · , m.

W � wwH . (5.19)

Using Property 2, the inequality constraint W � wwH can be re-written as a linear
matrix inequality, and the optimization problem in (5.19) can be re-written into a
standard-form semi-definite program (SDP) [20]. That is,

ŵ, Ŵ = arg min
w,W

tr
(

WP̃
)

s.t. wH

[
a 0
0 a

]
=
[
aL aR

]
,

tr (WMi) ≤ 0, i = 1, · · · , m.[
W w
wH 1

]
� 0. (5.20)

This is a convex problem, which can be solved efficiently [20]. If the solutions are
on the boundary, i.e., Ŵ = ŵŵH , the minimizer, ŵ, of the problem in (5.20) is
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also the minimizer of the non-convex RBB problem. This means, that in the case of
Ŵ = ŵŵH , the proposed problem in (5.20) is optimal and obtain solutions which
satisfy the inequalities in Eqs. (5.17), (5.15) (5.11). Otherwise, if Ŵ � ŵŵH , the
solution of the problem in (5.20) may or may not satisfy the inequalities of the RBB,
which means that we lose the guarantee for user-controlled upper-bounded ITF
error when the (R)ATF vectors of the interferers have been estimated accurately
enough. In practice, Ŵ = ŵŵH never occurred in our experiments and, thus,
the two problems do not produce exactly the same solutions. However, we will
experimentally show in Sec. 5.4 that the SDCR method always stays relatively close
to the boundary of the inequality constraints of the RBB problem implying that it
is a good approximation of the RBB problem.

Finally, the main advantage of the new proposed SDCR method is that it re-
duces significantly the computational complexity compared to the SCO method.
Although SOCP problems (which are solved in the SCO method) are less compu-
tational complex than SDP [21], we will experimentally show in Sec. 5.4 that the
proposed SDCR method is much less computational complex since a single convex
problem is solved compared to the many more convex problems that must be solved
in the SCO method per frequency bin.

5.3.1. Proposed Hybrid Method
In this section, we propose a hybrid method, which is a combination of the SDCR
and the SCO methods. If the (R)ATF vectors of the interferers are estimated
accurately enough, the hybrid method guarantees user-controlled upper-bounded
binaural-cue distortions of the interferers as the SCO method. The proposed hybrid
method is significantly faster than the SCO method and slightly slower than the
SDCR method. We will experimentally show in Sec. 5.4, that the hybrid proposed
method achieves solutions closer to the boundary of the inequality constraints of
the RBB problem compared to the SCO method.

For a particular frequency bin, the hybrid method first solves the SDCR problem
and then checks if there is a feasible solution which satisfies the inequality constraints
of (5.11). If all of them are satisfied, the SDCR method will be used to approximately
solve the RBB problem. Otherwise the SCO method is used to approximately solve
the RBB problem in this frequency bin. Note that the SCO method always obtains
a feasible solution for m ≤ 2M − 3 (see Sec. 5.2.3) and, thus, the same holds for
the hybrid method. In such a way, the hybrid method will always have a feasible
solution (for m ≤ 2M−3) which satisfies the constraints of the RBB problem, while
at the same time reducing the overall computational complexity significantly. In
order to avoid switching to the SCO method for just negligibly larger ITF errors
than the user-controlled upper bounds Ei, we use the following switching criterion:

∣∣∣∣∣wH
L bi

wH
R bi

− biL

biR

∣∣∣∣∣ ≤ Ẽi, i = 1, · · · , m, (5.21)
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Algorithm 2: Hybrid scheme
ŵ1 ← SDCR Problem in Eq. (5.20)
if ŵ1 satisfies Eq. (5.21) then

return ŵ1
else

ŵ2 ← SCO method [13]
return ŵ2

end if

where Ẽi is a slightly increased upper bound and is given by

Ẽi = (ci + ε)
∣∣∣∣aL

aR
− biL

biR

∣∣∣∣ , i = 1, · · · , m, (5.22)

where ε is very small, e.g., 0 < ε < 0.1. This modification avoids possible switching
to the SCO method for negligibly larger ITF errors than the Ei. The hybrid method
is summarized in Algorithm 1.

5.4. Experiments
We conducted three sets of experiments. The first set (referred to as Experiment
1 ) examines the theoretical performance differences between the SCO method [13]
(with kmax = 50), the proposed SDCR method, and the proposed hybrid method
(with ε = 0.05) when the true early RATF vectors of the target and interferers are
used. The second more practical set of experiments (referred to as Experiment 2 )
examines the performance of the same methods, when estimated early RATFs are
used. The third practical set of experiments (referred to as Experiment 3 ) examines
the performance of the same methods, when the pre-determined anechoic RATFs
are used for preserving the binaural cues of the interferers (as proposed in [15])
and an estimated early RATF vector is used for preserving the binaural cues of
the target. We also included in all three sets of experiments the reference methods
BMVDR [1] and the BMVDR-η [5, 10]. The BMVDR-η depends on the parameter
η (0 ≤ η ≤ 1) which controls the trade-off between noise reduction and binaural-cue
preservation. Unlike the proposed methods in which a large c increases both the
noise reduction performance and binaural-cue distortions, in the BMVDR-η, a large
η decreases both the noise reduction performance and binaural-cue distortions.

5.4.1. Acoustic Scene Setup
The acoustic scene, considered in our experiments, was a reverberant office envi-
ronment which consisted of one target female talker in the look direction (i.e., 0◦),
and 4 interferers, where each had the same average power at its original location,
as the target signal at the original location. The first interferer was a male talker
on the right-hand side of the HA user with azimuth of 80◦; the second interferer
was a music signal on the right-hand side of the HA user with azimuth of 50◦; the
third interferer was a vacuum cleaner on the left-hand side of the HA user with
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Figure 5.1: Experiment 1: Noise reduction and intelligiblity prediction performances.

azimuth −35◦; and the fourth interferer was a high-frequency ringing mobile phone
on the left-hand side with azimuth −70◦. The microphone self-noise was set to have
a 40 dB SNR at the left reference microphone, and it had the same power in all
microphones.

5.4.2. Hearing-Aid Setup and Processing
The total number of microphones was M = 4; two at each HA. The sampling
frequency was 16 kHz. We used the overlap-and-add processing method [22] for
analyzing and synthesizing our signals. The analysis and synthesis windows were
square-root Hanning windows and the overlap was 50%. The frame-length was
10 ms, i.e., 160 samples, and the FFT size was 256. The microphone signals were
created using the head impulse responses (with a length of 458 ms) from the re-
verberant office environment from the database in [23]. Note that the true early
RATF vectors were based on the first 10 ms of the impulse responses. The late
reverberation was generated from the convolution of the late (after 10 ms) part of
the impulse responses and the corresponding source signals.

In Experiments 2 and 3, the early RATF vector of a point source was estimated
using a time-segment of 5 s in which only this point source signal (including its late
reverberation) and the microphone-self noise was active. Specifically, we estimated
the CPSDM and its eigenvalue decomposition and then we assigned to the early
RATF vector the most significant (corresponding to the largest eigenvalue) relative
eigenvector of the estimated CPSDM. The noise CPSDM was estimated using 5
seconds of a noise-only segment, where all interferers were active, but the target
source was inactive.

We used the CVX toolbox [24] to solve the convex optimization problems as-
sociated with the SCO, SDCR and hybrid methods. The CVX toolbox uses an
interior point method to solve the convex optimization problems [18]. We also used
a common c value for all interferers in the inequality constraints, i.e., ci = c,∀i.
The spatial filters of all methods were estimated only once using the same esti-
mated noise CPSDM and, thus, they were time invariant. In the Experiment 3,
for the pre-determined RATF vectors, we used the RATF vectors corresponding
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to 24 pre-determined anechoic head impulse responses from the database in [23].
The pre-determined RATF vectors were associated with azimuths uniformly spaced
around the head with a resolution of 360/24 = 15◦, starting from −90◦. The pre-
determined RATF vector at 0◦ was omitted from the constraints, because it was
in the same direction as the RATF vector of the target. Note that the true RATF
vectors of all interferers had an azimuth mismatch with the pre-determined RATF
vectors’ azimuths.

5.4.3. Evaluation Methodology
We measured the noise-reduction performance in terms of the segmental signal-
to-noise-ratio (SSNR) only in target-presence time-regions. Let X̂L(t) and YL(t)
denote the t-th time-frame of the estimated target and noisy signals, respectively, at
the left reference microphone at the time domain, and N the set of the time-frames
where the target is present. The SSNR at the left reference microphone is given by

SSNRL = 10log10
1
|N |

∑
t∈N

||X̂L(t)||22
||ŶL(t)− X̂L(t)||22

dB. (5.23)

We also predicted intelligibility using the STOI measure [25].
We measured binaural-cue distortions with instrumental measures and a listen-

ing test. The instrumental measures were the average ITF error, interaural level
difference (ILD) error and interaural phase difference (IPD) error per point source.
These averages were calculated only over frequency (ommiting frequency bins with
almost zero power), since we had fixed BFs over time. For the IPD error, we aver-
aged only the frequency bins in the range of 0 − 1.5 kHz, while for the ILD error,
we averaged only the frequency bins in the range of 3− 8 kHz. This is because the
ILDs are perceptually more important for localization above 3 kHz, while the IPDs
are perceptually more important for localization below 1.5 kHz [26]. We used the
expressions from [16] to compute the ILD and IPD errors for a single frequency bin.

The listening test was supplamentary to the Experiment 3 and is performed using
the methodology described in [6]. Ten self-reported normal-hearing subjects partici-
pated (excluding the authors) and their age range was 26-37 years. They were asked
to determine the azimuths of all point-sources in the acoustic scene when listening
to signals processed by the compared methods as well as the unprocessed scene.
The tested c values were 0.3 and 0.7 for the SCO, SDCR and hybrid methods. In
addition to listening to the noisy and processed signals, the subjects also listened to
the clean unprocessed point sources in isolation, in order to determine the reference
azimuthms of the point sources. The localization errors were calculated with respect
to the reference (and not the true) azimuths as in [6]. This is because we used only
one set of head impulse responses from [23] to construct the binaural signals, which
means that every subject will have a different reference azimuth. In this way, a
significant estimation bias was removed. Two repetitions of the listening test were
conducted. The reference azimuth of each source and every subject was computed
as the average between the two repetitions, and the error was computed with re-
spect to this averaged reference azimuth. The localization errors of the sources were
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Figure 5.2: Experiment 1: Binaural-cue distortions (averaged over frequency) of interferers.

averaged over subjects and repetitions. A two-way analysis of variance (ANOVA)
test [27] was performed which involves the processing method and the point source
as the two factors. The ANOVA test determines i) if there are at least two of the
localization error mean values significantly different for the processing method fac-
tor, ii) if there are at least two of the localization error mean values significantly
different for the point source factor, iii) if there is an interaction between the two
factors. Finally, multiple pairwise comparisons were undertaken through the t-test
with the Bonferroni correction [27] in order determine which specific methods re-
sulted in significantly different localization error mean values. We also measured
the complexity of the compared methods in terms of the average number of convex
optimization problems and average execution time per-frequency bin. Note that the
BFs are fixed over time and, therefore, we do not measure varying complexity over
time.

5.4.4. Experiment 1: Results with True Early RATF Vec-
tors

In this section, the compared methods use the true early RATF vectors of the
sources in the constraints. Fig. 5.1 depicts the noise reduction performance and in-
telligibility prediction of the unprocessed scene, the SCO, SDCR, hybrid, BMVDR,
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and BMVDR-η methods at both reference microphones. The performance of SCO,
SDCR and hybrid methods is measured for c values ranging from 0.1 to 0.9 with a
step-size of 0.1. The performance of the BMVDR-η method is measured for η values
ranging from 0.1 to 0.9 with a step-size of 0.1. In all figures, for illustration purposes,
the η and c values are related as c = 1 − η. As expected, as c increases (and η de-
creases), the noise reduction and predicted intelligibility increase. As expected the
BMVDR has the best noise reduction performance and predicted intelligibility. All
methods based on the RBB problem achieve similar performances for the left refer-
ence microphone, while for the right reference microphone the SCO method achieves
the worst noise reduction performance among all, especially for c ≥ 0.5. Note that
the SDCR method has almost identical performance as the hybrid method. This
is because, in this example the hybrid method switched to the SCO method only a
few times. Finally, the BMVDR-η method has a comparable predicted intelligibility
with the proposed methods only for small η values.

Fig. 5.2 shows the binaural-cue distortions of the compared methods per inter-
fering source. The binaural-cue distortions of the target source are always zero in
Experiment 1. As expected, as c increases (and η decreases), the binaural-cue distor-
tions increase. For the ITF errors, we also display the c times the average ITF error
of the BMVDR (which is labeled as av. Ei) in order to visualize the closeness of the
estimated spatial filters at the boundary of the inequality constraints of the RBB
problem. It is clear that both SDCR and hybrid methods are closer to the boundary
compared to the SCO method for the same c value. Moreover, the hybrid method
is for all c values (on average) below the boundary, even if we used the extended
switch criterion in (5.21). On the other hand, the ITF error of the SDCR method
sometimes (see ringing mobile phone) is slightly above the boundary. As explained
in Sec. 5.3, this is because the SDCR method does not guarantee a user-controlled
upper-bounded ITF error as the SCO or the hybrid methods do. Notably, the SCO
method for large c values (e.g., c ≥ 0.6), is not close to the boundary, while the
SDCR and hybrid methods are closer to the boundary. Thus, the SDCR and hybrid
methods achieve more expected binaural-cue distortions according to the trade-off
parameter set by the user compared to the SCO method. Note also that the IPD
error for the ringing mobile phone was not computed because it has almost zero
power below 1.5 kHz.

Fig. 5.3 shows the computational complexity of the compared methods in terms
of average number of convex optimization problems required to solve for convergence
and average cpu time in seconds per frequency bin. The SDCR method requires to
solve much less convex problems than the SCO method (especially at larger c values)
and slightly less compared to the hybrid method. The hybrid method requires to
solve much less convex problems than the SCO method. The fastest method among
all is obviously the BMVDR-η method because it has a closed-form solution while
all the other methods are iterative.

We can conclude from the above that, in most cases, both proposed methods are
more optimal than the SCO method. Specifically, both proposed methods provide
solutions that are closer to the expected solutions of the original RBB problem, since
both proposed methods are closer to the boundary. This means that both meth-
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Figure 5.3: Experiment 1: Computational complexity measured as the average number of solved
convex optimization problems and average computation time (seconds) per frequency bin.
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Figure 5.4: Experiment 2: Noise reduction and intelligiblity prediction performances.

ods provide a more user-controlled trade-off between noise reduction and binaural-
cue preservation than the SCO method, especially in large c values. Finally both
proposed methods are significantly less computationally demanding than the SCO
method.

5.4.5. Experiment 2: Results with Estimated early RATF
Vectors

In this section, the compared methods use estimated RATF vectors. Fig. 5.4 shows
the noise reduction performance and intelligibility prediction of the compared meth-
ods which is very similar to the one in Fig. 5.1. Fig. 5.5 shows the binaural-cue
distortions of the compared methods per point source (including the target source).
As expected, here we have ITF errors which are sometimes above Ei, because of the
estimation errors in the RATF vectors. The computational complexity performance
is omitted because is very similar to Fig. 5.3. Finally, the BMVDR-η method has a
similar performance as with Experiment 1, since the only thing that has changed is
the estimation error in the target RATF vector.
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Figure 5.5: Experiment 2: Binaural-cue distortions (averaged over frequency) of point sources.
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Figure 5.6: Experiment 3: Noise reduction and intelligiblity prediction performances.

5.4.6. Experiment 3: Results with Pre-Determined RATF
Vectors

In this section, the SCO, SDCR and hybrid methods use the pre-determined RATF
vectors for the interferers’ binaural-cue preservation and an estimated early RATF
vector for the target. Fig. 5.6 shows the noise reduction performance and intelligibil-
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Figure 5.7: Experiment 3: Binaural-cue distortions (averaged over frequency) of point sources.

ity prediction of the compared methods. Here the gap in performance (for the same
c value) between the proposed methods and the SCO method is bigger compared to
the case where the true RATF vectors were used. The proposed methods (especially
the SDCR method) significantly improved both noise reduction and predicted intel-
ligibility at both reference microphones for the same c value compared to the SCO
method. The reason why the performance gap between the SDCR method and the
hybrid method is increased compared to Experiment 1 is because the hybrid method
switched many more times to the SCO method (see Algorithm 1) in Experiment 3.
In conclusion, for the same c value, both proposed methods achieved in most cases a
better noise reduction and predicted intelligibility than the SCO method, especially
for larger c values. The BMVDR-η method has the same performance as with the
Experiment 2 and now has a comparable intelligibility improvement for all η values
compared to the proposed methods.

Fig. 5.7 shows the binaural-cue distortions of the compared methods per point
source (including the target source). As expected, when pre-determined RATF
vectors are used, all methods do not guarantee a user-controlled upper-bounded ITF
error of the interferers which will be c times the BMVDR ITF error. Therefore, all
methods, in many occasions (see vacuum cleaner and ringing mobile phone), result in
a larger ITF error than the average Ei. The SCO method has the lowest binaural-cue
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Figure 5.8: Experiment 3: Computational complexity measured as the average number of solved
convex optimization problems and average computation time (seconds) per frequency bin.

distortions compared to the proposed methods because it is further away from the
boundary of the inequality constraints of the RBB problem. Nevertheless, we will
see later on in the listening test that the compared methods do not have significantly
different binaural-cue distortions for the same c value.

In Fig. 5.8, we show the computational complexities of the compared methods.
The results are similar to the results in Fig. 5.3 with the only difference that now
the hybrid method does not achieve significant computational savings over the SCO
method as with Experiment 1. However, the usage of the hybrid method using
pre-determined RATF vectors is not critical, since no method can guarantee user-
controlled upper-bounded ITF error of the interferers, unless the number of pre-
determined RATF vectors is huge. However, this is not practical as it may result in
non-feasible solutions or the noise reduction will be negligible.

Fig. 5.9 shows the results of the subjective localization test of Experiment 3. The
examined values for the SCO, SDCR and hybrid methods are c = 0.3, 0.7, while
for BMVDR-η we choose η = 0.8. A similar behavior as with the instrumental
binaural-cue distortion measures is observed here. For a large c value we have in
most cases a larger localization error. Moreover, as expected the BMVDR method
has the largest localization error. Finally, the BMVDR-η method for η = 0.8 has a
similar performance with the RBB-based methods for c = 0.3. Note that among all
interferers the mobile ringing phone was the most difficult to localize for c = 0.7.
Several users also reported difficulty in localizing the ringing phone after completing
the test. We believe that this is because of the high frequency content of the ringing
tone of the mobile phone and only the ILDs might have been used for localization.

Table 5.1 shows the results of the ANOVA test. We can conclude from the results
that i) at least two of the mean values of the factor point source are significantly
different, ii) at least two of the mean values of the factor processing method are sig-
nificantly different and iii) there is a significant interaction between the two factors.
Since there is a significant interaction between the two factors we have undertaken
comparisons between pairs of methods for each interferer separately with several t-
tests. The significance level was set to 1%. For the female talker all methods are not
significantly different. For the male talker, music and vacuum cleaner, all methods
are significantly different from the BMVDR method, but, surprisingly are not signif-
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Figure 5.9: Experiment 2: Localization test measuring the localization error in degrees for all
compared methods and point sources. The bottom figure is the average localization error over all
point sources.

icantly different with each other. This means that even though in the instrumental
measures we observed a not negligible difference in binaural-cue distortions between
c = 0.3 and c = 0.7, the subjective evaluation contradicts that. For the mobile
phone, the SDCR (c = 0.3), hybrid (c = 0.3), SCO (c = 0.3), BMVDR-η (η = 0.8)
and unprocessed methods are all not significantly different, but are all significantly
different with all the remaining methods. Furthermore, the SDCR (c = 0.7), hybrid
(c = 0.7), SCO (c = 0.7) and BMVDR are not significantly different.

We can conclude from the above comparisons that the proposed methods do not
cause significantly different binaural-cue distortions compared to the SCO method
for the same c value and for all point sources in the acoustic scene. This means that
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Table 5.1: Two-way ANOVA test with the point source and processing method as the two factors.

Source of variation Sum Sq. d.f. Mean Sq. F p-value
Point-source(A) 165727.5 8 20715.9 39.77 8.1e-55
Proc.-method(B) 49935 4 12483.8 23.97 6.6e-19

AB 82551.8 32 2579.7 4.95 5.4e-17
Error 492196.6 945 520.8
Total 790410.9 989

even though we observed less binaural-cue distortions in the SCO method in Figs 5.2
and 5.7, compared to the proposed methods for the same c value, these differences
are not perceptually important. However, recall that the proposed methods achieve
a better noise reduction and predicted intelligibility compared to the SCO method.
Thus, the proposed methods provide a better perceptual trade-off compared to the
SCO method. Finally, note that the SCO, SDCR, hybrid for c = 0.3 and BMVDR-η
for η = 0.8 methods are not statistically significantly different from the unprocessed
scene for all point sources in the acoustic scene. This means that in all four methods
the subjects managed (on average) to localize as good as in the unprocessed scene.
However, unlike the unprocessed scene, all four methods improved noise reduction
and predicted intelligibility.

5.5. Conclusion
We proposed two new suboptimal methods for approximately solving the non-convex
relaxed binaural beamforming (RBB) optimization problem. Both methods are
significantly computationally less demanding compared to the existing successive
convex optimization (SCO) method. For each frequency bin, the SCO method
requires to solve many more convex optimization problems in order to converge
compared to the proposed methods. Specifically, the first proposed method, which
is a semi-definite convex relaxation (SDCR) of the RBB problem, solves only one
convex optimization problem per frequency bin. Apart from the computational
advantage, the SDCR method also achieves in most cases a better trade-off between
intelligibility and binaural-cue preservation than the SCO method. However, the
SDCR method does not guarantee user-controlled upper bounded ITF error when
the RATF vectors of the interferers are estimated accurately enough. This problem
is solved by the second proposed method, which is a hybrid combination of the
SDCR and SCO methods. This method guarantees user-controlled upper-bounded
ITF error, and at the same time is computationally much less demanding than the
SCO method. Finally, listening tests showed that all three methods achieve not
significantly different localization errors for the same amount of binaural-cue error
relaxation.
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T he rapidly increasing communication capabilities between small portable de-
vices make the notion of binaural noise reduction (BNR) [1] increasingly tractable

for wireless collaborative hearing aids (HAs) [2]. BNR methods aim at acoustic noise
suppression, using the microphones from both HAs, without altering the spatial im-
pression of the acoustic scene.

Typically, BNR methods consist of two beamformers (one at the left and one
at the right HA) and, optionally, a post-filter applied to the outputs of the two
beamformers for further noise suppression [1]. The BNR methods can be roughly
grouped into two main categories: a) methods that require estimates of the relative
acoustic transfer functions (RATFs) of all present sources (e.g., [3–7]), and b) meth-
ods which require only the estimated RATF of the target (e.g., [8–11]). In this paper
we focus on the second category of BNR methods mainly due to the practicality of
only relying on the target RATF.

The binaural minimum variance distortionless response (BMVDR) beamformer [5]
consists of two MVDR beamformers [12, 13] and requires only an estimate of the
noise cross-power spectral density matrix and the RATF of the target. It provides
the maximum noise reduction performance within the class of binaural linearly con-
strained distortionless minimum variance beamformers [5, 6]. However, this is at
the cost of distorting the binaural cues of the interferers [5, 6], which will coincide
with the binaural cues of the target after processing [5].

The BMVDR-N method, initially proposed in [8] and further investigated in [14],
combines the output of the BMVDR with a portion of the noisy unprocessed signal to
preserve the binaural cues of the noise. A slightly different approach was presented
in [10], referred to as the selective binaural beamformer (SBB). This method uses
either the BMVDR output or a suppressed version of the unprocessed noisy acoustic
scene, depending on whether the target or the noise is dominant in a time-frequency
(TF) tile. This classification of target-dominant and noise-dominant TF tiles is
accomplished using an estimate of the input SNR.

All aforementioned approaches have in common that they intend to preserve
the spatial cues of all sources without taking the notion into account that some
sources are actually inaudible after processing. In this paper we introduce the idea
of speech enhancement with binaural cue preservation only of the sources that are
audible at the output of the filter. The general advantage of this approach is that
degrees of freedom which in traditional approaches are assigned to cue preservation
of sources, which turn out to be inaudible after processing (and hence masked) are
now released and maybe assigned to noise reduction. More specifically we apply
this concept to a modification of the SBB approach. Instead of using the input
SNR, we use an estimate of the BMVDR output SNRs at left and right ears [15] for
the binary classification. This allows us to better control the characteristics of the
noise reaching the ears of the user. Moreover, the proposed method is better aligned
with masking properties than the SBB method. If the noise, after processing with
the BMVDR beamformer, is inaudible in a TF tile, there is no need to preserve its
binaural cues in this specific TF tile and, therefore, the maximum possible noise
reduction is achieved by applying the BMVDR. On the other hand, if the noise
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after processing is audible, the binaural cue distortions introduced by the BMVDR
may be audible and, therefore, a scaled version of the noisy acoustic scene is used
instead.

6.1. Notation and Signal Model
We assume for convenience that the two HAs have an equal number of m micro-
phones with M = 2m microphones in total. Without any loss of generality we
assume that there is a single target point source and one interferering point source
present in the acoustic scene. Stacking all microphone frequency-domain elements
into vectors, we have the following signal model for a single TF tile

y(t, f) = x(t, f) + n(t, f) + v(t, f)︸ ︷︷ ︸
z(t,f)

∈ CM×1, (6.1)

where y(t, f), x(t, f), n(t, f), v(t, f) and z(t, f) are the noisy, target, interferer,
background noise and overall noise vectors for the DFT bin f and time frame t,
respectively. The 1-st and the M -th microphones are selected as reference micro-
phones1 and the corresponding elements of all vectors in Eq. (6.1) have subscripts
L and R, respectively, for notational convenience. Note that x(t, f) = a(t, f)s(t, f)
and n(t, f) = b(t, f)u(t, f), where a(t, f) and b(t, f) are the acoustic transfer func-
tions (ATFs) of the target and the interferer, respectively, while s(t, f) and u(t, f)
are the target signal and interfering signal at the original positions, respectively.

The BNR methods consists of two filters wL(t, f), wR(t, f) ∈ CM×1 that are
applied to the noisy vector y(t, f), obtaining the following two outputs

x̂L(t, f) = wH
L (t, f)y(t, f), x̂R(t, f) = wH

R (t, f)y(t, f),

where wL(t, f), and wR(t, f) are estimated using all microphone recordings from
both HAs.

6.1.1. Binaural Spatial Information Measures
The binaural spatial information for point sources is measured in terms of the in-
teraural level differences (ILDs) and the interaural phase differences (IPDs). The
input/output ILDs and IPDs of the interferer for a single TF tile are given by2

IPDin
n = ∠

bL

bR
and IPDout

n = ∠
wH

L b
wH

R b
, (6.2)

ILDin
n =

∣∣∣∣ bL

bR

∣∣∣∣2 and ILDout
n =

∣∣∣∣∣wH
L b

wH
R b

∣∣∣∣∣
2

. (6.3)

1The BNR methods aim at preserving the binaural cues of all sources with respect to the reference
microphones.

2These measures/quantities as well as other measures/quantities introduced in the sequel of the
paper are time-frequency varying, however for notational convenience the TF indices (t, f) in
some occasions are omitted.
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Similar expressions to Eqs. (6.2) and (6.3) exist for the target source. In addition,
we quantify binaural spatial characteristics of the background noise in terms of the
input and output magnitude square coherence (MSC) [5, 14] given by

MSCin =

∣∣∣∣∣∣∣
cin

LR√(
cin

LL

) (
cin

RR

)
∣∣∣∣∣∣∣
2

, MSCout =

∣∣∣∣∣∣∣
cout

LR√(
cout

LL

) (
cout

RR

)
∣∣∣∣∣∣∣
2

, (6.4)

respectively, where cin
LR = eT

LPveR, cin
LL = eT

LPveL, cin
RR = eT

RPveR, cout
LR =

wH
L PvwR, cout

LL = wH
L PvwL, cout

RR = wH
R PvwR, Pv is the cross-power spectral

density matrix of the background noise for a single TF tile, eT
L = [1 0, · · · , 0] and

eT
R = [0, · · · , 0 1]. A desired property of a BNR method is to have small MSC, IPD

and ILD errors, defined as

MSCerror(t, f) =
∣∣∣MSCout(t, f)−MSCin(t, f)

∣∣∣ , (6.5)

IPDerror
n (t, f) =

∣∣∣IPDout
n (t, f)− IPDin

n (t, f)
∣∣∣ /π, (6.6)

ILDerror
n (t, f) =

∣∣∣ILDout
n (t, f)− ILDin

n (t, f)
∣∣∣ . (6.7)

It is only relevant to measure the aforementioned spatial errors of the residual noise
in a TF tile, (t, f), when the residual noise is audible at the output. To reflect
to which extent the processed noise is masked by the processed target we apply a
weighting to the ILD, IPD and MSC errors.

The weights are computed based on the simultaneous masking principle [16] as
follows. First the k-th critical band SNR (CBSNR) output with respect to the left
and right reference microphones are computed. The left CBSNR is given by

CBSNRk,L(t) =
∑

f∈CBk
wH

L (t, f)Px(t, f)wL(t, f)∑
f∈CBk

wH
L (t, f)Pz(t, f)wL(t, f)

, (6.8)

where CBk denotes the index set of DFT bins corresponding to the k-th critical
band, and Px(t, f) is the cross-power spectral density matrix of the target at the
TF tile (t, f). A similar expression exists for the right CBSNR, CBSNRk,R(t). Then,
the weights associated with the k-th critical band are computed. Specifically, the
weights for the left reference microphone are given by

φk,L(t) =


1, CBSNRk,L(t) ≤ λ

1− CBSNRk,L(t)−λ
ρ−λ , λ < CBSNRk,L(t) < ρ

0, CBSNRk,L(t) ≥ ρ

, (6.9)

where λ = −4 dB and ρ = 24 dB are the noise-tone and tone-noise masking thresh-
olds [16]. If CBSNRk,L(t) ≥ 24, the target masks completely the noise at the left
reference microphone in the k-th critical band, while if CBSNRk,L(t) ≤ −4, the noise
completely masks the target [16]. The weights at the right reference microphone are
computed as in Eq. (6.9), but using CBSNRk,R(t) instead of CBSNRk,L(t).
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The average masking-weighted spatial information error measures for the left
reference microphone are defined as

AvMSCerror
L =

∑T
t=1
∑N

k=1 φk,L(t)
∑

f∈CBk
MSCerror(t, f)∑T

t=1
∑N

k=1
∑

f∈CBk
φk,L(t)

,

AvIPDerror
L =

∑T
t=1
∑N

k=1 φk,L(t)
∑

f∈CBk
IPDerror

n (t, f)∑T
t=1
∑N

k=1
∑

f∈CBk
φk,L(t)

,

AvILDerror
L =

∑T
t=1
∑N

k=1 φk,L(t)
∑

f∈CBk
ILDerror

n (t, f)∑T
t=1
∑N

k=1
∑

f∈CBk
φk,L(t)

,

with T the number of time-frames and N the number of critical bands. Similar
expressions exist for the right reference microphone.

6.2. Proposed Method
Similarly to the SBB method [10], the proposed method consists of two process-
ing phases: a) the classification phase of TF tiles into target-dominant and noise-
dominant, and b) the enhancement phase where the BMVDR is applied to the target
dominant TF-tiles, while in the noise-dominant TF tiles a scaled (with 0 ≤ g ≤ 1)
version of the noisy signal is used in both HAs. Let the left and right input narrow-
band SNRs (NBSNRs) be given by [15]

ηin
L = eT

LPxeL

eT
LPzeL

, ηin
R = eT

RPxeR

eT
RPzeR

, (6.10)

respectively. The left and right BMVDR output NBSNRs are given by [15]

ηout
L = ηin

L

(
aH

L P−1
L aL

)
, ηout

R = ηin
R

(
aH

R P−1
R aR

)
, (6.11)

respectively, and aL = (1/aL)a, aR = (1/aR)a, P−1
L = Pz,(1,1)P−1

z , and P−1
R =

Pz,(M,M)P−1
z , where Pz,(1,1) and Pz,(M,M) are the first and last diagonal elements,

respectively, of Pz. The filters of the proposed method at the left and right HAs for
a single TF tile are given by

wProp.,L =
{

wMV,L, ηout
L ≥ τ , and ηout

R ≥ τ

geL, otherwise
, (6.12)

wProp.,R =
{

wMV,R, ηout
L ≥ τ , and ηout

R ≥ τ

geR, otherwise
, (6.13)

with wMV,L and wMV,R the left and right BMVDR filters, respectively, ηout
L and

ηout
R the output NBSNRs at the left and right reference microphones, respectively,

and τ the threshold value which is fixed over frequency and time. The BMVDR
filters are given by [5]

wMV,L = P−1
z aa∗

L

aHP−1
z a

, wMV,R = P−1
z aa∗

R

aHP−1
z a

, (6.14)
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with Pz the cross-power spectral density matrix of the total noise, and aL and aR

the two reference elements of a.

6.2.1. Improvements of the SBB method
In our evaluation, we compare our proposed method to an improved version of the
SBB method. The improvements consider two aspects. First, unlike the original
SBB [10] which uses only one input NBSNR in the classification stage, our imple-
mentation of SBB uses both ηin

L and ηin
R in order to guarantee target dominance in

both ears. Secondly, in the original SBB method [10], the scaling parameter g was
selected as

g = min
(

1
wH

MV,LPzwMV,L
,

1
wH

MV,RPzwMV,R

)
. (6.15)

Computing g with Eq. (6.15) might, in some situations, boost the noise. Instead, in
this paper we select g as

g = min

√wH
MV,LPzwMV,L

eT
LPzeL

,

√
wH

MV,RPzwMV,R

eT
RPzeR

 , (6.16)

in both the proposed and the SBB methods.
As in [10] we use an average g (computed across the noise-dominated DFT

bins) for each time-frame for both the proposed and the SBB methods to mitigate
coloration of the residual noise. Hence, g is time-varying but constant over frequency.

6.2.2. Basic Principle
There are two main reasons to use ηout

L and ηout
R (the proposed method) instead of

ηin
L and ηin

R (the SBB method), in the classification stage. First, the main goal of
the proposed method is to achieve the maximum possible noise suppression, without
altering the binaural cues of the audible processed noise. Therefore, if the processed
noise is masked by the processed target, there is no reason to preserve any binaural
cues of the noise and, then, the largest possible noise reduction is achieved by using
the BMVDR output.

Secondly, judging whether the noise is masked by the target is easier if this is
done after processing (based on ηout

L and ηout
R ) than before processing (based on ηin

L

and ηin
R ). This is because, after processing, the binaural cues of the noise coincides

with the binaural cues of the target and one can use the monaural simultaneous
masking principle described in [16]. Moreover, after processing, masking becomes
independent of the spatial layout of the sources in the acoustic scene.

Based on the aforementioned two facts, the proposed method will be more ro-
bust than the SBB method to changing acoustical scenarios assuming that a fixed
threshold τ is used in both methods. This will be shown in Sections 6.2.3, 6.2.4.

6.2.3. Example 1: Point Noise Source
Fig. 6.1 demonstrates the difference between the proposed method and the SBB
method, for a synthetic speech shaped target source in the front (0 degrees), an
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interfering speech shaped noise source to the right (-80 degrees) and a small amount
of microphone self noise. Figs. 1(a) and 1(b) depict the estimated input and output
NBSNRs at the left and right reference microphones, respectively. Figs. 1(c) and
1(d) show the AvIPDerror

L and AvIPDerror
R of the interferer vs. the output segmental

SNR (SSNR) for the two methods, respectively, over a threshold value, τ , ranging
from −50 dB to 50 dB with a step-size of 0.5 dB. Figs. 1(e) and 1(f) show the
AvILDerror

L and AvILDerror
R of the interferer vs the output SSNR, respectively, for

the same range of τ values. The output SSNR at the left reference microphone is
defined as

SSNRout
L = 1

T

T∑
t=1

10log10
||qt,L||22

||q̂t,L − qt,L||22
, (6.17)

with qt,L the time-frame t of the clean target signal at the left reference microphone,
q̂t,L its estimate. A similar expression holds for the SSNRout

R .
Let us examine four interesting τ values for this specific example. If τ > 29 dB,

both SBB and the proposed method will not achieve any noise suppression, but they
will simply scale the noisy signal by g. This is because, ηin

L , ηin
R , ηout

L , ηout
R < 29 dB

for all frequency bins. Thus, the values of the performance curves in Figs. 1(c,d,e,f)
corresponding to τ > 29 dB will be in the left bottom corner.

If τ = 22.5 dB, most parts of the ηout
L , ηout

R curves will be above τ = 22.5 dB,
while all the frequency bins of the curves ηin

L , ηin
R will be below τ = 22.5 dB. This

means that the proposed method will achieve some noise reduction, while the SBB
method will not suppress the noise at all. Moreover, since τ = 22.5, the processed
noise in all the frequency bins that correspond to ηout

L > 22.5, ηout
R > 22.5 will be

almost inaudible and, therefore, the weighted average binaural cue errors will be
approximately zero. In conclusion, a) none of the methods caused any audible bin-
aural cue errors, b) the proposed method achieved some noise reduction, while the
SBB method did not achieve any noise reduction. In Figs. 1(c,d,e,f), the perfor-
mances for τ = 22.5 dB are shown with a red � marker and a blue ◦ marker for the
proposed method and the SBB method, respectively.

For τ = 2 dB there will be some frequency bins (in the region 7-8 kHz) of ηin
L ,

and ηin
R that will be above τ = 2 dB as well. The number of these frequency bins

will be much less than the number of the frequency bins of ηout
L , ηout

R that will be
above τ = 2 dB. Thus, the proposed method will achieve larger amount of noise
reduction. Both methods will cause audible binaural cue errors for τ = 2.

For values τ < −8 dB both methods will have identical performance, i.e., both
methods will apply the BMVDR beamformer to all frequency bins. This corresponds
to the top right corner (marked with a black star), in Figs. 1(c,d,e,f).

It is clear that the proposed method achieves a better output SSNR than the
SBB for many values of AvILDerror

L , AvILDerror
R , AvIPDerror

L and AvIPDerror
R errors,

in this acoustic scenario.

6.2.4. Example 2: Diffuse Noise
Similarly to Fig. 6.1, Fig. 6.2 shows the difference between the proposed method and
the SBB method when there is a target speech shaped source at the front (0 degrees),
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Figure 6.1: Simulation example 1 comparing the proposed (red) with the BSS (blue) method and
the BMVDR (black star). For τ = 22.5, the performance of the proposed and the BSS method is
illustrated with a red � marker and a blue ◦ marker, respectively.

a diffuse noise field and a small amount of microphone self noise. As mentioned
in Section 6.1.1, a proper measure for binaural spatial distortions in diffuse noise
fields is the AvMSCerror

L and AvMSCerror
R errors. Therefore, in Fig. 6.2, we use the

AvMSCerror
L AvMSCerror

R errors to show the performance difference between the two
methods.

It is worth noting that in Figs. 6.2(a,b) the curves ηout
L and ηin

L have very similar
structure, i.e., they are approximately vertically shifted. The same applies also
for the curves ηout

R and ηin
R . This means the two methods will give more or less

identical SSNR for any AvMSC error. This can be observed in Figs. 6.2(c,d), were
the performance curves are very similar.

6.3. Simulations
In this section, the proposed method is compared with the SBB method [10] for
τ = −50 : 0.5 : 50 dB, and the BMVDR-N method [8, 14] with N = 0 : 0.1 :
1. The comparison is done in two different noisy acoustic scenarios. In the first
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Figure 6.2: Simulation example 2 comparing the proposed (red) with the BSS (blue) method and
the BMVDR (black star).

scenario the noise component is a single interferer (a male talker) on the right
of the HA user (at −80 degrees). In the second scenario the noise component is
diffuse noise which is created using different speech shape noise realizations from
72 different angles around the head. In both scenarios, the target is a female talker
positioned in the front (i.e., 0 degrees) of the HA user, and the microphone self-
noise (in all microphones) is 50 dB smaller with respect to the target signal at the
left reference microphone. In both simulated scenarios, we used the anechoic head
impulse responses from [17] to simulate both the point sources and the diffuse noise.
The female and male talker point sources were placed 0.8 m from the head, while
the point sources that are for the diffuse noise are placed 3 m from the center of
the head. All simulated signals have a duration of 14 seconds in which the first
4 seconds the noise is active only. The BMVDR filters used the true a and an
estimate of Pz using a perfect VAD. The ηin

L , ηin
R , ηout

L , and ηout
R are estimated using

the method in [15] using a perfect VAD and the true a. We used an overlap and
add methodology for processing the signals with a frame size of 10 ms and overlap
50%. The sampling frequency is 16 kHz.

Figs. 6.3 and 6.4 show a performance comparison for the first and second sim-
ulated acoustic scenario, respectively. The gap in performance, between the SBB
method and the proposed method, depends on the input/output NBSNR structure
and type of the noise field as discussed in Sections 6.2.3 and 6.2.4. For the first
simulated acoustical scenario, the proposed method achieves a higher noise reduc-
tion performance (as measured with SSNR) for most binaural spatial error values.
This is due to the big difference of the structure of the output NBSNR compared
to the structure of the input NBSNR as explained in Section 6.2.3. However, this is
not the case for the second simulated scenario as expected (see Section 6.2.4), since
the structure of the output NBSNR is very similar with the structure of the input
NBSNR. Moreover, note that the BMVDR-N method has the worst performance
over the other two methods in all acoustic scenarios for most N values.
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Figure 6.3: Scenario 1 comparing the proposed (red) with the BSS (blue) method, the BMVDR-N
(green) and the BMVDR (black star).
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Figure 6.4: Scenario 2 comparing the proposed (red) with the BSS (blue) method, the BMVDR-N
(green) and the BMVDR (black star).

6.4. Conclusion
We proposed a modified version of the selective binaural beamformer (SBB) ap-
proach. The proposed method differs from the SBB approach in the classification
stage of the time-frequency (TF) tiles. It uses the output SNR for labeling the
TF tiles either to target-dominant or noise-dominant. This modification is better
aligned with the simultaneous masking principle. Furthermore, it was experimen-
tally shown that in some acoustical scenarios the proposed method provides larger
amount of noise reduction than BSS for the same binaural spatial distortions.
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B inaural hearing-aid (HA) systems [1] consist of two wirelessly connected and
collaborative HA devices with at least one microphone per device. In contrast,

bilateral HA systems [2, 3] consist of independently working HAs. The binaural
HAs can typically use a larger microphone array than bilateral HAs and, therefore,
have more degrees of freedom for the beamformer. These degrees of freedom might
be used to obtain a better noise reduction, or, to preserve the binaural cues of sound
sources in the acoustic scene [3].

An important component in a binaural HA system is the binaural multi-microphone
speech enhancement algorithm, which aims to enhance the intelligibility of the target
speech signal, while at the same time to preserve the binaural cues of the acoustic
scene after processing [3]. Typically, binaural multi-microphone speech enhance-
ment methods show a trade-off between noise reduction and binaural-cue preser-
vation. Existing binaural multi-microphone speech enhancement methods can be
roughly categorized into two main groups: the spatial filtering methods (e.g., [4–8])
and the spatio-temporal filtering methods (e.g., [9–16]). The latter group typically
provides a larger amount of noise reduction than spatial filtering methods, at the
expense of target distortions at the output of the filter.

Only a few studies exist (e.g., [2, 15, 17, 18]) that evaluate the perceptual per-
formance (such as intelligibility and localization) of binaural speech enhancement
methods. In contrast, most studies evaluate performance using instrumental mea-
sures, e.g., predicting intelligibility (e.g., by means of STOI [19] or DBSTOI [20])
or localization accuracy (e.g., by means of interaural level and time differences er-
rors [13], or other measures such as the ones presented in [21, 22]). Although these
measures correlate well with localization and intelligibility, not all aspects of local-
ization and intelligibility are well understood or incorporated in these measures. To
understand the real trade-off between intelligibility improvement and localization
accuracy, listening tests are still required.

In this paper, we evaluate two methods recently proposed in [8] and [16] by
means of an intelligibility test and a localization test, and compare them with the
binaural minimum variance distortionless (BMVDR) method [3]. In addition, we
compare with an oracle based method [18], to get an idea of the intelligibility and
perceived localization if perfect knowledge would be available. The BMVDR method
provides the maximum noise reduction among all linear spatial filters, while severely
distorting the binaural cues of all interferers [3]. We report the intelligibility and
localization scores of self-reported normal-hearing people in several acoustic scenes.

The spatio-temporal filtering method proposed in [16] preserves the binaural cues
by a binary classification of all frequency bins into target or noise-dominant bins.
The classification is based on the output SNR that results by applying the BMVDR
to all frequency bins. The target-dominant time-frequency bins are processed with
the BMVDR, while the noise-dominant time-frequency bins are replaced with a
scaled version of the corresponding unprocessed time-frequency bins.

The spatial filtering method proposed in [8] uses additional inequality constraints
in the BMVDR optimization problem to preserve the binaural cues of all interferes.
The inequality constraints are functions of anechoic pre-determined head-related
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transfer functions (HRTFs), which are considered as known and are acoustic-scene-
independent, but user-dependent [8].

Section 7.1 reviews the binaural speech enhancement methods that we evalu-
ate. Section 7.2 shows the evaluation procedure and its results. Section 7.3 gives
concluding remarks.

7.1. Overview of the Evaluated Methods
In this section, we briefly review the binaural speech enhancement methods that
we evaluate in this paper. For more details, the reader is referred to the associated
papers.

7.1.1. BMVDR
The BMVDR spatial filter [3] provides the maximum noise reduction compared
to all the other spatial filters. It preserves the binaural cues of the target, but
distorts the binaural cues of all other sound sources, and makes them identical to
the target’s binaural cues. The BMVDR consists of two MVDR spatial filters [23]
sharing the same microphone array, but using two different reference microphones,
one on each HA. The two optimization problems, associated with the two MVDR
spatial filters, minimize the total output noise power under the constraints that the
target signal is preserved without any distortion at the two reference microphones.
As such the binaural cues of the target signal are preserved, but the binaural cues
of the interferers are not, since there are no constraints for them in the optimization
problems.

7.1.2. Relaxed Binaural LCMV with Pre-determined HRTFs
The relaxed binaural linearly constrained minimum variance (LCMV) with pre-
determined HRTFs is a spatial filtering method introduced in [7, 8]. This method
uses additional inequality constraints in the BMVDR optimization problem to pre-
serve the binaural cues of pre-selected azimuths and/or elevations around the head [8].
The inequality constraints can be relaxed as desired using a relaxation parameter,
0 ≤ c ≤ 1. The maximum amount of relaxation (i.e., c = 1) results in the BMVDR
filter as a special case. The trade-off between noise suppression and binaural-cue
preservation of this method depends not only on c, but also on the number of pre-
determined HRTFs. In this paper, we only vary the c-value and not the number and
locations of the pre-determined HRTFs. More specifically, we always use anechoic
pre-determined HRTFs (from the database in [24]) associated with 24 uniformly
spaced locations in the horizontal plane on a circle around the head with a distance
of 3 m from the center of the head.

7.1.3. BMVDR with Thresholding
The BMVDR with thresholding method is a spatio-temporal filtering method in-
troduced in [16]. First, the BMVDR filter is applied to all time-frequency bins
and, next, the output narrow-band SNR, of all these enhanced time-frequency bins,
is estimated. A time-frequency bin is considered target-dominant, if the output
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SNR of a time-frequency bin is above a certain threshold τ . Otherwise, the time-
frequency bin is considered as noise-dominant. The noise-dominant time-frequency
bins are suppressed identically, so that the interaural time and level differences are
not changed in order to preserve the binaural cues of the noise. In particular, if the
residual noise is inaudible after applying the BMVDR method, its binaural cues need
not be preserved and, therefore, maximum possible noise suppression is achieved.
If the noise in some time-frequency bins dominates the target after processing, the
BMVDR output is not beneficial and, thus, the BMVDR output is replaced by a
scaled-down version of the unprocessed scene to suppress the interferers and pre-
serve the binaural cues of the acoustic scene. Since this scaling reduces both the
target and noise components, the target signal will be distorted.

7.1.4. Ideal Binaural Target Enhancement
This is an oracle-based method that consists of the unprocessed acoustic scene with
an SNR equal to the SNR output of the BMVDR method [18]. This method achieves
the same amount of noise suppression as the BMVDR while perfectly preserving the
binaural cues of the complete acoustic scene.

7.2. Experiments
To evaluate the methods presented in Section 7.1, we conducted an intelligibility
test, which measures the 50% speech reception threshold (SRT), and a localization
test, which measures the binaural localization error of the dominant point sources
in the acoustic scene. Both tests are divided into two different phases; a parameter
selection phase and a testing phase. The acoustic scenes in the testing phase are
different from the one in the parameter selection phase. This is done to examine
the robustness in different acoustic scenes with respect to the chosen parameter
settings. The main purpose of the parameter selection phase is to obtain the c and
τ parameters for the relaxed binaural LCMV and the BMVDR with thresholding
methods, respectively, to be used in the testing phase. The testing phase examines
the performance of all methods in the remaining two acoustic scenes.

We used Beyerdynamic DT 990 PRO 250 OHM headphones for the listening
tests. The average sound level of the total noise that was played via the headphones
was fixed to 65 dB SPL and the target level was varied to achieve a certain SNR.

For convenience, we use the following acronyms for the compared methods in
the following figures and tables: relaxed binaural LCMV (RBLCMV(c)), binaural
MVDR (BMVDR), BMVDR with thresholding (BMVDR (τ)), ideal binaural target
enhancement (IBTE), and unprocessed scene (UNPR).

7.2.1. Generation of Audio Signal Database
For both listening tests we created a database of unprocessed and processed 2-
channel binaural signals with SNRs ranging from −28 dB to 10 dB. The unprocessed
HA signals were computed using the behind-the-ear impulse response database
in [24]. For the multi-microphone binaural speech enhancement methods we used
the front and middle microphones from each HA to create an array of 4 microphones.
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Table 7.1: Summary of acoustic scenes.

acoustic
scene

point source position (degrees) diffuse
noise

recording
environment

mic.
noisefemale talker male talker music

AC1 0 -30 90 cafeteria
noise cafeteria yes

AC2 -30 90 -90 cafeteria
noise cafeteria yes

AC3 0 -45 60 − office yes

After processing, we saved the 2-channel binaural output signals corresponding to
the reference microphones.

We used as the target signal randomly selected Dutch-spoken sentences with a
duration of about 2 s from a female talker, taken from the database in [25]. We
padded these sentences at the beginning and at the end with extra zeros such that a
length of 4 s was obtained and the spoken sentence was exactly temporally centered
within the masking noise as shown in Fig. 7.1. This was done in order to avoid
confusion of the listener due to simultaneous initiation of all sources.

We used four different noise types to simulate the acoustic scenes: a music
signal, a randomly selected English-spoken sentence from a male talker taken from
the TIMIT database [26], a diffuse cafeteria noise taken from the database in [24],
and microphone-self noise. We also used three different acoustic scenes, which we
denote as AC1, AC2 and AC3. Table 7.1 summarizes the acoustical sources and their
locations in all acoustic scenes. Note that AC1 was used for parameter selection,
while AC2 and AC3 were used for the testing phase.

The female and male talkers’ signals were zero-padded to have an equal length of
4 s. For the music sound source, a 4 s fragment was extracted randomly per sentence
from an approximately 5 minutes long music piece. All three noise contributions
were set to have equal average power at the two reference microphones, making all
disturbances equally important in the acoustic scene. The input SNR, defined as the
target power with respect to the total noise power, was computed by concatenating
the left and right reference microphone recordings of the target and the noise signals.
The sampling frequency of all signals was set to 16 kHz.

7.2.2. Subjects
In the parameter selection phase, we used 5 native speakers of Dutch for the in-
telligibility test, and 5 non-native speakers of Dutch for the localization test. In
the testing phase, we used 14 native speakers of Dutch for the intelligibility test,
and 15 non-native speakers of Dutch for the localization test. All subjects from the
parameter selection phase participated in the testing phase as well. All subjects
were self-reported as normal-hearing and their age range was 20-36 years.
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female talker
male talker

music & background

Figure 7.1: Time duration of each source signal. The background signal is a cafeteria background
noise and is present only in AC1 and AC2.

7.2.3. Intelligibility Test
The target sentences (not necessarily meaningful) were part of a matrix test con-
sisting of 5 words each, with the correct grammatical structure name, verb, number,
adjective and noun. The sentences and the noise realizations were randomly selected
from the database. Using a graphical user interface (GUI), the listeners had access
to a 10 × 5 matrix with each column consisting of the 10 candidate words used to
construct the sentences. The sentences were played only once to the subjects, after
which they had to select from each column the word that was understood. We used
the one-down-one-up adaptive staircase method [27] to find the SRT-50 scores (i.e.,
the SNR at which the subject scored 50% correct) for each method and subject.
The adaptive track started with an initial SNR of 10 dB and an initial step-size of
8 dB. For each new reversal the step-size was halved until it became 1 dB. After this,
the procedure continued until 8 more reversals were completed. Finally, the median
of the last 8 reversals was computed as the SRT-50 score of every subject. Every
subject had a 2-3 minutes training session before the official test, to get familiar
with the GUI. Per subject, the SRT-50 was computed once for each algorithm.

7.2.4. Localization Test
In order to perform the localization test, we implemented the GUI as depicted in
Fig. 7.2. There is a question on the top of the screen which asks the subject to
identify the perceived direction of a specific source. The subjects were asked to
listen to the algorithms by pressing the buttons on the right-hand side as many
times they wanted and then identified the angle by pressing one of the circles on the
image. There are 6 buttons in total on the right-hand side (for the testing phase)
as shown in Fig. 7.2, because there are five competing methods and one reference
signal, which is the point source in question in isolation. For the testing phase,
the user pressed the ’next experiment’ button 3 × 2 × 2 = 12 times (i.e., there are
12 pages in total) to find the azimuths of all the point sources (3 in total) in the
acoustic scenes AC2 and AC3 for two repetitions.

The algorithms were presented in a random order and in the testing phase the
acoustic scenes were also presented in random order between different pages and
within the same page. Moreover, the input signals to all presented algorithms had
an overall SNR of −5 dB, in order to clearly hear all dominant point sources after
processing. Finally, the localization errors were computed with respect to a reference
signal azimuth (and not the true azimuth of the source). This is because, the HA
signals were constructed using a single set of HRTFs from [24], which are different
than the HRTFs of the subjects. Thus, the subjects will, typically, perceive binaural
cues differently from each other. Since the localization test is to verify preservation
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Figure 7.2: Graphical user interface of localization test.

of binaural cues, it is better to check how close the binaural cues after processing are
to those before processing for each subject. Finally, since there are two repetitions,
we played each reference source signal twice and calculated the average response on
this as the reference location. Finally, we averaged all localization errors across all
sources in the acoustic scene per algorithm.

7.2.5. Parameter Selection Phase Results
In the parameter selection phase, we compared all methods from Section 7.1 except
for the ideal binaural target enhancement method. The comparisons were made only
for scene AC1. For the relaxed binaural LCMV method, we tested all values of the
parameter c from the set c∈{0.1, 0.3, 0.5, 0.7, 0.9}, and for the BMVDR with thresh-
olding, we tested all values of the parameter τ from the set τ ∈{−8,−4, 0, 4, 8} dB.
Fig. 7.3 shows the trade-off curves of the two methods with the SRT-50 scores on
the x-axis and localization error on the y-axis, parameterized by the tested τ and
c parameter. For both the SRT-50 and the localization error, the final score was
calculated as the mean across different subjects. The mean localization-error scores
were also computed across different sources and repetitions.

As expected (see Section 7.1.2), as c increases, the relaxed binaural LCMV
method, in most cases, has an increased localization error and an increased in-
telligibility. The BMVDR thresholding method has a steady localization error for
all tested τ values, while it provides a large intelligibility improvement for small τ
values. In Fig. 7.3, two reasonably good parameter choices for the two methods are
the ones with the largest intelligibility improvement and as small localization error
as possible, i.e., c = 0.7 and τ =−8 dB. We used only these two parameter choices
for the testing phase (Section 7.2.6).
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Figure 7.4: Testing phase: SRT-50 (dB) statistics.

7.2.6. Testing Phase Results
In the testing phase, we compared all methods from Section 7.1 in scenes AC2 and
AC3. Fig. 7.4 shows the median and mean SRT-50, and the 0.25 and 0.75 quan-
tiles. Fig. 7.5 shows the median and mean localization error, and the 0.25 and 0.75
quantiles. We also performed two t-tests to determine, if the compared methods are
significantly different in terms of intelligibility improvement and localization error.
The p-values of the intelligibility t-test are given in Table 7.2 and 7.3 for acoustic
scenes AC2 and AC3, respectively. It is clear from the p-values that the relaxed
binaural LCMV (c = 0.7) and the BMVDR thresholding (τ = −8) are not signif-
icantly different from each other. The intelligibility of both proposed methods is
significantly better compared to the unprocessed scene and significantly worse com-
pared to the BMVDR. The p-values of the localization t-test are given in Table 7.4
and 7.5 for acoustic scenes AC2 and AC3, respectively. In both scenes, the pro-
posed methods have a significantly better localization than BMVDR. Moreover, in
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Figure 7.5: Testing phase: localization error (degrees) statistics.

Table 7.2: T-test p-values for intelligibility test in AC2.

Method BMVDR IBTE BMVDR
(τ = −8)

RBLCMV
(c = 0.7) UNPR

BMVDR (τ = −8) 0.0149 0 1 0.9177 0

RBLCMV (c = 0.7) 0.0401 0 0.9177 1 0

Table 7.3: T-test p-values for intelligibility test in AC3.

Method BMVDR IBTE BMVDR
(τ = −8)

RBLCMV
(c = 0.7) UNPR

BMVDR (τ = −8) 0.0259 0 1 1 0

RBLCMV (c = 0.7) 0.0105 0 1 1 0

scene AC2, the two proposed methods are not significantly different from the ideal
target enhancement and for scene AC3 the BMVDR (τ = −8) is not significantly
different from the ideal binaural target enhancement or the unprocessed noisy scene.
This means that the proposed methods indeed preserve the correct locations of the
sources in most cases, while significantly improve the intelligibility with respect to
the unprocessed scene.

7.3. Conclusion
In this paper, we perceptually evaluated two recently proposed binaural speech
enhancement methods in terms of intelligibility improvement and localization er-
ror. Both methods provide a significantly better trade-off between intelligibility
improvement and localization performance compared to the unprocessed scene and
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Table 7.4: T-test p-values for localization test in AC2.

Method BMVDR IBTE BMVDR
(τ = −8)

RBLCMV
(c = 0.7) UNPR

BMVDR (τ = −8) 0 0.5645 1 0.3161 0.4153

RBLCMV (c = 0.7) 0 0.7800 0.3161 1 0.8673

Table 7.5: T-test p-values for localization test in AC3.

Method BMVDR IBTE BMVDR
(τ = −8)

RBLCMV
(c = 0.7) UNPR

BMVDR (τ = −8) 0 0.0515 1 0.0272 0.2366

RBLCMV (c = 0.7) 0 0.0001 0.0272 1 0.0014

the reference BMVDR method. Moreover, in most cases, the two methods are not
significantly different than the ideal binaural target enhancement method in terms
of localization error. Moreover, the difference between the two methods is not sta-
tistically significant in most cases.
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B eamforming (see e.g., [1–3] for an overview) plays an important role in multi-
microphone speech enhancement [4–7]. The aim of a beamformer is the joint

suppression of interfering noise and the preservation of an unknown target signal.
The increasing usage of wireless portable devices equipped with microphones and
limited power supplies, makes the notion of distributed beamforming in wireless
acoustic sensor networks (WASNs) attractive compared to traditional centralized
implementations [8]. The last decade, there are several proposed low-complexity
distributed beamformers [9–18] that mainly focus on achieving a good trade-off
between noise reduction and communication cost.

Both centralized and distributed beamformers typically require an estimate of
the cross-power spectral density matrix (CPSDM) of the noise/noisy measurements,
and estimate(s) of the relative acoustic transfer function (RATF) vector(s) of the
acoustic source(s) present in the acoustic scene. Estimation errors in these quantities
result in performance degradation of beamformers. Much attention has therefore
been given to the development of centralized robust beamformers which minimize
the effects of RATF estimation errors (see e.g., [2, 3] for an overview). Developing
robust distributed beamformers is more challenging than developing robust central-
ized beamformers, as distributed beamformers cannot afford high-complexity robust
solutions. Therefore, it is desired to find very low-complexity robust distributed
beamformers that achieve good performance trade-offs as described previously.

A low-complexity and easily manipulated family of beamformers are those that
are calculated through linearly constrained quadratic problems such as: the mini-
mum power distortionless responce (MPDR) beamformer [19] and its multiple con-
strained generalization, the linearly constrained minimum power (LCMP) beam-
former [20]. Both beamformers minimize the total power of the noisy measure-
ments while preserving the target. Therefore, their performance highly depends on
the estimation accuracy of the RATF vector of the target source [2, 3, 21]. RATF es-
timation errors might result in removal of the actual target source and preservation
in the direction of the wrongly estimated RATF vector.

Two straightforward, low-complexity, robust alternatives to MPDR and LCMP
are the minimum variance distortionless response (MVDR) beamformer [21] and the
linearly constrained minimum variance (LCMV) beamformer [2], respectively. Both
methods minimize the output noise power instead of the total noisy power, and thus
require an estimate of the noise-only CPSDM. The noise CPSDM is typically esti-
mated using a target activity detector (TAD) to identify target-free time-segments
of audio. When the target is speech, this typically takes the form of a voice activity
detector (see e.g., [6] for an overview). In [22], an alternative method was proposed
to track the noise CPSDM also in time regions where the target is present. This
method, however, highly depends on the estimation accuracy of the RATF vector
of the target and its robustness to RATF estimation errors has not been tested.

Another family of low-complexity, robust alternatives to MPDR and LCMP are
their diagonal loaded versions (see e.g., [23–25]). In both versions, the diagonal
loading parameter, which is added to the main diagonal of the CPSDM, trades-off
robustness against noise suppression. Specifically, by increasing the value of the
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diagonal loading parameter, a higher robustness to RATF estimation errors and a
lower noise suppression is achieved. With diagonal loading, the use of a TAD is
unnecessary. To the authors’ knowledge, there are no low-complexity distributed
approaches for choosing the optimal diagonal loading parameter. Additionally, a
constant diagonal loading parameter will not be optimal for all acoustical scenarios
and all frequency bins.

From the above it becomes clear that in addition to robustness and low-cost
distributed calculations, LCMV and LCMP beamformers have the additional chal-
lenge of the RATF vector estimation of the target source and possibly the interferers.
There are several centralized methods for RATF vector estimation (see e.g., [7] for
an overview), however, there are yet no low-complexity distributed alternatives for
arbitrary network topologies. In several applications, such as teleconferencing, the
sources do not change their locations significantly over time and, therefore, one may
estimate the RATF vectors of the target and/or the interferers only during initial-
ization using a centralized approach and then use these estimated RATF vectors in
the distributed beamformer. The slight positional errors that will most likely occur
after this initial estimation require robust distributed beamformers. Note that in
this paper, we mainly focus on this type of applications, i.e., the sources that do
not significantly change their locations with respect to an initial reference location.

Notably, existing distributed beamformers can be classified based on how they
address the issue of forming CPSDMs in WASNs. In the first class, the CPSDMs
are approximated to form distributed implementations [9–12] leading to approxi-
mately optimal performance. In the second class, the proposed beamformers obtain
statistical optimality but do so at the expense of restricting the topology of the
underlying WASN [13–15]. Statistically optimal beamformers which operate in un-
restricted network topologies are much less common. An early example of such a
beamformer is provided in [16], based on a maximum likelihood estimated LCMP
beamformer. Unfortunately, this approach suffers from scaling communication costs
as the number of samples used to construct the estimated CPSDM increases. In
a similar vein, in [26], a distributed beamformer based on the pseudo-coherence
principle was proposed. Similar to [16], the method in [26] can operate in cyclic net-
works. Furthermore, the authors demonstrated how the algorithm could perform
near optimally with only a finite number of iterations, resulting in low transmission
complexity. More recently, in [18] a topology independent distributed beamformer
(i.e. able to operate in cyclic networks) was proposed. Similar in its design to [14],
this method requires very limited communication between nodes while guarantee-
ing convergence to the optimal beamformer. However, it was also demonstrated
that the rate of this convergence was slow, requiring a large number of iterations to
achieve this point. In practice, with even slowly varying sound fields such a rate of
convergence may be detrimental to overall performance.

In this paper, we propose a new robust distributed linearly constrained beam-
former, addressing the aforementioned challenges. The optimization problem of the
proposed method nulls each interferer using a linear equality constraint, reducing
the full-element noise or noisy CPSDM to a block-diagonal form. In contrast to
MVDR, MPDR, LCMV and LCMP beamformers, the proposed objective function
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does not take into account correlation between different nodes in the WASN. Addi-
tionally, such an objective function is more convenient for distributed beamforming
in WASNs of arbitrary topologies and significantly reduces the communication costs
therein.

We show under realistic conditions, i.e., when the algorithms use non-ideally
estimated RATF vectors and a non-ideal TAD, that the proposed method achieves
a better predicted intelligibility than the MVDR and LCMV. The proposed method
is less sensitive to RATF estimation errors, when TAD errors are not negligible,
because of the block-diagonal form of the CPSDM.

The remainder of the paper is organized as follows. Section 8.1 presents the
signal model. Section 8.2 reviews several methods of estimating the RATF vectors
of the sources and the noisy/noise CPSDMs. Section 8.3 reviews the centralized and
distributed linearly constrained beamformers. Section 8.4 presents the centralized
and distributed versions of the proposed method. Section 8.5 shows the experimental
results. Finally, concluding remarks are drawn in Section 8.6.

8.1. Signal Model
Consider an arbitrary undirected WASN of N nodes. Without loss of generality,
we assume that the underlying network (which is potentially cyclic) is connected.
Denote by V = {1, · · · , N} the set of node indices and by E the set of edges of the
network whereby (i, j) ∈ E ⇐⇒ i, j ∈ V, i 6= j can communicate with one another.
Each node κ is equipped with Mκ microphones, where

∑
κ∈V Mκ = M , thus forming

an M -element microphone array. One of the M microphones is selected as the
reference microphone for the beamforming purpose. The distributed beamformers
presented in this paper are formulated in the short-time Fourier transform (STFT)
domain on a frame-by-frame basis. The noisy DFT coefficient of the j-th (j =
1, · · · , M) microphone of the k-th frequency bin of the β-th frame is given by

yj(k, β) = aj(k, β)s(k, β)︸ ︷︷ ︸
xj(k,β)

+
r∑

i=1
bij(k, β)vi(k, β)︸ ︷︷ ︸

nij(k,β)

+uj(k, β) (8.1)

with s(k, β) and vi(k, β) the target source and the i-th interferer at the reference
microphone, aj(k, β) and bij(k, β) the RATF vectors elements of each with respect
to the j-th microphone, and xj(k, β), nij(k, β) and uj(k, β) the target source, the
i-th interferer and ambient noise at the j-th microphone. Note that the reference
microphone element of the RATF vectors is always equal to 1. Moreover, in the
case of reverberant environments, the RATF vectors may also include a component
due to early reverberation [27, 28]. Late reverberation and microphone self-noise
are typically included in the ambient noise component. Note that even the late
reverberation of the target has to be assigned to the ambient noise component
because it reduces intelligibility [29, 30]. Thus, it should be reduced via the use of
the beamformer. However, the early reflections (typically the first 50 ms [30]) are
desired to be maintained because they typically contribute to intelligibility [29, 30].
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Therefore, the ambient noise component is given by

uj(k, β) = ls
j(k, β) +

r∑
i=1

lvi
j (k, β) + cj(k, β),

where ls
j(k, β) is the late reverberation component due to the target, lvi

j (k, β) is
the late reverberation component due to the i-th interferer, and cj(k, β) is the
microphone self-noise.

In the sequel, we neglect the frame and frequency indices for the sake of brevity.
Stacking all variables into vectors, Eq. (8.1) can be rewritten as

y = x +
r∑

i=1
ni + u︸ ︷︷ ︸
n

∈ CM×1.

The CPSDM of y is given by Py = E[yyH ], where E[·] denotes statistical expecta-
tion. Assuming all sources are mutually uncorrelated, we have

Py = Px +
r∑

i=1
Pni + Pu︸ ︷︷ ︸

Pn

∈ CM×M , (8.2)

where Px = E[xxH ] = psaaH and Pni = E[ninH
i ] = pvi

bibH
i are the CPSDMs

of the target source and the i-th interferer at the microphones, respectively. Note
that ps and pvi are the power spectral densities of the target and the i-th interferer,
respectively. Finally, the CPSDM of the ambient noise component, Pu, is given by

Pu = E[uuH ] = Pls +
r∑

i=1
Plui︸ ︷︷ ︸

Pl

+Pc ∈ CM×M ,

where Pl denotes the CPSDM of the late reverberation, and Pc the CPSDM of the
microphone self-noise.

8.2. Estimation of Signal Model Parameters
The CPSDMs and the RATF vectors of the sources are unknown and have to be
estimated in order to be available to the beamformers discussed in the sequel. In
Sections 8.2.1 and 8.2.2, we review some existing methods for RATF vector and
CPSDM estimation, respectively.

8.2.1. Estimation of RATF Vectors
In practical applications, the true RATF vectors are reverberant due to room acous-
tics [28, 31, 32]. Several centralized methods have been proposed to estimate these
RATF vectors (see e.g., [7] for an overview). In [28], the RATF vector of the target
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source is estimated by exploiting the assumption that the noise field is stationary.
However, when the interferers are non-stationary, this can result in significant degra-
dation in performance [31]. In [32] the subspaces of the target and interferers are
estimated using a generalized eigenvalue decomposition (GEVD) combined with a
TAD. While distributed methods have been proposed in the literature for perform-
ing GEVD-based subspace estimation in restricted network topologies (i.e., fully
connected) [33], to our best knowledge, there are currently no distributed versions
of the GEVD that operate in general cyclic networks.

In this work, we assume that estimates of the RATF vectors, â and b̂i, for i =
1, · · · , r, are available at the initialization phase. In situations where the sources do
not change their locations significantly with respect to an initial position, such as
teleconferencing, the RATF vectors can be estimated (e.g., in a centralized way) dur-
ing such an initialization. This will result in RATF estimation errors if the sources
make some slight movements and, therefore, robust beamformers are required.

8.2.2. Estimation of CPSDMs
The LCMP and the MPDR beamformers depend on an estimate of the noisy
CPSDM, P̂y. Typically, this estimate is computed using the sample average, which
is given by

P̂y = 1
|Ly|

∑
ly∈Ly

y(ly)yH(ly),

where Ly is the set of frames of the entire time horizon and |·| denotes the cardinality
of a set. The LCMV and the MVDR beamformers depend on an estimate of the
noise CPSDM, P̂n. The noise CPSDM is estimated using the set of noise-only
frames denoted by Ln, i.e.,

P̂n = 1
|Ln|

∑
ln∈Ln

y(ln)yH(ln),

where |Ln| < |Ly|. In order to obtain P̂n, a TAD is required to detect target
presence/absence for each frame. The above two averages are updated in an online
fashion, i.e., the average is updated for every frame using the average of the previous
frame. This procedure becomes computationally demanding in a distributed context
for two reasons. Firstly, the entire observation vector must be available at each time
frame resulting in the need for data flooding. Secondly, that the storage of the entire
CPSDM scales with the network size.

Estimation of the ambient noise CPSDM Pu is a difficult task due to the late
reverberation CPSDM Pl. Using a TAD it is nearly impossible to estimate Pl alone.
For sufficiently large rooms, the late reverberation is typically modelled as an ideal
spherical isotropic noise field [7, 34].That is,

P̂l = p̂isoPiso, (8.3)

where for the k-th frequency bin, the (i, j)-th element of Piso is given by

Piso,i,j = sinc
(

2πkfsdi,j

Φc

)
, (8.4)
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Figure 8.1: The spherically isotropic noise field correlation between two microphones i, j of dis-
tances di,j = 4, 50 cm and fs = 16 kHz. The star marker denotes the first zero-crossing fc.

where di,j is the distance between microphones i and j, fs is the sampling frequency,
Φ is the number of frequency bins, and c is the speed of sound. The scaling p̂iso can
be estimated using several centralized methods (see e.g., [34]). To the best of our
knowledge, there are no distributed methods for obtaining p̂iso.

Fig. 8.1 shows the values of the correlation function of Eq. (8.4) for various
frequencies and distances di,j . The correlation can be roughly divided into two
interesting frequency regions: one highly correlated on the left and one much less
correlated on the right. The boundary between these regions occurs at the first
zero-crossing given by fc = c/(2di,j). It is clear that, the larger di,j becomes, the
smaller fc is.

The CPSDM of the microphone self-noise, Pc = cI (where c is the power at
each microphone), can be estimated in silent frames only (i.e., neither target nor
interferers are active).

8.3. Linearly Constrained Beamforming
Most linearly constrained beamformers are obtained from the following general op-
timization problem [1, 2, 20]

ŵ = arg min
w

wHPw s.t. wHΛ = fH , (8.5)

where Λ ∈ CM×d, f ∈ Cd×1, and P ∈ CM×M is typically the CPSDM of the
noise or noisy measurements. The d constraints used in the optimization problem
of Eq. (8.5) include at least the distortionless constraint for the target source, i.e.,
wHa = 1, and, commonly, the nulling of the interferers, wHbi = 0 [1, 32, 35]. If we
assume that r < M − 1, the linearly constrained beamformer can null all interferers
and still have control on the minimization of the objective function. In this case, Λ
and f are given by

Λ =
[
a b1 · · · br

]
, and f =

[
1 0 · · · 0

]H
. (8.6)
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It should be noted that by increasing the number of nulling constraints, the ambient
output noise power may be boosted. The boost depends on the locations of the
interferers [2] and the number of available degrees of freedom (M −r−1). However,
in applications when r � M − 1 this impact is much less significant. If r < M − 1
and P is invertible, the optimization problem in Eq. (8.5), using the constraints in
Eq. (8.6), has a closed-form solution given by [2]

ŵ = P−1Λ
(

ΛHP−1Λ
)−1

f .

When P = Py, the linearly constrained beamformer takes the form of the LCMP
beamformer given by

ŵ = arg min
w

wHPyw s.t. wHΛ = fH , (8.7)

while if P = Pn, the LCMV is obtained and is given by

ŵ = arg min
w

wHPnw s.t. wHΛ = fH .

In the sequel, when we use the acronyms LCMV and LCMP we mean the LCMV and
LCMP versions with the constraints given in Eq. (8.6). Another interesting linearly
constrained beamformer is the one that has only the ambient noise component in
the objective function [36], i.e.,

ŵ = arg min
w

wHPuw s.t. wHΛ = fH . (8.8)

In this paper, we will refer to the linearly constrained beamformer in Eq. (8.8) as
the ambient LCMV (ALCMV).

Using Eq. (8.2), the objective function of the LCMP problem, as noted in
Eq. (8.7), is given by

wHPyw = pswHaaHw+
r∑

i=1
pviwHbibH

i w+wHPuw.

Due to the included constraints in the LCMP (see Eq. (8.6)), the contributions of the
early components of the sources to the objective function of Eq. (8.7) are constant.
Thus, if P̂y =Py, P̂n =Pn, P̂u =Pu, and Λ̂=Λ, the LCMP, LCMV and ALCMV
beamformers are all equivalent. In practice, this never happens as there are always
RATF estimation errors and CPSDM estimation errors, as explained previously.

8.3.1. RATF estimation errors
There are two interesting cases. In the first case, if P̂y = Py, P̂n = Pn, and â = a,
LCMP is equivalent to LCMV [2]. However, if â 6= a, the LCMV beamformer
(provided that P̂n is accurately estimated), is more robust than the LCMP [2].
This is because LCMP will try to remove the actual target related to the RATF
a as this is included in Py, while the preservation constraint is on the wrongly
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estimated â. However, if there are also TAD errors, P̂n may also contain portions
of Px and, as a result, the LCMV may also have severe performance degradation
like the LCMP.

In the second case, if P̂n = Pn, P̂u = Pu, and b̂i = bi, for i = 1, · · · , r, LCMV
is equivalent to ALCMV. However, if any of the b̂i’s contain estimation errors, there
will be power leakage of the corresponding interferer(s), which is not controllable,
neither by the objective function nor by the constraints of the ALCMV problem
in Eq. (8.8). Moreover, if there are interferers whose RATF vectors have not been
placed in the constraints, the ALCMV will also be unable to reduce them in a
controlled way. In contrast, if P̂n is estimated accurately, the LCMV will reduce
these power leakages. In this case, the LCMV will most likely have a better noise
reduction performance than its ALCMV counterpart.

We can conclude that the performance degradation of linearly constrained beam-
formers due to RATF estimation errors is mainly influenced by the selection of the
CPSDM, P, in the objective function of Eq. (8.5). A low-cost robust linearly con-
strained beamformer should have good performance under both RATF estimation
errors and TAD errors. There are several approaches to achieve this. The most pop-
ular is via diagonal loading of P. However, to the authors’ knowledge there are no
low-cost distributed approaches for optimally selecting the diagonal loading value.
Another robust low-cost option is to use a fixed superdirective linearly constrained
beamformer, i.e., a linearly constrained beamformer with a (semi)fixed P [5]. A
fixed linearly constrained beamformer does not use a TAD and guarantees that
there will not be any portion of Px in P. Two interesting fixed linearly constrained
beamformers are discussed in the next section.

8.3.2. Fixed Superdirective Linearly Constrained Beamform-
ers

The fixed superdirective beamformers [5] assume a certain noise field and use in
the objective function a certain coherence function like the one in Eq. (8.3). Since
the early components of the interferers can be nullified using a linearly constrained
beamformer, the noise field that remains is the late reverberation as explained pre-
viously in this section. Recall from Section 8.2.2, that the estimation of Pu is a
difficult task due to the CPSDM of the late reverberation, Pl. Typically, in the lit-
erature (see e.g., [5, 37, 38]) models of Pl are used in beamformers instead. The most
common choice is to use Piso. If one chooses P = Piso, the microphone self-noise
will be boosted in low frequencies [5]. Thus, a diagonal-loaded version is typically
used [5, 39], i.e.,

ŵ = arg min
w

wH(pisoPiso + Pc)w s.t. wHΛ = fH , (8.9)

where Pc = cI (see Section 8.2.2). Although, the microphone-self noise power, c,
typically remains constant over time, piso changes. To the best of our knowledge,
there are no distributed estimation methods of the scaling coefficient piso. We call
the beamformer in Eq. (8.9) as isotropic LCMV (ILCMV).

Another popular fixed linearly constrained beamformer uses in the objective
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function the most simplistic option which is P = I, i.e.,

ŵ = arg min
w

wHw s.t. wHΛ = fH . (8.10)

In this paper, we will refer to this as the linearly constrained delay and sum (LCDS)
beamformer. It is identical to the fixed beamformer of the generalized side-lobe can-
celler implementation of the LCMP beamformer (using the constraints in Eq. (8.6))
in [32]. Unlike ILCMV, the LCDS is easily distributable due to the separable na-
ture of the objective function. This can be achieved via similar methods to those
demonstrated in Section 8.4.3 and need only be performed once. Following this,
the output can be computed via data aggregation or by solving a simple averaging
problem, again lending itself to distributed implementations.

Similar to ALCMV, the ILCMV and LCDS beamformers cannot control power
leakages due to inaccurate estimates of the interferers’ RATF vectors and cannot
control interferers which are not included in the constraints.

8.3.3. Other Related Linearly Constrained Beamformers
If we skip the nulling constraints and only impose the target distortionless constraint,
the LCMV (LCMP) reduces to the MVDR (MPDR) [1, 19]. Similar to LCMV and
LCMP, MVDR and MPDR are equivalent under the assumption that P̂y = Py and
P̂n = Pn and â = a [2]. However, when â 6= a, the MVDR is more robust to RATF
estimation errors [2, 21]. A special case of the MPDR is the delay and sum (DS)
beamformer [27] which replaces the noisy CPSDM with the identity matrix. The
DS has worse performance compared to the MVDR (MPDR) in correlated noise
fields but results in very robust performance to RATF estimation errors [21] and
TAD errors.

8.3.4. Distributed Linearly Constrained Beamformers
The development of distributed beamformers has focused on adapting LCMV (LCMP)
based approaches for use in WASNs. However, this adaptation has not come with-
out additional challenges [40]. Most notable is the limited communication between
devices which makes the formation of estimated CPSDMs nearly impossible with-
out the use of a fusion center [8]. To address this, two main classes of distributed
beamformers have appeared in the literature: approximately optimal variants and
optimal approaches which operate in certain networks.

One such sub-optimal variant is the distributed DS beamformer introduced in [9].
Based on randomised gossip [41], this low-cost method operates in general cyclic
networks but fails to exploit spatial correlation to improve noise reduction. In
contrast, distributed approximations of the MVDR beamformer [10, 11] assume
that disjoint nodes are uncorrelated essentially masking the true CPSDMs. While
lending themselves to distributed implementations, such approaches fail to take into
account the true correlations between observed signals across the network, resulting
in sub-optimal performance.

By restricting the network topology, typically to be acyclic or fully connected,
optimal distributed beamformers have been proposed. These algorithms [14, 15] ex-
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ploit efficient data aggregation to construct global beamformers from a composition
of local filters and have been shown to be iteratively optimal. However, the addi-
tional communication overhead required to maintain a constant network topology
across frames can be prohibitively expensive due to unpredictable network dynamics.
Furthermore, such maintenance may be impossible in the case of node failure.

It is worth mentioning that it is not the use of an acyclic network in [14, 15] itself
which is limiting, but rather the need for this network to be invariant over time.
In [18], this point was exploited to form a fully distributed beamformer for use in
general cyclic topologies. Like [14] and [15], [18] constructs a global beamformer as a
composition of local beamformers at each node. Importantly, the method by which
these local beamformers are combined does not depend on the underlying network
topology. This allows the network to vary between frames, overcoming the need for
maintaining a fixed topology in all time instances. The method in [18] was shown
to be iteratively optimal with its main drawback being a decrease in convergence
rate compared to [14], requiring a larger number of frames to obtain near optimal
performance.

In contrast, in [16], an optimal distributed beamformer was proposed for use in
cyclic networks by exploiting the structure of estimated CPSDMs to cast LCMP
beamforming as distributed consensus. However, for CPSDM estimates based on a
large number of frames, the proposed algorithm’s communication cost scaled poorly.
In contrast to [13–15] and [18], a benefit of [16] was that the proposed implemen-
tation was frame-optimal, i.e. that it obtained the performance of an equivalent
centralized implementation in each frame. The beamformer proposed in [26] ex-
ploited a similar method of distributed implementation, but exploited the pseudo
coherence principle of human speech to overcome the scaling communication costs
found in [16].

The approaches of both [16] and [26] made use of internal optimization schemes
which require a large number of iterations per frame to obtain optimal performance.
However, in [26] it was shown that near optimal performance could be obtained
using only a finite number of iterations of this internal solver. Such a result raises
the question whether a similar approach could be employed as a general way of
reducing the transmission costs associated with cyclic beamforming methods. For
the beamformers proposed in this work, this point is touched upon in Section 8.4.7.

In contrast to the methods above, the beamformers proposed in Section 8.4 are
fully distributable without imposing restrictions on the underlying network topology
or scaling communication costs while also being optimally computable in each frame.
In this way, the proposed methods combine the strengths of existing distributed
beamformers while also avoiding their various limitations.

8.4. Proposed Method
In the previous section, we have highlighted the susceptibility of several existing

beamformers to RATF estimation errors and TAD errors and the challenge of de-
ploying these algorithms in distributed contexts. Here, we propose two different
linearly constrained beamformers which are efficiently distributable for arbitrary
network topologies, robust to RATF estimation errors and TAD errors, while at the
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same time are able to control the power leakage of the interferers.
Typically, the microphones within a node are nearby, while the microphones from

different nodes are further away. Therefore, the late reverberation will be highly
correlated in the first case, while in the latter less correlated (see Fig. 8.1). There-
fore, providing that the nodes are sufficiently far away from each other, one may
approximate the full element matrix Pu with the block-diagonal matrix P̄u where
every block corresponds to the CPSDM of the late reverberation of one node only
and the microphone-self noise. Therefore, we propose the block-diagonal ALCMV
(BDALCMV) which is given by

ŵ = arg min
w

wHP̄uw s.t. wHΛ = fH . (8.11)

Note that if every node has only one microphone, P̄u becomes diagonal. This
block-diagonalization lends itself to distributed implementations, reflecting a similar
objective structure to that of the DS and LCDS beamformer.

While the proposed BDALCMV beamformer has a number of benefits from the
perspective of distributed signal processing, like ALCMV, the challenge becomes
the estimation of P̄u, and handling the possible power leakages of the interferers
as in the case of DS, LCDS, ALCMV. Therefore, in Sections 8.4.1, and 8.4.2 we
introduce two variations of the BDALCMV beamformer which do not require the
estimation of P̄u and are robust to power leakages of the interferers. Moreover,
in Sections 8.4.3—8.4.7, we introduce distributed implementations of the proposed
beamformers.

8.4.1. BDLCMP Beamformer
The first proposed practical variant of BDALCMV is the BDLCMP which uses in
the objective function the block-diagonal noisy CPSDM, P̄y. That is,

ŵ = arg min
w

wHP̄yw s.t. wHΛ = fH . (8.12)

This results in a local estimation problem, which can be carried out independently at
each node without the need of a TAD. This method handles the possible power leak-
ages due to inaccurate estimates of the interferers’ RATF vectors and can suppress
the interferers that are not included in the constraints.

In case of RATF estimation errors of the target source, the BDLCMP will have
similar problems to the LCMP because in the block-diagonal matrices, there will
be portions of the corresponding target block-diagonal CPSDMs. However, the
performance degradation will not be that great as with the LCMP. This can be
easily explained by considering the extreme scenario of a fully correlated noise field
in which we assume that M > r + 1, P̂y = Py, Pu ≈ 0, b̂i = bi, i = 1, · · · , r
and â 6= a. In this case, the optimization problem of LCMP in Eq. (8.7) will be
approximately equivalent1 to the following optimization problem:

ŵ = arg min
w

wHP̂yw s.t. wHΛ̃ = f̃H ,

1It is approximately equivalent because Pu ≈ 0. Moreover, the target RATF estimation errors
should be sufficiently large.
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where
Λ̃ =

[
â a b̂1 · · · b̂r

]
, and f̃H =

[
1 0 0 · · · 0

]
.

That is, the LCMP will approximately nullify the target source. In contrast, due
to the block-diagonal CPSDM, the BDLCMP will approximately nullify the target
source iff M > rN + 2r + 1, where N is the number of nodes. Specifically, if
M > rN + 2r + 1 is satisfied, the BDLCMP will be approximately equivalent to the
following optimization problem:

ŵ = arg min
w

wH ˆ̄Pyw s.t. wHΛ̃ = f̃H ,

where

Λ̃=
[
â ã1 ã2 · · · ãN b̂1 · · · b̂r b̃11· · ·b̃1N · · · b̃r1 · · · b̃rN

]
,

f̃H =
[
1 0 0 · · · 0

]
ãi =

[
0 ai 0

]H
, b̃ji =

[
0 bji 0

]H ∈ CM×1.

Here ai, bji are the elements of the RATF vector a, bj corresponding to node i,
respectively. Note that for M < rN + 2r + 1 the BDLCMP will not have enough
degrees of freedom to achieve wH ãi = 0 (i = 1, · · · , N) and, thus, will not nullify the
target signal. Thus, more microphones are needed in the BDLCMP beamformer to
nullify the target signal compared to the LCMP beamformer. Hence, the BDLCMP
is more robust to target RATF estimation errors compared to the LCMP for the
same number of microphones M , when M < rN+2r+1, in this particular scenario of
a fully correlated noise field. In more general noise fields, where Pu is not negligible,
both LCMP and BDLCMP will not nullify the target using the same finite number
of microphones. However, LCMP will suppress more the target signal than the
BDLCMP, because the first exploits the full-element noisy CPSDM matrix.

Fig. 8.2 shows the directivity patterns of LCMP and BDLCMP for a simple
acoustic scenario with a linear microphone array separated into two nodes where
each node has three microphones. The target source is at 80◦, but the estimated
RATF vector of the target is at 90◦. The interferers and their RATF vectors are
at 10◦, 50◦ and 160◦. All RATF vectors are anechoic in this example and there is
a slight amount of microphone-self noise. It is clear from the directivity pattern in
Fig. 8.2, that LCMP suppresses the target signal significantly, while BDLCMP does
not.

It is worth mentioning that if b̂i 6= bi, it easy to show (following the same
steps as before) that the LCMP will typically suppress more the i-th interferer than
BDLCMP, if both use the same number of microphones. This means that the power
leakages of the interferers will be suppressed more with the LCMP compared to the
BDLCMP. Nevertheless, we will experimentally show in Section 8.5, that the final
intelligibility improvement of BDLCMP is much greater than the LCMP, because
BDLCMP distorts much less the target.
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Figure 8.2: Example: three interferers (with marker ’x’) and one target (with marker ?) at 80◦.
The RATF vector of the target points at 90◦. The directivity pattern, |wHa(θ)|2 (in dB), is
computed in the range 0◦ ≤ θ ≤ 180◦, for BDLCMP (solid line) and LCMP (dotted line), for the
frequency 2 kHz.

8.4.2. BDLCMV Beamformer
To further increase the robustness of the proposed method, we introduce the BDL-
CMV variant which uses in the objective function the block-diagonal version of the
noise CPSDM, P̄n. Therefore, the BDLCMV is given by

ŵ = arg min
w

wHP̄nw s.t. wHΛ = fH . (8.13)

Similar to the relationship between LCMV and LCMP, the BDLCMV typically
enjoys more robustness than the BDLCMP when P̄n is estimated accurately enough.
However, when there are TAD errors, we will show that the performance gap reduces
between the two methods. The BDLCMV also handles the possible power leakages
of the interferers, and can suppress the interferers that are not included in the
constraints.

If each node has only one microphone, then BDLCMV becomes diagonal. In this
case, it can be viewed as a weighted version of the LCDS beamformer, and without
nulling constraints, can be viewed as a weighted DS beamformer.

8.4.3. Distributed Implementation of the Proposed Method
Given a block-diagonal matrix P̄, which can be P̄u, P̄n or P̄y, and a known con-
straint matrix Λ, we now demonstrate how we can form a distributed version of the
proposed methods for use in general cyclic networks by using a similar technique
to that presented in [16]. Importantly, the imposed block diagonal structure of the
estimated CPSDM results in a naturally separable objective function, leading to a
substantial reduction in communication costs compared to those in [16]. To demon-
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strate this, denote by wκ, Λκ and P̄κ the elements of w, the rows of Λ and the
block diagonal component of P̄ associated with node κ, respectively. Eqs. (8.11),
(8.12) and (8.13) can therefore be rewritten as

ŵ = arg min
w

1
2

N∑
κ=1

wH
κ P̄κwκ s.t.

N∑
κ=1

wH
κ Λκ = fH . (8.14)

The real-valued Lagrangian of this problem is given by

L(w, µ) =
N∑

κ=1

wH
κ P̄κwκ

2 −<

(
µH

(
ΛH

κ wκ −
f
N

)) ,

where we have partitioned the constraint vector f into N equal parts, f/N ,one for
each node i ∈ V . Taking complex partial derivatives [42], it follows that

ŵκ = P̄−1
κ Λκµ, (8.15)

such that the corresponding dual function is thus given by

q(µ) = −
N∑

κ=1

µHΛH
κ P̄−1

κ Λκµ

2 + <
(

µHf
)

.

The resulting dual optimization problem is given by

µ̂ = arg min
µ

N∑
κ=1

(
µHΛH

κ P̄−1
κ Λκµ

2 −<
(

µH f
N

))
. (8.16)

8.4.4. Acyclic Implementation via Message Passing
We begin by demonstrating how, when the underlying network is acyclic (tree struc-
tured), the problem in Eq. (8.16) can be solved in a distributed manner. Similar
to the approach introduced in [18], there is no need for this acyclic network to be
constant between frames, allowing it to adapt to the time-varying connectivity of
dynamic networks. This contrasts [14, 15] where the network topology must remain
constant.

In the following, we consider two different approaches to compute the optimal µ
in tree structured networks. In the first approach, we exploit the fact that Eq. (8.16)
can be directly solved by aggregating the sum of the local matrices 1

2 ΛH
κ P̄−1

κ Λκ to a
common location. In the case of acyclic networks, this aggregation can be performed
efficiently with the common location forming the root node of the network. This
root node can simply be a point in the network where we choose to extract the
beamformer output signal.

To sketch the process of this data aggregation, we partition the set of neighbors
of each node κ into two groups. The first group, denoted by Cκ, represents the
set of children of node κ. The second set, which is a unique node identifier, is the
parent of node κ denoted by Pκ. In particular, Pκ ∪ Cκ = N (κ) ∀κ ∈ V , where
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N (κ) = {ι | (κ, ι) ∈ E}. Note that for the root node Pκ = ∅. These sets can be
determined per frame by selecting a root node and forming a spanning tree via a
breadth-first or depth-first search.

Once these sets are known, the process begins at the leaf nodes of the networks
(those nodes for which Cκ = ∅) and consists of the transmission of a message from
these nodes (κ) to their parents (Pκ). The aggregation messages are matrices and
take the form

Mκ→Pκ
=ΛH

κ P̄−1
κ Λκ

2 .

Of the set of remaining nodes, those nodes which have received a message from all
but one of their neighbors can repeat this process (the remaining neighbor is their
parent node). Their messages take a more general form given by

Mi→Pi =ΛH
i P̄−1

i Λi

2 +
∑
k∈Ci

Mk→i,

whereby local information at each node is first combined with that from their chil-
dren. This process is repeated until the root node has received messages from all
its children at which point the aggregation operation is complete.

Due to their positive semidefinite structure, the transmission of each message
per node comprises 1

2 ((r + 1)2 + r + 1) unique variables resulting in a total of
1
2 (r2 + 3r + 2)(N − 1) transmitted variables for each frequency bin per frame. The
optimal dual variables can then be diffused back into the network to allow the
optimal beamformer weight vector to be computed at each node in parallel. This
additional diffusion stage results in a further (r + 1)(N −K) transmitted variables
where K denotes the number of leaf nodes. The beamformer output can then
be computed by simply aggregating the sum

∑
i∈V wH

i yi through the network,
incurring a total cost of (N − 1) transmissions per frequency bin. Finally, if the
estimate of P̄ does not change between frames, i.e., ∆P̄ = 0, the estimated weight
vector need not be recomputed. An example of this occurs in noisy frames for the
proposed BDLCMV method, reducing the cost of this algorithm in such frames to
that of simply computing the beamformer output.

8.4.5. Cyclic Weight Vector Computation via PDMM
For more general network structures, Eq. (8.16) can be transformed to a fully
distributable form. To do so, we introduce local versions of µ at each node, denoted
by µκ, and impose that µκ = µι ∀ (κ, ι) ∈ E. The resulting problem is given by

µ̂ = arg min
µ

N∑
κ=1

(
µH

κ ΛH
κ P̄−1

κ Λκµκ

2 −<
(

µH
κ

f
N

))
s.t. µκ = µι ∀(κ, ι) ∈ E. (8.17)

Note that at optimality, this problem is entirely equivalent to the problem in Eq.
(8.16), assuming the network is connected. Due to its separable quadratic structure,
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Eq. (8.17) can be solved via a wide range of existing distributed solvers [43–45]. In
this work, we consider solving Eq. (8.17) using the primal dual method of multipliers
(PDMM) proposed in [45].

To define the PDMM updating scheme, we begin by again considering the equiv-
alent graph representation of the network, parameterised by node set V and edge
set E. For each node κ and edge (κ, ι) ∈ E, define the vectors µ

(0)
κ = γ

(0)
κ,ι = 0 ∈

Cr+1, ∀κ = 1, . . . , N, (κ, ι) ∈ E respectively. As per the PDMM algorithm in [45],
the optimizers of Eq. (8.17) can then be computed by iteratively updating the dual
variables (µκ) and directed edge variables (γκ|ι) as

µ(t+1)
κ =

(
ΛH

κ P̄−1
κ Λκ + ρ|N (κ)|I

)−1

(
f
N

+
∑

ι∈N (κ)

(
κ− ι

|κ− ι|
γ

(t)
ι|κ + ρµ(t)

ι

))

γ
(t+1)
κ|ι =γ

(t)
ι|κ − ρ

κ− ι

|κ− ι|

(
µ(t+1)

κ − µ(t)
ι

)
, (8.18)

where each ρ ∈ (0, +∞) is the step size for the iterative algorithm and t denotes
the iteration index. The notation κ|ι is used to define the edge variable computed
at node κ related to the edge (κ, ι) ∈ E.

The edge based update requires the transmission of information between neigh-
bouring nodes, as can be noted in the dependence of γ

(t+1)
κ|ι on γ

(t)
ι|κ and µ

(t)
ι . As

highlighted in [45] however, this only requires the transmission of the µκ variables
and, thus, can be performed via a broadcast transmission protocol at each node.
These updates can then be iterated until a desired level of precision is achieved after
which ŵj can be calculated locally at each node via Eq. (8.15).

Each iteration of the proposed algorithm requires the transmission of r + 1
variables per node. In an existing optimal cyclic beamformer [16] this cost was
r + 1 + |Ly|, where |Ly| is the number of frames used to form a maximum likelihood
estimated version of the CPSDM. The proposed method therefore requires |Ly| less
transmissions per iteration, resulting in a substantial saving in transmission costs.

8.4.6. Beamformer Output Computation
Once the weight vector is known, the beamformer output can then be computed via
various distributed averaging techniques (see [46] for an overview). In the case of
this work we again consider the use of PDMM for this task. Consider the standard
distributed averaging problem given by

min
x

1
2

N∑
κ=1
‖xκ −wH

κ yκ‖2

s.t. xκ = xι ∀(κ, ι) ∈ E.

(8.19)
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Again, from [45], the PDMM update equations for this problem are given by

x(t+1)
κ =

(
wH

κ yκ +
∑

ι∈N (κ)

(
κ−ι

|κ−ι| z
(t)
ι|κ + ρx(t)

ι

))
1 + ρ|N (κ)| (8.20)

z(t+1)
κ|ι =z(t)

ι|κ − ρ
κ− ι

|κ− ι|

(
x(t+1)

κ − x(t)
ι

)
, (8.21)

where zκ|ι denotes the directed edge variable owned by node κ. By iterating these
updates, every node in the network can learn the average of the vector wHy. Once
the average is known, this can be scaled by a factor of N to recover the beamformer
output. Alternatively, we can employ the same acyclic beamformer output compu-
tation approach as used in Sec. 8.4.4. While this removes the entirely cyclic nature
of the algorithm as the tree structured network used can change in each frame, the
overhead of using an acyclic network is still substantially reduced in contrast to the
work of [14, 15].

8.4.7. Cyclic Beamforming with Finite Numbers of Itera-
tions

In general distributed applications, deterministic signal processing is desirable. This
point is even more pressing in the case of distributed audio processing. Thus, an
unbounded requirement on the iteration count of an algorithm is cumbersome. Un-
fortunately, in practice, the total number of transmissions required to solve the
problems in Eq. (8.17) and (8.19), via general cyclic solvers such as PDMM, is
dependent not only on the choice of the solver but also on the WASN topology.
As such, it is not possible to analytically bound this transmission cost for arbi-
trary networks. However, in the distributed beamforming method presented in [26],
which also used PDMM as a solver, it was found that near optimal performance
was achieved in only a limited number iterations. In this way it is expected that
the number of iterations required to achieve a good level of performance is not un-
necessarily large. As such we can impose a hard limit on the number of iterations
performed without significantly degrading performance.

An additional observation is that, due to its dependence on a recursively averaged
covariance matrix, the weight vector w will vary smoothly with time. With regards
to the PDMM algorithm, this corresponds to the fact that both the dual and edge
variables will also vary somewhat smoothly. As such, one way to improve precision
even under the scenario of a finite number of iterations it to use a warm-start
procedure. Defining the maximum number of iterations by tmax, this warm-start
procedure is implemented by setting

µ
(0)
β = µ

(tmax)
β−1 and γ

(0)
β,κ|ι = γ

(tmax)
β−1,κ|ι, (8.22)

where the additional subscript denotes the frame index β. In the case of a constant
CPSDM estimate this procedure allows the finite iterations in multiple frames to be
used to solve the same problem i.e. a higher precision weight vector can be achieved.
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Table 8.1: Transmission costs of distributed beamformers in dynamic sound fields. N denotes the
number of nodes, K denotes the number of leaf nodes, r denotes the number of interferers, and
tmax denotes the maximum number of iterations.

Beamformer Weight Vector Computation
Algorithm Transmissions per frame & frequency bin

BDLCMV/BDLCMP (Cyclic) tmax(r + 1)N
BDLCMV/BDLCMP (Acyclic) 1

2 (r2 + 3r + 2)(N − 1)+(r + 1)(N −K)
BDLCMV (Acyclic ∆P̄ = 0) 0

DLCMV (Acyclic) [14] (2N − 1−K)
DGSC (Acyclic) [15] (2N − 1−K) + (r + 1)(N −K)

TI-DANSE (Cyclic) [18] (2N − 1−K)(r + 1)
Beamformer Output Computation

Algorithm Transmissions per frame & frequency bin
Cyclic tmaxN

Acyclic N − 1

In the case of slowly varying weight vectors, this allows the algorithm to track the
optimal weight vector while still only incurring a finite iteration cost per frame.

A warm-start procedure cannot be used in the case of the beamformer output
computation as it varies rapidly between frames. However, only a finite number of
iterations are required per frame to achieve near-optimal performance. Thus, an
iteration limit can be imposed to achieve a fully cyclic implementation. The per-
formance of this iteration-limited output computation and the warm-started weight
vector computation introduced above are demonstrated in Sec. 8.5.4.

8.4.8. Comparing the Transmission Costs of Different Beam-
former Implementations

Table 8.1 includes the transmission costs of the distributed implementations of the
BDLCMV/BDLCMP algorithm proposed in this paper. It is worth noting that
these transmission costs do not include the additional overhead associated with those
algorithms which exploit a TAD or the costs of forming a spanning tree. However,
due to the per frequency bin nature of the algorithm, these costs are assumed to be
far lower than those associated with running the algorithm.

From Table 8.1, our proposed acyclic implementation appears to require a no-
table increase in total transmission cost when we allow P̄ to vary. However unlike
existing approaches, it does so while ensuring we exactly solve the problem in each
frame. In contrast, the alternative methods listed require multiple frames to reach
optimality [47]. As such, the proposed acyclic approach offers a competitive advan-
tage as it exactly attains the performance of a centralized implementation in each
frame while incurring a fixed transmission cost. In contrast, the iterative nature of
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DLCMV, DGSC and TI-DANSE means that they require multiple frames to achieve
the same precision, essentially scaling their effective transmission costs.

The proposed cyclic implementation of BDLCMV/BDLCMP, like other existing
approaches within the literature [14, 15] allows for a tradeoff between per-frame
optimality and communication overhead. Importantly, when combined with the
warm-start procedure introduced in Eq. (8.22), this allows for near-optimal perfor-
mance while reducing the total transmission overhead per frame. In particular, in
Sec. 8.5.4 we will demonstrate the effect of combining this warm-start procedure
with a single iteration, that is tmax = 1. In this case, a negligible decrease in perfor-
mance is achieved while incurring a transmission cost in line with existing acyclic
distributed beamformers.

Finally, by providing two methods of beamformer output computation, we allow
designers to implement a fully cyclic beamforming algorithm if they desire. Per-
haps more attractive though is a hybrid style approach, similar to that used in [18],
which combines cyclic weight vector computation with an acyclic output compu-
tation stage. This takes advantage of the transmission savings of both approaches
while, as the acyclic topology can vary between frames, removes the need for acyclic
network management in contrast to [14, 15].

8.5. Experimental Results
We compare the performance of the proposed beamformers (except of the BDAL-
CMV, where an estimate of P̄u is difficult to obtain), and six existing centralized
beamformers (the MPDR, MVDR, LCMP, LCMV, LCDS and DS) in terms of noise
suppression, predicted intelligibility improvement, robustness to RATF estimation
errors and TAD errors. Table 8.2 summarizes the compared linearly constrained
beamformers. Note that the ALCMV and ILCMV are not included in the com-
parisons since there are no distributed estimation methods of piso. Note that the
MPDR, MVDR, LCMP, LCMV, LCDS and DS are distributable under the dis-
tributed LCMV (DLCMV) [14], as well as the distributed DS beamformer proposed
in [9]. Specifically, we examine the performance of centralized implementations
of the aforementioned beamformers to which their distributed counterparts con-
verge [14].

8.5.1. Experiment Setup
The simulations are conducted in a simulated reverberant environment with rever-
beration times T60 = 0.2 s and T60 = 0.5 s using the image method [48]. A box-
shaped room with dimensions 6× 4× 3 is selected for the reverberant environment.
The configuration of the nodes and acoustic sources are depicted in Fig. 8.3. We
considered an example scenario where a number of people are sitting around a table
with a set of mobile phones on the table, each equipped with multiple microphones.
In this case, N = 5 nodes were placed on a virtual surface (with no physical prop-
erties) and four sources were placed around the surface. Each node was equipped
with 3 microphones forming a uniform linear array with an inter-microphone dis-
tance of 2 cm. This resulted in a total of M = 15 microphones. Three of the four
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Table 8.2: Summary of compared linearly constrained beamformers which are all special cases of
the optimization problem in Eq. (8.5). Note that wHΛ = fH is the constraints in Eq. (8.6).

Method P Constraints Target activity detection

MPDR Py wHa = 1 no

MVDR Pn wHa = 1 yes

DS I wHa = 1 no

LCMP Py wHΛ = fH no

LCMV Pn wHΛ = fH yes

LCDS I wHΛ = fH no

BDLCMP P̄y wHΛ = fH no

BDLCMV P̄n wHΛ = fH yes

sources were interferering talkers (2 female and 1 male) with the remainder being
the target source (a male talker). Each signal had a simulated duration of 30 s and
was sampled at fs = 16 kHz. The power of each interferer at its original position
was set to be approximately equal to the power of the target source at its origi-
nal position (i.e., a 0 dB SNR). The impulse responses between microphones and
sources were computed using the toolbox in [49], with length 200 ms. The closest
microphone to the target was selected as the reference microphone (see Fig. 8.3).
The microphone-self noise was white Gaussian noise with 40 dB SNR with respect
to the target signal at the reference microphone.

As can be noted in Fig. 8.3, the distance between any two nodes was quite big
(i.e., the distance between the closest microphone-pair, where the two microphones
belonged to two different nodes, was at least 0.5091 m). Thus, the ambient noise
was approximately spatially uncorrelated between different nodes. As explained in
Section 8.1, the late reverberation, which is the main contribution in the ambient
noise component, becomes approximately uncorrelated between two microphones
with distance d above a certain threshold fc = c/(2d). Here, the distance of the
closest microphone-pair where the microphones belong to two different nodes is
0.5091 m corresponding to fc = 333.9 Hz (if c = 340 m/s). Note that the correlation
between any other microphone-pair with microphones in different nodes will have
even smaller fc.

On the other hand, the late reverberation for microphones within a node is highly
correlated. The distance between two consecutive microphones is d = 0.02 m and,
resulting in fc = 8.5 kHz, which is greater than fs/2 = 8 kHz.

8.5.2. Processing
STFT frame-based beamforming was performed using an overlap and save (OLS)
procedure [50]. We used a rectangular analysis window with length 2Lfr = 50 ms,
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Figure 8.3: Experimental setup from two different angles: three interferers (two female talkers with
markers ’+’ and ’x’ and one male talker with marker ’o’), one target (a male talker with marker
?), and five nodes, with three microphones each, sitting on the virtual surface. The height of the
virtual surface is 1 m.

where Lfr = 25 ms is the length of the current frame. Thus, the early-reverberant
RATF vectors of the sources are associated with an impulse response of length 50 ms.
The analysis window was applied on the current frame and the previous frame in
order to a) mitigate circular convolution problems, and b) to be able to handle large
phase shifts in the constraints due to the large microphone array aperture. The
FFT length is Φ = 1024.

In order to achieve a smoother processing than standard OLS, the analysis win-
dow was shifted by Lfr/2 samples2. A Hann window (synthesis window) was then
applied, with length Lfr, on the last Lfr processed samples. Finally, the last Lfr/2
processed samples were saved in order to add them to the corresponding samples of
the next windowed segment.

The CPSDMs, for the k-th frequency bin and β-th analysis segment, were
estimated via recursive averaging as described in Section 8.2.2. Note that the
2The standard OLS procedure usually shifts the analysis window by Lfr.
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Figure 8.4: Reverberation time T60 = 0.2 s: Comparison of the beamformers in Table 8.2 as a
function of positional error between training and testing positions. The methods that depend on
a TAD are computed using an ideal TAD and the state-of-the-art voice activity detector (VAD)
proposed in [51].

block-diagonal CPSDMs were recursively averaged locally at each node. The noise
CPSDM and the block-diagonal noise CPSDM were estimated using an ideal TAD
and a non-ideal state-of-the-art voice activity detector proposed in [51]. For sim-
plicity, the TAD decision is based only on the reference microphone signal.

The RATF vectors were estimated once using additional 2 s recordings per
source. Specifically, each talker spoke alone for 2 s, while all the others were silent.
The CPSDM matrices of each talker were computed as described in Section 8.2.2
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Figure 8.5: Reverberation time T60 = 0.5 s: Comparison of the beamformers in Table 8.2 as a
function of positional error between training and testing positions. The methods that depend on
a TAD are computed using an ideal TAD and the state-of-the-art voice activity detector (VAD)
proposed in [51].

and the dominant relative eigenvector from each CPSDM was selected as an esti-
mate of the RATF vector for each source3. These initial positions of the talkers,
in which the RATF vectors were estimated, will be referred to as training positions
and were nearby to the testing positions depicted in Fig. 8.3. Therefore, the RATF
estimation errors of all sources can be modeled as a function of positional error
3If there is a noise component which is always active, such as an air-condition, a more accurate
method of estimating the RATF of the talkers is by using the GEVD approach [32].
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between the training positions and the testing positions.

8.5.3. Robustness to RATF estimation errors
Figs. 8.4 and 8.5 show the performance of the aforementioned beamformers in terms
of segmental-signal-to-noise-ratio (SSNR) gain and the short-time objective intelli-
gibility measure (STOI) [52] gain as a function of positional error for T60 = 0.2 s
and T60 = 0.5 s, respectively. Note that the noise that is computed in the SSNR
consists of the interferers, background, and target distortion noise. The erroneous
training locations were uniformly distributed over a sphere centered around the true
source locations having a radius ranging from 0− 0.30 m in 0.01 m steps. For every
value of positional error, the average performance of 20 different setups was mea-
sured. Each setup used the same source signals at the same testing locations as
shown in Fig. 8.3. However, a different set of initial training positions, computed
as mentioned previously, were used in each setup. Likewise, different realizations of
the microphone-self noise were also used in each setup.

It is clear that the proposed beamformers are more robust for the combination
of large positional and TAD errors. Specifically, the BDLCMV and the BDLCMP
provide significantly better predicted intelligibility improvement compared to all
the other methods using a non-ideal TAD or not using a TAD. The BDLCMV with
the non-ideal TAD is slightly better than the BDLCMP. Thus, in this particular
scenario a TAD is not necessary for the proposed method, since it will create errors
and the performance advantage will be small. Note that for T60 =0.5 s and for large
positional errors, the proposed methods achieve worse noise reduction, but better
intelligibility improvement, than the other methods. As explained in Section 8.4,
this is because the proposed beamformers distort the target signal much less than
the other beamformers.

The LCMV using the non-ideal TAD is much more robust than the LCMP and
gives much higher predicted intelligibility improvement. It is worth noting that for
T60 = 0.2 s the fixed LCDS has almost the same predicted intelligibility improvement
as the LCMV. This makes the usage of the LCMV beamformer, in this particular
acoustic scenario, obsolete in the distributed context since LCDS has significantly
lower communication costs. On the other hand, for T60 = 0.5 s the performance
of LCDS deteriorates significantly and becomes also worse compared to the DS
beamformer. Moreover, the MVDR using a non-ideal TAD has almost the same
predicted intelligibility improvement with the LCMV using the non-ideal TAD for
T60 = 0.5 s.

In conclusion, for those simulations using a non-ideal TAD, the proposed meth-
ods are the most robust out of those considered. Moreover, the proposed method
incurs lower communication costs, as explained in Section 8.4, making it a strong
candidate for distributed beamforming.

8.5.4. Limiting Iterations per Frame for PDMM Based BDL-
CMP/BDLCMV

We now compare the impact of a finite iteration cap on the optimality of both
the computed beamformer weight vector and beamformer output signal. For these
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Figure 8.6: Chain, Ring and Star topologies for the considered five node network.
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Figure 8.7: Comparing the effect of a finite iteration limit on PDMM beamformer weight vector
computation. Cold-start (cold) and warm-start (warm) scenarios are considered with the beam-
former output being computed exactly via acyclic data aggregation.

simulations, the same setup, as introduced in Sec. 8.5.1, was used. The case of
BDLCMP with no RATF estimation errors was considered where by the centralized
beamformers used previously were substituted with their cyclic counterparts intro-
duced in Sec. 8.4.5. For these simulations, three standard network configurations
(a chain, a ring and a star network) were considered to highlight the impact net-
work topology can play on convergence. Examples of these three network topologies
are included below in Figures 8.6a, 8.6b, 8.6c respectively. A step size of ρ = 1

2
was heuristically selected for all simulations. With a more refined selection of this
parameter, we expect that faster convergence could be achieved.

Fig. 8.7 shows a comparison of convergence rates of both cold and warm-started
beamformer weight vector computation for the three networks considered. As ex-
pected, while all three methods require many iterations (> 30) to achieve reasonable
weight vector estimation, when combined with a warm-start procedure, even a single
iteration per frame achieves near optimal gains in both STOI and SSNR. Thus, for
slowly varying CPSDM estimates, the cyclic BDLCMP/BDLCMV approach offers
an opportunity to dramatically reduce transmission costs while maintaining near
optimal performance. Furthermore, the effectiveness of this warm-start does not
seem to vary significantly with network topology.

For beamformer output computation, as demonstrated in Fig. 8.8, the story is
similar. While the dynamic nature of the beamformer output does not facilitate a
warm-start procedure, the simplicity of the problem means that within 10 iterations
or so a near optimal beamformer output is computed.
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Figure 8.8: Comparing the effect of a finite iteration limit on PDMM beamformer output compu-
tation. For each of the networks considered the beamformer weight vector is computed exactly via
acyclic data aggregation.

Unlike the beamformer weight vector computation, here we can more clearly
observe the effect of network topology on convergence. In particular, the chain
network, which has a larger diameter than either the ring or the star network,
requires roughly twice the number of iterations to approach optimal convergence.
This point is consistent with the fact that an even length chain network has twice
the diameter of a ring network of the same size. However, this may be able to be
remedied with more careful step size selection.

8.6. Conclusion
In this paper, we proposed a new distributed linearly constrained beamformer, which
provides increased robustness to TAD and RATF estimation errors compared to
traditional LCMV-based beamformers. Moreover, the proposed approach is imme-
diately distributable due to its use of a block-diagonal CPSDM. Unlike most com-
peting distributed beamformers, the proposed method can be applied in arbitrary
network topologies, while at the same time having much lower communication costs
in comparison to competing cyclic approaches and comparable costs to acyclic ones.
Furthermore, the general nature of the distributed algorithm facilitates a trade off
between transmission costs and per-frame optimality allowing it to be tailored to
the needs of a particular application.
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Multi-Microphone Signal
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The worst form of inequality is to
try to make unequal things equal.

Aristotle

This chapter is based on the article submitted as "Joint Estimation of the Multi-Microphone Signal
Model Parameters", by A.I. Koutrouvelis, R.C. Hendriks, R. Heusdens and J. Jensen in IEEE/ACM
Trans. Audio, Speech and Language Processing.
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M icrophone arrays (see e.g., [1] for an overview) are used extensively in many
applications, such as source separation [2–6], multi-microphone noise reduc-

tion [1, 7–13], dereverberation [14–19], sound source localization [20–23], and room
geometry estimation [24, 25]. All the aforementioned applications are based on a
similar multi-microphone signal model, typically depending on the following param-
eters: i) the early relative acoustic transfer functions (RATFs) of the sources with
respect to the microphones; ii) the power spectral densities (PSDs) of the early com-
ponents of the sources, iii) the PSD of the late reverberation, and, iv) the PSDs of the
microphone-self noise. Other parameters, like the target cross power spectral density
matrix (CPSDM), the noise CPSDM, source locations and room geometry informa-
tion, can be inferred from (combinations of) the above mentioned parameters. Often,
none of these parameters are known a priori, while estimation is challenging. Often,
only a subset of the parameters is estimated, see e.g., [14–17, 19, 26–30], typically
requiring rather strict assumptions with respect to stationarity and/or knowledge
of the remaining parameters.

In [15, 17] the target source PSD and the late reverberation PSD are jointly esti-
mated assuming that the early RATFs of the target with respect to all microphones
are known and all the remaining noise components (e.g., interferers) are station-
ary in time intervals typically much longer than a time frame. In [19, 26, 31], it
was shown that the method in [15, 17] may lead to inaccurate estimates of the late
reverberation PSD, when the early RATFs of the target include estimation errors.
In [19, 26], a more accurate estimator for the late reverberation PSD was proposed,
independent of early RATF estimation errors.

The methods proposed in [27, 28] do not assume that some noise components are
stationary like in [17], but assume that the total noise CPSDM has a constant [27]
or slow-varying [28] structure over time (i.e., it can be written as an unknown
scaling parameter multiplied with a constant spatial structure matrix). This may
not be realistic in practical acoustical scenarios, where different interfering sources
change their power and location across time more rapidly and with different patterns.
Moreover, these methods do not separate the late reverberation from the other noise
components and only differentiate between the target source PSD and the overall
noise PSD. As in [17], these methods assume that the early RATFs of the target
are known. In [28], the structure of the noise CPSDM is estimated only in target-
absent time-frequency tiles using a voice activity detector (VAD), which may lead
to erroneous estimates if the spatial structure matrix of the noise changes during
target-presence.

In [30], the early RATFs and the PSDs of all sources are estimated using the
expectation maximization (EM) method [32]. This method assumes that only one
source is active per time-frequency tile and the noise CPSDM (excluding the contri-
butions of the interfering point sources) is estimated assuming it is time-invariant.
Due to the time-varying nature of the late reverberation (included in the noise
CPSDM), this assumption is often violated. This method does not estimate the
time-varying PSD of the late reverberation, neither the PSDs of the microphone-
self noise.
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While the aforementioned methods focus on estimation of just one or several of
the required model parameters, the method presented in [4] jointly estimates the
early RATFs of the sources, the PSDs of the sources and the PSDs of the microphone-
self noise. Unlike [30], the method in [4] does not assume single source activity per
time-frequency tile and, thus, it is applicable to more general acoustic scenarios.
The method in [4] is based on the non-orthogonal joint-diagonalization of the noisy
CPSDMs. This method unfortunately does not guarantee non-negative estimated
PSDs and, thus, the obtained target CPSDM may not be positive semidefinite
resulting in performance degradation. Moreover, this approach does not estimate
the PSD of the late reverberation. In conclusion, most methods only focus on the
estimation of a subset of the required model parameters and/or rely on assumptions
which may be invalid and/or impractical.

In this paper, we propose a method which jointly estimates all the aforemen-
tioned parameters of the multi-microphone signal model. The proposed method
is based on confirmatory factor analysis (CFA) [33–36] and on the non-orthogonal
joint-diagonalization principle introduced in [4]. The combination of these two the-
ories and the adjustment to the multi-microphone case gives us a robust method,
which is applicable for temporally and spatially non-stationary sources. The pro-
posed method uses linear constraints to reduce the feasibility set of the parameter
space and thus increase robustness. Moreover, the proposed method guarantees
positive estimated PSDs and, thus, positive semidefinite target and noise CPSDMs.
Although generally applicable, in this manuscript, we will compare the performance
of the proposed method with state-of-the-art approaches in the context of source
separation and dereverberation.

The remaining of the paper is organized as follows. In Sec. 9.1, the signal model,
notation and used assumptions are introduced. In Sec. 9.2, we review the CFA
theory and its relation to the non-orthogonal joint diagonalization principle. In
Sec. 9.3, the proposed method is introduced. In Sec. 9.4, we introduce several
constraints to increase the robustness of the proposed method. In Sec. 9.5, we
discuss about the implementation and practicality of the proposed method. In
Sec. 9.6, we conduct experiments in several multi-microphone applications using
the proposed method and existing state-of-the-art approaches. In Sec. 9.7, we draw
conclusions.

9.1. Preliminaries
9.1.1. Notation
We use lower-case letters for scalars, bold-face lower-case letters for vectors, and
bold-face upper-case letters for matrices. A matrix A can be expressed as A =
[a1, · · · , am], where ai is its i-th column. The elements of a matrix A are denoted
as aij . We use the operand tr(·) to denote the trace of a matrix, E[·] to denote
the expected value of a random variable, diag(A) = [a11, · · · , amm]T to denote the
vector formed from the diagonal of a matrix A ∈ Cm×m, and || · ||2F to denote the
Frobenius norm of a matrix. We use Diag(v) to form a square diagonal matrix
with diagonal v. A hermitian positive semi-definite matrix is expressed as A � 0,
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where A = AH and its eigenvalues are real non-negative. The cardinality of a set
is denoted as | · |. The minimum element of a vector v is obtained via the operation
min(v).

9.1.2. Signal Model
Consider an M -element microphone array of arbitrary structure within a possibly
reverberant enclosure, in which there are r acoustic point sources (target and in-
terfering sources). The i-th microphone signal (in the short-time Fourier transform
(STFT) domain) is modeled as

yi(t, k)=
r∑

j=1
eij(t, k)+

r∑
j=1

lij(t, k)+vi(t, k), (9.1)

where k is the frequency-bin index; t the time-frame index; eij and lij the early and
late components of the j-th point source, respectively; and vi denotes the micro-
phone self-noise. The early components include the line of sight and a few initial
strong reflections. The late components describe the effect of the remaining reflec-
tions and are usually referred to as late reverberation. The j-th early component is
given by

eij(t, k) = aij(β, k)sj(t, k), (9.2)

where aij(β, k) is the corresponding RATF with respect to the i-th microphone,
sj(t, k) the j-th point-source at the reference microphone, β is the index of a time-
segment, which is a collection of time-frames. That is, we assume that the source sig-
nal can vary faster (from time-frame to time-frame) than the early RATFs, which are
assumed to be constant over multiple time-frames (which we call a time-segment).
By stacking all microphone recordings into vectors, the multi-microphone signal
model is given by

y(t, k)=
r∑

j=1
aj(β, k)sj(t, k)︸ ︷︷ ︸

ej(t,k)

+
r∑

j=1
lj(t, k)︸ ︷︷ ︸

l(t,k)

+v(k) ∈ CM×1, (9.3)

where y(t, k) = [y1(t, k), · · · , yM (t, k)]T and all the other vectors can be similarly
represented. If we assume that all sources in (9.3) are mutually uncorrelated and sta-
tionary within a time-frame, the signal model of the CPSDM of the noisy recordings
is given by

Py(t, k) =
r∑

j=1
Pej

(t, k) + Pl(t, k) + Pv(k) ∈ CM×M , (9.4)

where Pej
= pj(t, k)aj(β, k)aH

j (β, k), pj = E[|sj(t, k)|2] is the PSD of the j-th
source at the reference microphone, Pl(t, k) the CPSDM of the late reverberation
and Pv(k) is a diagonal matrix, which has as its diagonal elements the PSDs of the
microphone-self noise. Note that pj(t, k) and Pl(t, k) are time-frame varying, while
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the microphone-self noise PSDs are typically time-invariant. The CPSDM model in
(9.4) can be re-written as

Py(t, k) = Pe(t, k) + Pl(t, k) + Pv(k), (9.5)

where Pe(t, k) = A(β, k)P(t, k)AH(β, k) and A(β, k) ∈ CM×r is commonly referred
to as mixing matrix and has as its columns the early RATFs of the sources. As we
work with RATFs, the row of A(β, k) corresponding to the reference microphone
is equal to a vector with only ones. Moreover, P(t, k) is a diagonal matrix, where
diag

(
P(t, k)

)
=
[
p1(t, k), · · · , pr(t, k)

]T .

9.1.3. Late Reverberation Model
A commonly used assumption (adopted in this paper) is that the late reverberation
CPSDM has a known spatial structure, Φ(k), which is time-invariant but varying
over frequency [14, 17]. Under the constant spatial-structure assumption, Pl(t, k)
is modeled as [14, 17]

Pl(t, k) = γ(t, k)Φ(k), (9.6)

with γ(t, k) the PSD of the late reverberation which is unknown and needs to be
estimated. By combining (9.5), and (9.6), we obtain the final CPSDM model given
by

Py(t, k)=Pe(t, k)+γ(t, k)Φ(k)+Pv(k). (9.7)

There are several existing methods [15, 17–19, 26] to estimate γ(t, k) under the
assumption that Φ(k) is known. There are mainly two methodologies of obtaining
Φ(k). The first is to use many pre-calculated impulse responses measured around the
array as in [7]. The second is to use a model which is based on the fact that the off-
diagonal elements of Φ(k) depend on the distance between every microphone pair.
The distances between any two microphone pairs is described by the symmetric
microphone-distance matrix D with elements dij which is the distance between
microphones i and j. Two commonly used models for the spatial structure are the
cylindrical and spherical isotropic noise fields [10, 37]. The cylindrical isotropic noise
field is accurate for rooms where the ceiling and the floor are more absorbing than
the walls. These models are accurate for sufficiently large rooms [10].

9.1.4. Estimation of CPSDMs Using Sub-Frames
The estimation of Py(t, k), is achieved using overlapping multiple sub-frames. The
set of all used sub-frames within the t-th time-frame is denoted by Θt, and the
number of used sub-frames is |Θt|. We assume that the noisy microphone signals
within a time-frame are stationary and, thus, we can estimate the noisy CPSDM
using the sample CPSDM, i.e.,

P̂y(t, k) = 1
|Θt|

∑
θ∈Θt

yθ(t, k)yH
θ (t, k), (9.8)

with θ the sub-frame index. Fig. 9.1 summarizes how we split time using sub-frames,
time-frames and time-segments.
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9.1.5. Problem Formulation
The goal of this paper is to jointly estimate the parameters A(β, k), P(t, k), γ(t, k),
and Pv(k) for the β-th time-segment of the signal model in (9.7) by only having
estimates of the noisy CPSDM matrices P̂y(t, k) for all time frames belonging to the
β-th time-segment and possibly having an estimate Φ̂(k) and/or D̂. From now on,
we will neglect time-frequency indices to simplify notation wherever is necessary.

9.2. Confirmatory Factor Analysis
Confirmatory factor analysis (CFA) [33, 34, 36] aims at estimating the parameters
of the following CPSDM model:

Py = APAH + Pv ∈ CM×M , (9.9)

where Pv = Diag([q1, · · · , qM ]T ) and P � 0. In CFA, some of the elements in
A and P are fixed such that the remaining variables are uniquely identifiable (see
below). More specifically, let Υ and K denote the sets of the selected row-column
index-pairs of the matrices A and P, respectively, where their elements are fixed to
some known constants ãij , and p̃kr.

There are several existing CFA methods (see e.g. [36], for an overview). Most of
these are special cases of the following general CFA problem

Â, P̂, P̂v = arg min
A,P,Pv

F (P̂y, Py)

s.t. Py = APAH + Pv,

Pv = Diag([q1, · · · , qM ]T ),
qi ≥ 0, i = 1, · · · , M,

P � 0,

aij = ãij , ∀(i, j) ∈ Υ,

pkr = p̃kr, ∀(k, r) ∈ K, (9.10)

with F (P̂y, Py) a cost function, which is typically one of the following cost functions:
maximum likelihood (ML), least squares (LS), or generalized least squares (GLS).
That is,

F (P̂y, Py)=


(ML): log|Py|+ tr

(
P̂yP−1

y

)
, [34],

(LS): 1
2 ||Py − P̂y||2F , [36, 38],

(GLS): 1
2 ||P̂

− 1
2

y (Py − P̂y)P̂− 1
2

y ||2F , [39],

(9.11)

where Py is given in (9.9). Notice, that the problem in (9.10) is not convex (due to
the non-convex terms APAH) and may have multiple local minima.

There are two necessary conditions for the parameters of the CPSDM model in
(9.9) to be uniquely identifiable1. The first identifiability condition states that the
1We say that the parameters of a function are uniquely identifiable if there is one-to-one relationship
between the parameters and the function value.
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Figure 9.1: Splitting time into time-segments (TS), time-frames (TF), and sub-frames (SF).

number of equations should be larger than the number of unknowns [36, 40]. Since
P̂y � 0, there are M(M +1)/2 known values, while there are Mr − |Υ| unknowns
due to A, r(r+1)/2−|K| unknowns due to P (because P � 0), and M unknowns
due to Pv (because Pv is diagonal). Therefore, the first identifiability condition is
given by [40]

M(M + 1)
2 ≥Mr + r(r + 1)

2 − |Υ| − |K|+ M. (9.12)

The identifiability condition in (9.12) is not sufficient for guaranting unique identi-
fiability [36]. Specifically, for any arbitary non-singular matrix T ∈ Cr×r, we have
Py(A, P, Pv) = Py(AT−1, TPTH , Pv) and, therefore [34]

F (P̂y, A, P, Pv) = F (P̂y, AT−1︸ ︷︷ ︸
Ã

, TPTH︸ ︷︷ ︸
P̃

, Pv). (9.13)

This means that there are infinitly many optimal solutions (Ã, P̃ � 0) of the problem
in (9.10). Since there are r2 variables in T, the second identifiability condition of
the CPSDM model in (9.9) states that we need to fix at least r2 of the parameters
in A and P [34, 40], i.e.,

|Υ|+ |K| ≥ r2. (9.14)

This second condition is necessary but not sufficient, since we need to fix the proper
parameters and not just any r2 parameters [34, 40] such that T = I. For a general
full-element P, a recipe on how to select the r2 constraints in order to achieve unique
identifiability is provided in [34].

9.2.1. Simultaneous CFA (SCFA) in Multiple Time-Frames
The β-th time-segment consists of the following |Bβ | time-frames: t = β|Bβ | +
1, · · · , (β + 1)|Bβ |, where Bβ is the set of the time-frames in the β-th time-segment.
For ease of notation, we can alternatively re-write this as ∀t ∈ Bβ . The prob-
lem in (9.10) considered |Bβ | = 1 time-frame. Now we assume that we estimate
P̂y(t) for |Bβ | ≥ 1 time-frames in the β-th time-segment. We also assume that
∀(ti, tj) ∈ Bβ , P̂y(ti) 6= P̂y(tj), if i 6= j. Recall that the mixing matrix A is as-
sumed to be static within a time-segment. Moreover, Pv is time-invariant and,
thus, shared among different time-frames within the same time-segment. One can
exploit these two facts in order to increase the ratio between the number of equa-
tions and the number of unknown parameters [33, 35] and thus satisfy the first and



9

180
9. Joint Estimation of the Multi-Microphone Signal Model

Parameters

second identifiability conditions with less microphones. This can be done by solving
the following general simultaneous CFA (SCFA) problem [35]

Â, {P̂(t)}, P̂v = arg min
A,{P(t)},Pv

∑
∀τ∈Bβ

F (P̂y(τ), Py(τ))

s.t. Py(t) = AP(t)AH + Pv, ∀t ∈ Bβ ,

Pv = Diag([q1, · · · , qM ]T ),
qi ≥ 0, i = 1, · · · , M,

P(t) � 0,∀t ∈ Bβ ,

aij = ãij , ∀(i, j) ∈ Υ,

pkr(t) = p̃kr(t), ∀(k, r) ∈ Kt, ∀t ∈ Bβ . (9.15)

The CFA problem in (9.10) is a special case of SCFA, when we select |Bβ | = 1. The
first identifiability condition for the SCFA problem becomes

|Bβ |
M(M +1)

2 ≥Mr+|Bβ |
r(r+1)

2 −|Υ|−
∑

∀t∈Bβ

|Kt|+M. (9.16)

We conclude from (9.12) and (9.16) that the SCFA problem (for |Bβ | > 1) needs
less microphones compared to the problem in (9.10) to satisfy the first identifiability
condition, assuming both problems have the same number of sources. Moreover, the
second identifiability condtion in the SCFA problem becomes

|Υ|+
∑

∀t∈Bβ

|Kt| ≥ r2. (9.17)

From (9.14) and (9.17), we conclude that the SCFA problem (for |Bβ | > 1) satisfies
easier the second identifiability condition compared to the problem in (9.10), if both
problems have the same number of sources and microphones.

9.2.2. Special Case (S)CFA: P(t) is Diagonal
A special case of (S)CFA, which is more suitable for the application at hand, is when
P(t), ∀t ∈ Bβ are constrained to be diagonal due to the signal model in (9.5). We
refer to this special case as the diagonal (S)CFA problem. By constraining P(t) to
be diagonal, the total number of fixed parameters in A, P(t),∀t ∈ Bβ is

|Υ|+
∑

∀t∈Bβ

|Kt| = |Υ|+ |Bβ |(
r2

2 −
r

2). (9.18)

It has been shown in [41, 42] that in this case, and for r > 1, the class of the only
possible T is T = ΠS, where Π is a permutation matrix and S is a scaling matrix,
if the following condition is satisfied

2κA + κZ ≥ 2(r + 1), (9.19)
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where
Z =

[
z1 z2 · · · z|Bβ |

]
, zt = diag

(
P(t)

)
, t ∈ Bβ , (9.20)

and κA, κZ are the Kruskal-ranks [41] of the matrices A and Z, respectively. We
conclude, that if (9.16) is satisfied, and there are at least r2 fixed variables in A and
P(t),∀t ∈ Bβ , and the condition in (9.19) is satisfied, then the parameters of (9.9)
(for P(t) diagonal) will be uniquely identifiable up to a possible scaling and/or
permutation.

9.2.3. Diagonal SCFA vs Non-Orthogonal Joint Diagonal-
ization

The diagonal SCFA problem in Sec. 9.2.2 is very similar to the joint diagonaliza-
tion method in [4] apart from the two positive semidefinite constraints that avoid
improper solutions, and which are lacking in [4]. Finally, it is worth mentioning
that the method proposed in [4] solves the scaling ambiguity by setting aii = 1
(corresponding to a varying reference microphone per-source), which means r fixed
elements in A, i.e., |Υ| = r. Therefore, in [4], the total number of fixed parameters
in A, P(t),∀t ∈ Bβ is given by

|Υ|+
∑

∀t∈Bβ

|Kt| = r + |Bβ |(
r2

2 −
r

2). (9.21)

By combining (9.21) and (9.17), the second identifiability condition becomes

r + |Bβ |(
r2

2 −
r

2) ≥ r2. (9.22)

Note that for r ≥ 2, if |Bβ | ≥ 2, the second identifiability condition is always
satisfied, but the permutation ambiguity still exists and needs extra steps to be
resolved [4]. However, for r = 1, the second identifiability condition is satisfied
for |Bβ | ≥ 1 and there are no permutation ambiguities. By combining (9.21), and
(9.16), the first identifiability condition for the diagonal SCFA with |Υ| = r becomes

|Bβ |
M(M + 1)

2 ≥Mr + |Bβ |r − r + M. (9.23)

9.3. Proposed Diagonal SCFA Problems
In this section, we will propose two methods based on the diagonal SCFA problem
from Sec. 9.2.2 to estimate the different signal model parameters in (9.7). Unlike
the diagonal SCFA problem and the non-orthogonal joint diagonalization method
in [4], the first proposed method also estimates the late reverberation PSD. The
second proposed method skips the estimation of the late reverberation PSD and
thus is more similar to the diagonal SCFA problem and the non-orthogonal joint
diagonalization method in [4]. Since we are using the early RATFs as columns of
A, we fix all the elements of the ρ-th row of A equal to 1, where ρ is the reference
microphone index. Thus, unlike the method proposed in [4], which uses a varying
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reference microphone (i.e., aii = 1), we use a single reference microphone (i.e.,
aρj = 1).

Although our proposed constraints aρj = 1 will resolve the scaling ambiguity
(described in Sec 9.2.2), the permutation ambiguity (described in Sec 9.2.2) still
exists and needs extra steps to be resolved. In this paper, we do not focus on this
problem and we assume that we know the perfect permutation matrix per time-
frequency tile. The interested reader can find more information on how to solve
permutation ambiguities in [4–6]. An exception occurs in the context of derever-
beration where, typically, a single point source (i.e., r = 1) exists and, therefore, a
single fixed parameter in A is sufficient to solve both the permutation and scaling
ambiguities.

9.3.1. Proposed Basic Diagonal SCFA Problem
The proposed basic diagonal SCFA problem is based on the signal model in (9.7),
which takes into account the late reverberation. Here we assume that we have
computed a priori Φ̂. The proposed diagonal SCFA problem is given by

Â, {P̂(t)}, P̂v, {γ̂(t)} = arg min
A,{P(t)},
Pv,{γ(t)}

∑
∀τ∈Bβ

F (P̂y(τ), Py(τ))

s.t. Py(t) = AP(t)AH + γ(t)Φ̂ + Pv, ∀t ∈ Bβ

Pv = Diag([q1, · · · , qM ]T ),
qi ≥ 0, i = 1, · · · , M,

P(t) = Diag([p1(t), · · · , pr(t)]T ), ∀t ∈ Bβ ,

pj(t) ≥ 0, ∀t ∈ Bβ , j = 1, · · · , r,

γ(t) ≥ 0, ∀t ∈ Bβ ,

aρj = 1, for j = 1, · · · , r. (9.24)

We will refer to the problem in (9.24) as the SCFArev problem. The objective
function of the SCFArev problem depends on γ(t). This means that we have |Bβ |
additional unknowns in (9.23). Thus, the first identifiability condition becomes

|Bβ |
M(M + 1)

2 ≥Mr + |Bβ |r − r + |Bβ |+ M. (9.25)

A simplified version of the SCFArev problem is obtained when the reverberation
parameter γ is omitted. This problem therefore uses the signal model of (9.9)
instead of (9.7). We will refer to this simplified problem as the SCFAno-rev problem.
The only differences between the SCFAno-rev and the method proposed [4], is that
in the SCFAno-rev we use a fixed reference microphone and positivity constraints for
the PSDs.

Since, we have r fixed parameters in A corresponding to the reference micro-
phone, in both proposed methods, the total number of fixed parameters in A and
P(t),∀t ∈ Bβ is the same as in (9.21). The second identifiability condition of all
proposed methods is therefore the same as in (9.22).
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9.3.2. SCFArev versus SCFAno-rev
Although the SCFArev method typically fits a more accurate signal model to the
noisy measurements compared to the SCFAno-rev method, it does not necessarily
guarantee a better performance over the SCFAno-rev method. In other words, the
model-mismatch error is not the only critical factor in achieving good performance.
Another important factor is how over-determined is the system of equations to be
solved is, i.e., what is the ratio of knowns and unknowns. With respect to the over-
determination factor, the SCFAno-rev method is more efficient, since it has less pa-
rameters to estimate, if Bβ is the same in both methods. Consequently, the problem
boils down to how much is the model-mismatch error and the over-determination.
Thus, it is natural to expect that for not highly reverberant environments, the
SCFAno-rev method may perform better than the SCFArev method, while for highly
reverberant environments the inverse may hold.

9.4. Robust Estimation of Parameters
In Secs. 9.4.1—9.4.5, we propose additional constraints in order to increase the
robustness of the initial versions of the two diagonal SCFA problems proposed in
Sec. 9.3. The robustness is needed in order to overcome CPSDM estimation errors
and model-mismatch errors. We use linear inequality constraints (mainly simple
box constraints) on the parameters to be estimated. These constraints limit the
feasibility set of the parameters to be estimated and avoid unreasonable values.

A less efficient alternative procedure to increase robustness would be to solve
the proposed problems with a multi-start optimization technique such that a good
local optimum will be obtained. Note that this procedure is more computational
demanding and also (without the box constraints) does not guarantee estimated
parameters that belong in a meaningful region of values.

9.4.1. Constraining the Summation of PSDs
If the model in (9.7) perfectly describes the acoustic scene, the sum of the PSDs
of the point sources, late reverberation, and microphone self-noise at the reference
microphone equals py

ρρ (where ρ is the reference microphone index and py
ρρ is the

(ρ, ρ) element of Py). That is,

||diag (P) ||1 + γφρρ + qρ = py
ρρ, (9.26)

where φρρ is the ρ-th diagonal element of Φ. In practice, the model is not perfect
and we do not know py

ρρ, but an estimate p̂y
ρρ. Therefore, a box constraint is used,

instead of an equality constraint. That is,

0 ≤ ||diag (P) ||1 + γφ̂ρρ + qρ ≤ δ1p̂y
ρρ, (9.27)

where δ1 is a constant which controls the underestimation or overestimation of the
PSDs. This box constraint can be used to improve the robustness of the SCFArev
problem, but cannot be used by the SCFAno-rev problem, since it does not estimate
γ. A less tight box constraint that can be used for both SCFAno-rev, SCFArev
problems is

0 ≤ ||diag (P) ||1 ≤ δ2p̂y
ρρ. (9.28)
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One may see the inequality in (9.28) as a sparsity constraint, natural in audio and
speech processing as the number of the active sound sources is small (typically much
smaller than the maximum number of sources, r, existing in the acoustic scene) for
a singe time-frequency tile. In this case, δ2 controls the sparsity. A low δ2 implies
large sparsity, while a large δ2 implies low sparsity. The sparsity is over frequency
and time.

9.4.2. Box Constraints for the Early RATFs
Extra robustness can be achieved if the elements of the early RATFs are box-
constrained as follows:

<(lij) ≤ <(aij) ≤ <(uij), =(lij) ≤ =(aij) ≤ =(uij), (9.29)

where uij , lij are some complex-valued upper and lower bounds, respectively2. We
select the values of uij , lij based on relative Green functions. Let us denote with fj ∈
R3×1 the location of the j-th source, with mi the location of the i-th microphone,
and with dij = ||fj−mi||2 the distance between the j-th source and i-th microphone.
The anechoic ATF (direct path only) at the frequency-bin k between the j-th source
i-th microphone is given by [43]

ãij(k) = 1
4πdij

exp
(

j2πfsk

K

dij

c

)
, (9.30)

where K is the FFT length, c is the speed of sound, and dij/c is the time of arrival
(TOA) of the j-th source to the i-th microphone. The corresponding anechoic
relative ATF with respect to the reference microphone ρ is given by

aij(k) = ãij(k)
ãρj(k) = dρj

dij
exp

(
j2πfsk

K

(
dij − dρj

)
c

)
, (9.31)

where
(
dij − dρj

)
/c is the time difference of arrival (TDOA) of the j-th source

between microphones i and ρ. What becomes clear from (9.31) is that the anechoic
relative ATF depends only on the two unknown parameters dij , dρj . The upper and
lower bounds of the real part of (9.31) can be written compactly using the following
box inequality

− dρj

dij
≤ <

(
aij(k)

)
≤ dρj

dij
, (9.32)

and similarly for the imaginary part of aij(k).
Among all the points on the circle with any constant radius and center the middle

point between microphones with indices i and ρ, the inequality in (9.32) becomes
maximally relaxed for the maximum possible dρj and minimum possible dij , i.e.,
when the ratio dρj/dij becomes maximum. This happens when the j-th source is

2An alternative method would be to constrain ||aij || with real lower and upper bounds but that
would lead to a non-linear inequality constraint and, thus, a more complicated implementation.
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in the endfire direction of the two microphones and closest to i-th microphone. In
this case we have dρj = dρi + dij and, therefore, (9.32) becomes

−dρi + dij

dij
≤ <

(
aij(k)

)
≤ dρi + dij

dij
. (9.33)

The imaginary part of aij(k) is constrained similarly to (9.33). In the inequality in
(9.33), the parameters dρi, dij are unknown. Now, we try to relax this inequality
and find ways that are independent of these unknown parameters.

Note that the quantity |dij−dρj |/c should not be allowed to be greater than the
sub-frame length in seconds, i.e., N/fs, where N is the sub-frame length in samples.
If it is greater than N/fs, the signal model given in (9.7) is invalid, i.e., the CPSDM
of the j-th point source cannot be written as a rank-1 matrix, because it will not
be fully correlated between microphones i, ρ. Therefore, we have

|dij − dρj |
c

≤ N

fs
⇐⇒ |dij − dρj | ≤

Nc

fs
. (9.34)

Note that the inequality in (9.34) should also hold in the endfire direction of the
two microphones, which means

dρi ≤
Nc

fs
. (9.35)

The inequality in (9.33) is maximally relaxed for the maximum possible dρi and
the minimum possible dij . The maximum allowable dρi is given by (9.35). Moreover,
another practical observation is that the sources cannot be in the same location as
the microphones. Therefore, we have

dij ≥ λ, (9.36)

where λ is a very small distance (e.g., 0.01 m). Therefore, the maximum range of
the real part of the relative anechoic ATF is given by

−
Nc
fs

+ λ

λ
≤ <

(
aij(k)

)
≤

Nc
fs

+ λ

λ
. (9.37)

The imaginary part of aij(k) is constrained similar to (9.37). The above inequality
is based on anechoic free-field RATFs. In practice, we have early RATFs which
include early echoes and/or directivity patterns which means that we might want
to make the box constraint in (9.37) less tight.

9.4.3. Tight Box Constraints for the Early RATFs based
on D̂

In Sec. 9.4.2 we proposed the box constraints in (9.37) based on practical considera-
tions without knowing the distance between sensors or between sources and sensors.
In this section we assume that we have an estimate of the distance matrix (see
Sec. 9.1.3), D̂. Consequently we know d̂ρi and, therefore, we can make the box
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constraint in (9.37) even tighter. Specifically, the inequality in (9.33) is maximally
relaxed as follows

− d̂ρi + λ

λ
≤ <

(
aij(k)

)
≤ d̂ρi + λ

λ
. (9.38)

The imaginary part of aij(k) is constrained similar to (9.38).

9.4.4. Box Constraints for the Late Reverberation PSD
In this section, we take into consideration the late reverberation. We can be almost
certain that the following box constraint is satisfied:

0 ≤ γ(t, k)min
(

diag(Φ̂)
)
≤ min

[
diag

(
P̂y(t, k)

)]
. (9.39)

This box constraint is only applicable in the SCFArev problem. The box-constraint
in (9.39) prevents large overestimation errors which may result in speech intelligi-
bility reduction in noise reduction applications [18, 44].

9.4.5. All microphones have the same microphone-self noise
PSD

Here we examine the special case where Pv(k) = q(k)I, i.e., all microphones have
the same self-noise PSD. Moreover, since the microphone self-noise is stationary, we
can be almost certain that the following box-constraint holds

0 ≤ q(k) ≤ min
∀t∈Bβ

(
min

[
diag

(
P̂y(t)

)])
. (9.40)

Similar to the constraint in (9.39), the constraint in (9.40) avoids large overestima-
tion errors.

By having a common self-noise PSD for all microphones, the number of parame-
ters are reduced by M −1, since we have only one microphone-self noise PSD for all
microphones. Hence, the first identifiability condition for the SCFAno-rev problem
is now given by

|Bβ |
M(M + 1)

2 ≥Mr + |Bβ |r − r + 1. (9.41)

Similarly, the first identifiability condition for the SCFArev problem is now given by

|Bβ |
M(M + 1)

2 ≥Mr + |Bβ |r − r + |Bβ |+ 1. (9.42)

9.5. Practical Considerations
In this section, we discuss practical problems regarding the choice of several pa-
rameters of the proposed methods and implementation aspects. Although, we have
already explained the problem of over-determination in Sec. 9.3.2, in Sec 9.5.1, we
discuss additional ways of achieving over-determination. In Sec. 9.5.2, we discuss
about some limitations of the proposed methods. Finally, in Secs. 9.5.3 and 9.5.4,
we discuss how to implement the proposed methods.
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9.5.1. Over-determination Considerations
Increasing the ratio of the number of equations over the number of unknowns ob-
viously fits better the CPSDM model to the measurements under the assumption
that the model is accurate enough and the early RATFs do not change within a
time-segment. There are two main approaches to increase the ratio of the number
of equations over the number of unknowns. The first approach is to reduce the
number of the parameters to be estimated while fixing the number of equations as
already explained in Sec. 9.3.2. In addition to the explanation provided in 9.3.2, we
could also reduce the number of parameters by source counting per time-frequency
tile and adapt r. However, this is out of the scope of the present paper and here
we assume that we have a constant r in the entire time-frequency horizon which is
the maximum possible r. The second approach is to increase the number of time-
frames |Bβ | in a time-segment and/or the number of microphones M . Increasing
|Bβ | is not practical, because typically, the acoustic sources are moving. Thus, |Bβ |
should not be too small but also not too large. Note that |Bβ | is also effected by
the time-frame length denoted by T . If T is small we can use a larger |Bβ |, while
if T is large, we should use a small |Bβ | in order to be able to also track moving
sources. However, if we select T to be very small, the number of sub-frames will
be smaller and consequently the estimation error in P̂y will be large and will cause
performance degradation.

9.5.2. Limitations of the Proposed Methods
From the identifiability conditions in (9.23), (9.25), (9.41) and (9.42) for fixed |Bβ |
and r, we can obtain the minimum number of microphones needed to satisfy these
inequalities. Alternatively, for a fixed M and r we can obtain the minimum number
of time-frames |Bβ | needed to satisfy these inequalities. Finally, for a fixed M and
|Bβ | we can find the maximum number of sources r for which we can identify their
parameters (early RATFs and PSDs). Let M1, M2, M3 and M4 the minimum
number of microphones satisfying the identifiability conditions in (9.23), (9.25),
(9.41) and (9.42), respectively. Moreover, let J1, J2, J3 and J4 the minimum num-
ber of time-frames satisfying the identifiability conditions in (9.23), (9.25), (9.41)
and (9.42), respectively. In addition, let R1, R2, R3 and R4 the maximum number
of sources satisfying the identifiability conditions in (9.23), (9.25), (9.41) and (9.42),
respectively. The following inequalities can be easily proved:

M3 ≤M4, M1 ≤M2, M4 ≤M2, M3 ≤M1,

J3 ≤ J4, J1 ≤ J2, J4 ≤ J2, J3 ≤ J1,

R3 ≥ R4, R1 ≥ R2, R4 ≥ R2, R3 ≥ R1.

9.5.3. Online Implementation Using Warm-Start
The estimation of the parameters is carried out for all time-frames within one time-
segment. Subsequently, in order to have low latency, we shift the time-segment one
time-frame. For the |Bβ | − 1 time-frames in the current time-segment that overlap
with the time-frames in the previous time-segment, the parameters are initialized
using the estimates from the corresponding |Bβ | − 1 time-frames in the previous
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time-segment. The parameters of the most recent time-frame are initialized by
selecting a value that is drawn from a uniform distribution with boundaries corre-
sponding to the lower and upper bound of the corresponding box constraint. Only
for the first time-segment, the early RATFs are initialized with the r most dom-
inant relative eigenvectors from the averaged CPSDM over all time-frames of the
first time-segment.

9.5.4. Solver
The non-convex optimization problems that we proposed can be solved with various
existing solvers within the literature such as [45–48]. In this paper, we used the
standard MATLAB optimization toobox to solve the optimization problems which
implements a combination of the methods in [46–48]. These methods require first
and sometimes second-order derivatives of the objective function. The first-order
derivatives of the objective functions in (9.11) with respect to most parameters have
been obtained already in [4, 34–36] without taking into account the late reverbera-
tion PSD. Thus, here we provide only the first-order derivatives with respect to the
late reverberation PSD parameter. We have

ML: ∂F (P̂y, Py)
∂γ

= tr
(

P−1
y

(
Py − P̂y

)
P−1

y Φ̂
)

, (9.43)

LS: ∂F (P̂y, Py)
∂γ

= tr
((

Py − P̂y

)
Φ̂
)

, (9.44)

GLS: ∂F (P̂y, Py)
∂γ

= tr
(

P̂−1
y

(
Py − P̂y

)
P̂−1

y Φ̂
)

. (9.45)

For the second-order derivatives, we used the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) approximated Hessian [36].

9.6. Experiments
In this section, we show the performance of the proposed methods in the context
of two multi-microphone applications. The first application is dereverberation of a
single point source (r = 1). The second application is source separation combined
with dereverberation examined in an acoustic scene with r = 3 point sources. In this
paper, we use the perfect permutation matrix for all compared methods in the source
separation experiments. For these experiments we selected the maximum-likelihood
objective function in (9.11). The values of the parameters that we selected for both
applications are summarized in Table 9.1. All methods based on the diagonal SCFA
methodology are implemented using the online implementation in Sec. 9.5.3. The
acoustic scene we consider for the source separation example is depicted in Fig. 9.2.
The acoustic scene we consider for the dereverberation example is similar with the
only difference that the music signal and male talker sources (see Fig. 9.2) are not
present. The room dimensions are 7 × 5 × 4 m. The reverberation time for the
dereverberation application is selected T60 = 1 s, while for the source separation,
T60 = 0.2 and 0.6 s. The microphone signals have a duration of 50 s and the
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Table 9.1: Summary of parameters used in the experiments.

Parameter Definition Value

M number of microphones 4

K FFT length 256

T time-frame length 2000 samples (0.125 s)

N sub-frame length 200 samples (0.0125 s)

ovN overlapping of sub-frames 75%

Φ̂ spatial coherence matrix spherical isotropic model

ρ reference microphone index 1

δ1
controls overestimation

underestimation 1.2

δ2 controls sparsity 1

c speed of sound 343m/s

λ minimum possible
source-microphone distance 1 cm

fs sampling frequency 16 kHz

q mic. self noise PSD 9 ∗ 10−6

duration of the impulse responses used to construct the microphone signals is 0.5
s. The microphone signals were constructed using the image method [43]. The
microphone array is circular with a consecutive microphone distance of 2 cm. The
reference microphone is the right-top microphone in Fig. 9.2. Moreover, we assume
that the microphone-self noise has the same PSD at all microphones. Finally, it is
worth mentioning that the early part of a room impulse response (see Sec. 9.1.2) is
of the same length as the sub-frame length.

9.6.1. Performance Evaluation
We will perform two types of performance evaluations in both applications. The first
one measures the error of the estimated parameters, while the second one measures
the performance by using the estimated parameters in a source estimation algorithm
and measure instrumental intelligibility and sound quality of the estimated source
waveforms. We measure the average PSD errors of the sources, the average PSD
error of the late reverberation, and the average PSD error of the microphone-self
noise using the following three measures [49]:

Es = 10
C(K/2 + 1)r

C∑
t=1

K/2+1∑
k=1

r∑
j=1

∣∣∣∣∣logpj(t, k)
p̂j(t, k)

∣∣∣∣∣ (dB), (9.46)
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El = 10
C(K/2 + 1)r

C∑
t=1

K/2+1∑
k=1

∣∣∣∣logγ(t, k)
γ̂(t, k)

∣∣∣∣ (dB), (9.47)

Ev = 10
C(K/2 + 1)r

C∑
t=1

K/2+1∑
k=1

∣∣∣∣logq(t, k)
q̂(t, k)

∣∣∣∣ (dB). (9.48)

We also compute the underestimates (denoted as above with superscript un) and
overestimates (denoted as above with superscript ov) of the above averages as in [44]
since a large overestimation error in the noise PSDs and a large underestimation
error in the target PSD typically results in large target source distortions in the
context of a noise reduction framework [44]. On the other hand, a large underesti-
mation error in the noise PSDs may result in musical noise [44]. We also evaluate
the average early RATF estimation error using the Hermitian angle measure [50]
given by

EA = 1
rV

r∑
j=1

V∑
β=1

acos
(
|aH

j (β, k)âj(β, k)|
||aH

j (β, k)||2||âj(β, k)||2

)
(rad). (9.49)

If the PSD of a source in a frequency-bin is negligible for all time-frames within a
time-segment, the estimated PSD and RATF of this source at that time-frequency
tile are skipped from the above averages.

To evaluate the intelligibility and quality of the j-th target source signal, the
estimated parameters are used to construct a multi-channel Wiener filter (MWF)
as a concatenation of a single-channel Wiener filter (SWF) and a minimum variance
distortionless response (MVDR) beamformer [1]. That is,

ŵj = p̂j

p̂j + ŵH
j,MVDRP̂j,nŵj,MVDR

ŵj,MVDR, (9.50)

and

ŵj,MVDR =
P̂−1

j,nâj

âH
j P̂−1

j,nâj

, (9.51)

where

P̂j,n =
∑
∀i6=j

p̂iâiâH
i + γ̂Φ + q̂I. (9.52)

The noise reduction of the j-th source is evaluated using the segmental-signal-to-
noise-ratio (SSNR) for the j-th source only in sub-frames where the j-th source is
active after which we average the SSNRs over all sources. Moreover, for speech
sources, we measure the predicted intelligibility with the SIIB measure [51, 52] and
average SIIB over all speech sources.

9.6.2. Reference State-of-the-Art Dereverberation and Pa-
rameter Estimation Methods

For the dereverberation we first estimate the PSD of the late reverberation using
the method proposed in [19, 26]. Specifically, we first compute the Cholesky decom-
position Φ̂ = LΦLH

Φ after which we compute the whitened estimated noisy CPSDM
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Figure 9.2: Acoustic scene with r = 3 sources and M = 4 microphones.

as
Pw1 = L−1

Φ P̂y(LH
Φ)−1. (9.53)

Next, we compute the eigenvalue decomposition Pw1 = VRVH , where the diagonal
entries of R are sorted in descending order. The PSD of the late reverberation is
then computed as

γ̂ = 1
M − 1

M∑
i=2

Rii. (9.54)

Having an estimate of the late reverberation, we compute the noise CPSDM matrix
as P̂n = γ̂Φ̂ + Pv and use it to estimate the early RATF and PSD of the target in
the sequel.

We estimate the early RATF of the target using the method proposed in [8, 53].
We first compute the Cholesky decomposition P̂n = LnLH

n . We then compute the
whitened estimated noisy CPSDM as Pw2 = L−1

n P̂y(LH
n )−1. Next, we compute

the eigenvalue decomposition Pw2 = VRVH , where the diagonal entries of R are
sorted in descending order. We compute the early RATF as

â = LnV1

eT
1 LnV1

, (9.55)

with e1 = [1, 0, · · · , 0]T . We improve even further the accuracy of the estimated
RATF by estimating the RATFs of all time frames within each time-segment and
then use the average of these as the RATF estimate. Finally, the target PSD is
estimated as proposed in [15, 28], i.e.,

p̂ = ŵH
MVDR

(
P̂y − P̂n

)
ŵMVDR, (9.56)

where ŵMVDR is given in (9.51).



9

192
9. Joint Estimation of the Multi-Microphone Signal Model

Parameters

1 4 8 12 16

0.52

0.54

0.56
E

A
(r
ad

)

SCFA
rev1

SCFA
rev2 ref.

1 4 8 12 16

7

8

9

10

E
s
(d
B
)

1 4 8 12 16

3

4

5

6

E
γ
(d
B
)

1 4 8 12 16

10

20

30

E
q
(d
B
)

1 4 8 12 16

|B|

70

80

90

100

110

S
II

B
 g

ai
n

 (
b

it
s/

se
c)

1 4 8 12 16

|B|

2

3

4

5

S
S

N
R

 g
ai

n
 (

d
B

)

Figure 9.3: Dereverberation results: The proposed methods are denoted by SCFArev1 and
SCFArev2. The ref. is the reference method reviewed in Sec. 9.6.2.

9.6.3. Dereverberation
We compare two different versions of the proposed SCFArev problem referred to as
SCFArev1 and SCFArev2. Unlike the SCFAno-rev problem, the SCFArev problem also
estimates the late reverberation PSD and thus is more appropriate in the context of
dereverberation. Both versions use the box constraint for the γ parameter in (9.39)
and the box constraint of the early RATF in (9.38). Moreover, since we assume
that the microphones-self noise PSDs are all equal, both versions will use the box
constraint in (9.40). Both methods use the true distance matrix D̂ = D. The
SCFArev1 uses the linear inequality in (9.27), while the SCFArev2 does not use a
constraint for the sum of PSDs. We also include in the comparisons the state-of-
the-art approach described in Sec. 9.6.2 (denoted as ref.). The reference method
does not estimate the microphone-self noise PSD and we assume for the reference
method that we have a perfect estimate, i.e., Pv = qI. We consider a single target
source without interfering signals so that the signal model in (9.7) reduces to

Py =p1a1aH
1 +γΦ+qI︸ ︷︷ ︸

Pn

. (9.57)



9.6. Experiments

9

193

1 4 8 12 16
0

5

10
E

u
n

s
(d
B
)

SCFA
rev1

SCFA
rev2 ref.

1 4 8 12 16
2

4

6

E
u
n

γ
(d
B
)

1 4 8 12 16
0

10

20

E
u
n

q
(d
B
)

1 4 8 12 16

|B|

2

4

6

E
o
v

s
(d
B
)

1 4 8 12 16

|B|

0.2

0.4

0.6

E
o
v

γ
(d
B
)

1 4 8 12 16

|B|

1

2

E
o
v

q
(d
B
)

Figure 9.4: Underestimates (with superscript un) and overestimates (with superscript ov): The
proposed methods are denoted by SCFArev1 and SCFArev2. The ref. is the reference method
described in Sec. 9.6.2.

After having estimated all the model parameters for the proposed and reference
methods, the estimated parameters are used within the MWF given in (9.50), which
is applied to the reverberant target source in order to enhance it.

Fig. 9.3 shows the results of the compared methods. It is clear that in almost
all evaluation criteria both proposed methods are significantly outperforming the
reference method, except for the overall source PSD error Es. However, the proposed
methods have all larger intelligibility gain and better noise reduction performance
compared to the reference method for |Bβ | ≥ 2. Fig. 9.4 shows the underestimates
and overestimates for the PSDs. It is clear that although the overall PSD error Es

is lower for the reference method, the proposed method has a lower underestimation
error for the target, Eun

s , and a lower overestimation for the noise, Eov
γ , which means

less distortions to the target signal and therefore increased intelligibility.

9.6.4. Source Separation
We consider r = 3 source signals. In this acoustic scenario, the signal model is given
by

Py =Pe+γΦ+qI. (9.58)

First we estimate the signal model parameters. We examine the performance of the
proposed SCFAno-rev method and the proposed methods SCFAno-rev1, SCFAno-rev2,
SCFArev1, SCFArev2. Unlike the methods SCFArev1, SCFArev2, the methods SCFAno-rev1
and SCFAno-rev2 are based on the SCFAno-rev problem. The SCFAno-rev2 method
uses the box constraints in (9.28), (9.38) (which assumes full knowledge of D̂ = D),
and (9.40). We also use the method SCFAno-rev1 where the only difference with
SCFAno-rev2 is that SCFAno-rev1 uses the RATF box constraint in (9.37) which does
not depend on D̂. For the reference method, we use the method proposed in [4]
(denoted as m. Parra), modified such that is as much aligned as possible with the
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Figure 9.5: Source separation results for T60 = 0.2 s: Comparison of m. Parra method and the
proposed blind methods SCFAno-rev and SCFAno-rev1.

proposed methods. Specifically, we solved the optimization problem of the reference
method differently compared to [4]. Unlike [4] which uses the constraints aii = 1,
we set the reference microphone row of A equal to the unity vector, as we did in
all proposed methods. In addition, instead of the LS objective function used in [4],
we used the ML objective function as with the proposed methods. We also used
the same solver (see Sec. 9.5.4) for all compared methods. Note that the authors
in [4] have solved the iterative problem using first-order derivatives only, while here
we also use an approximation of the Hessian. Finally, the extracted parameters for
both the reference and proposed methods are combined with the MWF in (9.50)
where for each different source signal we use a different MWF ŵi.

Low reverberation time: T60 = 0.2s
In order to have a clear visualization of the performance differences, we group the
comparisons in two figures. Fig. 9.5 compares all blind methods that do not depend
on D̂ or Φ̂, i.e., SCFAno-rev, SCFAno-rev1 and the reference method (referred to as m.
Parra). Recall that the only difference between the SCFAno-rev method and the m.
Parra is the positivity constraints for the PSDs. It is clear that using these positivity
constraints improves performance significantly. Note also that the usage of extra
inequality constraints from SCFAno-rev1 is beneficial for improving the performance
even more significantly.

In Fig. 9.6, we compare the best-performing SCFAno-rev1 method of Fig. 9.5
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Figure 9.6: Source separation results for T60 = 0.2 s: Comparison of the proposed SCFAno-rev2,
SCFArev1 and SCFArev2 methods which assume knowledge of D, and the proposed blind method
denoted by SCFAno-rev1.

with SCFAno-rev2, SCFArev1 and SCFArev2. The problems that estimate the late
reverberation parameter γ have worse estimation accuracy for the PSD of the sources
and microphone-self noise and worse predicted intelligibility improvement compared
to the rest of the proposed methods. This is mainly due to the low reverberation
time (T60 = 0.2 s) and the large number of parameters of SCFArev1 and SCFArev2
as argued in Sec. 9.3.2. However, both SCFArev1 and SCFArev2 achieve a better
noise reduction performance than the other methods. Finally, it is worth noticing
that the SCFAno-rev1 has almost identical performance with the SCFArev2 method
which used the extra information of D̂ = D.

Large reverberation time: T60 = 0.6s

In Figs. 9.7 and 9.8, we compare the same methods as in Fig. 9.5 and 9.6, re-
spectively, but with T60 = 0.6. Here we observe that the methods which estimate
γ become more accurate in RATF estimation, since now the contribution of late
reverberation is significant (see the explanation in Sec. 9.3.2). Moreover, when
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Figure 9.7: Source separation results for T60 = 0.6 s: Comparison of m. Parra method and the
proposed blind methods SCFAno-rev and SCFAno-rev1.

the number of time-frames per time-segment |Bβ | increases significantly the meth-
ods SCFArev1 and SCFArev2 have the same predicted intelligibility improvement
compared to the other proposed methods but have a much better noise reduction
performance.

In conclusion, we observe that in both applications the proposed approaches
have shown remarkable robustness in highly reverberant environments. The box
constraints that we used indeed provided estimates that are useful in both exam-
ined applications. Specifically, the box constraints avoided large overestimation
errors in the late reverberation and microphone-self noise PSDs and large underesti-
mation errors for the point sources PSDs. As a result the sources were not distorted
significantly and combined with the good noise reduction performance we achieved
large predicted intelligibility gains compared to the reference methods.

9.7. Conclusion
In this paper, we proposed several methods based on the combination of confirma-
tory factor analysis and non-orthogonal joint diagonalization principles for estimat-
ing jointly several parameters of the multi-microphone signal model. The proposed
methods achieved, in most cases, a better parameter estimation accuracy and a bet-
ter performance in the context of dereverberation and source separation compared
to existing state-of-the-art approaches. The inequality constraints introduced to
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Figure 9.8: Source separation results for T60 = 0.6 s: Comparison of the proposed SCFAno-rev2,
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limit the feasibility set in the proposed methods resulted in increased robustness in
highly reverberant environments in both applications.
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10
Conclusions and Future

Research
In this chapter, we draw the conclusions of this dissertation and we highlight several
open problems, which are worth investigating. In addition, we suggest how to
approach these problems in future research.

10.1. Conclusion
The primary goal of hearing assistive devices (HADs) is to improve intelligibility and,
thus, to make communication easier. To do so, multi-microphone noise reduction al-
gorithms are typically employed in HADs to preserve a target source from a specific
direction while suppressing all other undesired sources. This is achieved by combin-
ing multiple signals after having properly changed their phase and magnitude. As
binaural localization is also based on the magnitude and phase relationships between
the two ears, such modifications may result in binaural-cue distortions. Binaural-cue
distortions on the interferers and the target source result in an unnatural impres-
sion of the acoustic environment. However, it will also i) reduce intelligibility by
negatively effecting the binaural release from masking [1, 2], ii) may put in risk the
user’s life as localization of point sources is important in many daily life situations,
e.g., in traffic situations. Moreover, noise reduction may not only harm the spatial
impression of the sources in the acoustic scene, but may also introduce distortions
to the target signal which may effect intelligibility.

It becomes evident from the above that there is a need on developing (binaural)
multi-microphone noise reduction algorithms which aim at the following goals:

Goal 1 : minimization of noise at the output of the filter.

Goal 2 : minimization of target distortions at the output of the filter.

Goal 3 : minimization of the binaural-cue distortions at the output of the filter.
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Since intelligibility improvement depends on how these goals have been achieved si-
multaneously, (binaural) multi-microphone noise reduction methods implicitly aim
at intelligibility improvement as well. The amount of intelligibility improvement
depends on how much weight we put on each of the aforementioned goals. The
maximization of intelligibility can be seen as a multi-objective optimization prob-
lem where the objectives are the three aforementioned goals. The objectives are
weighted differently leading to a trade-off between the three objectives. The values
of the weights that maximize intelligibility are unknown in general. Moreover, (bin-
aural) multi-microphone noise reduction methods depend on several acoustic scene
dependent parameters such as the ATFs of the sources, the powers of the sources,
etc. An inaccurate estimation of these parameters implies reduced performance
with respect to the three aforementioned goals. Three research questions that were
presented in Chapter 1, and which have been addressed in the current dissertation
are

Q1: Can we find binaural multi-microphone noise reduction methods that can (ap-
proximately) preserve the binaural cues of all sources in the acoustic scene
while at the same time improve intelligibility significantly?

A1: To address this research question, we have proposed two binaural multi-
microphone noise reduction methods (a spatial and a spatio-temporal filtering
method). Both methods achieve a significantly larger intelligibility compared
to the unprocessed acoustic scene, and they achieve non-significant perceived
localization distortions compared to the unprocessed scene. A more in-depth
conclusion is drawn in Section 10.1.1.

Q2: Can we develop multi-microphone noise reduction methods that are robust to
estimation errors on the microphone signals parameters?

A2: To address this research question, we have proposed two beamformers that
are robust against ATF estimation errors. Apart from being robust, the pro-
posed beamformers have also an efficient distributed implementation on gen-
eral cyclic networks. A more detailed conclusion is drawn in Section 10.1.2

Q3: Can we accurately estimate the parameters from the acoustic scene?

A3: We have proposed an accurate method that jointly estimates several impor-
tant parameters of the acoustic scene. More specifically, it estimates the ATFs
and power spectral densities (PSDs) of the sources, the PSD of the late re-
verberation and the PSD of the microphone-self noise. The conclusions are
drawn in Section 10.1.3.

10.1.1. Proposed Binaural Multi-Microphone Noise Reduc-
tion Methods

In Chapter 3, we proposed an optimization problem that we referred to as the
relaxed binaural beamformer (RBB). It minimizes the output noise power while
approximately preserving the directional binaural cues of the sources in the acoustic
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scene. Unlike existing methods in the literature that use strict equality constraints
to preserve the directional binaural-cues [3–7], the RBB problem uses inequality
constraints instead. As a result, the RBB problem has a larger feasibility set which
implies i) more degrees of freedom for noise reduction, and ii) more freedom to
preserve the directional binaural cues of more sources.

One of the limitations of the RBB problem is its non-convex nature due to its
non-convex inequality constraints. Initially, we proposed in Chapter 3, a sub-optimal
successive convex optimization method to approximately solve the RBB problem.
This method solves multiple convex optimization problems per time-frequency bin
resulting in large computational costs. To tackle this computational problem we
proposed in Chapter 5 an alternative sub-optimal method to solve the RBB problem,
which is based on the semi-definite relaxation principle [8]. The proposed method
requires to solve only one convex optimization problem per time-frequency bin. This
does not only results in a much faster implementation, but also, in most cases, to
more optimal performance compared to the initial approach.

The RBB problem requires, similar as existing binaural multi-microphone noise
reduction methods in the literature [3–7], estimates of the ATFs of the sources to
be preserved. Tracking these ATFs is a very challenging task due to the continuous
movements of the head of the user and the sources. To tackle this problem, we
proposed in Chapter 4 a method based on the use of many pre-determined ATFs
around the head of the user essentially covering a grid of the entire space. These
pre-determined ATFs are fixed and, thus, require no tracking. The performance of
the spatial filter highly depends on the number of the pre-determined ATFs. That is,
the more pre-determined ATFs we use, the less degrees of freedom are left for noise
reduction. To compensate this problem, we can increase the amount of relaxation
on the inequality constraints, such that we will be able to increase the number of
constraints. As a consequence, the grid will have sufficient resolution.

While in Chapters 3, 4 and 6 we examined binaural spatial filtering methods, in
Chapter 5, we proposed a binaural spatio-temporal filtering method, referred to as
the BMVDR-thresholding method, which approximately preserves both the direc-
tional and diffuse binaural cues of the acoustic scene without the need to estimate
the ATFs of the interfering sources. BMVDR-thresholding is based on the idea of
spectral masking. It tries to achieve the best possible noise reduction performance
using the BMVDR method only at those time-frequency tiles where the residual
noise after processing is inaudible. If the residual noise is audible at the output of
the filter, a scaled-down version of the noisy acoustic scene is used instead, such
that the binaural cues of the audible residual noise will be preserved. The selection
is based on a user-defined hard threshold applied on the narrowband output SNR of
the BMVDR spatial filter. This threshold essentially controls the trade-off between
noise reduction and binaural-cue preservation. We have experimentally shown, us-
ing instrumental measures, that the BMVDR-thresholding achieves a more optimal
trade-off between noise reduction and binaural-cue preservation compared to the
BMVDR-η method proposed in [9–11] and reviewed in Chapter 2.

In Chapter 7, we conducted a subjective evaluation of our two proposed methods
(the RBB method using pre-determined ATFs from Chapter 4 and the BMVDR-
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thresholding from Chapter 6 where the subjects were normal-hearing people. The
conclusions of our results can be summarized in the next bullet points:

• If we optimize the trade-off parameters of the RBB and BMVDR-thresholding
methods for a specific acoustic scene, the latter method provides the best
trade-off between noise reduction and binaural-cue preservation.

• For fixed trade-off parameters which have been optimized in a different acous-
tic scene than the acoustic scene under investigation, both methods provide a
very similar performance. This is because the BMVDR-thresholding depends
on the output SNR value which is acoustic-scene dependent. Thus, an optimal
value of its trade-off parameter in one acoustic scene is not necessarily optimal
in another scene. On the other hand, the RBB method does not depend on the
output SNR, but on fixed locations around the head of the user and as such
has a more predictable performance compared to the BMVDR-thresholding
method.

• Both proposed methods achieve a significantly better intelligibility compared
to the unprocessed scene while at the same time manage not to introduce
significant localization distortions after processing.

10.1.2. Proposed Robust Multi-Microphone Noise Reduction
Methods

In Chapter 8, we proposed two beamformers, namely block-diagonal LCMV (BDL-
CMV) beamforming, and block-diagonal LCMP (BDLCMV) beamforming, which
are robust against ATF estimation errors. At the same time they are low-complexity
distributed implementable when multiple devices collaborate in a wireless acoustic
sensor network. The distributed calculations also play an important role in robust-
ness, since they do not depend on a single device which plays the role of the fusion
center.

The main idea of BDLCMV and BDLCMP is that by nulling the interferers in
the acoustic scene, the remaining noise is the diffuse late reverberation. This is
approximately uncorrelated between microphones of different devices and partially
correlated between microphones of the same device. A reasonable approximation
of the noisy and noise CPSDMs are their block diagonal versions, where each block
corresponds to the microphones of a single device. The proposed block-diagonal
structure of the noise and noisy CPSDM results in increased robustness against
ATF estimation errors. At the same time, the objective function of the optimization
problem is now fully separable and efficient distributed implementations can be used.

We have shown that the minimization of the objective function of the BDLCMV
and BDLCMP methods cannot harm the target signal as severely as the objec-
tive functions of the LCMV and LCMP methods, respectively, in case of ATF and
CPSDM estimation errors. The main reason is the block-diagonal structure of the
CPSDM in the objective function. Unlike diagonal loading techniques [12, 13] which
need to adapt their diagonal loading parameter per time-frequency bin, the proposed
method has a fixed strategy which provides a much simpler implementation.
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The proposed approaches can be solved with several distributed implementa-
tions exploiting its fully separable optimization problem. We have shown that by
using the primal direction method of multipliers (PDMM) method [14] we can have
a fully distributable implementation on arbitrarily structured networks including
cyclic networks while at the same time being frame-optimal. That is, unlike sev-
eral other existing methods [15], which need many frames to reach an equivalent
performance to the corresponding centralized implementation, we achieve an equiv-
alent performance to the centralized counterpart at each frame while having a small
amount of communication costs. The per-frame convergence of the proposed method
to the performance of the centralized counterpart requires only a very small number
of iterations which leads to very small amount of communication costs between the
devices.

10.1.3. Proposed Signal-Model Parameter Estimation Meth-
ods

In many applications such as source separation, binaural noise reduction and dere-
verberation, we need to estimate some or all of the parameters of the signal model
in (2.8). The parameters included in this model are i) the ATFs of the sources, ii)
the PSDs of the sources, iii) the PSD of the late reverberation, and iv) the PSDs
of the microphones-self noise. Having estimates of these parameters allow us to
construct parametric versions of the noise and target CPSDMs without the need of
a target activity detector to detect target presence or absence.

In Chapter 9, we proposed a method that jointly estimates all the aforemen-
tioned parameters of the multi-microphone signal model. The proposed method
is based on the combination of two theories; the confirmatory factor analysis the-
ory [16–18] and the non-orthogonal joint diagonalization theory [19]. Unlike the
standard formulations of the confirmatory factor analysis and the non-orthogonal
joint diagonalization, we also introduced several linear inequality constraints to the
parameters to be estimated. This increases the robustness of our method against
modeling and estimation errors.

We experimentally showed that in most cases we achieve a large improvement
in estimation accuracy of the parameters compared to other existing state-of-the-
art approaches [19–21]. Moreover, by using the estimated parameters from our
approach we obtained significant gains in predicted intelligibility improvement and
noise reduction in the context of source separation and dereverberation compared
to other existing state-of-the-art approaches [19, 21, 22].

10.2. Open Problems and Suggestions for Future
Research

In this section, we list some important open problems which are worth further
investigation. We also provide suggestions on how to approach these problems.
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Perceptually-based trade-offs in binaural multi-microphone noise re-
duction
The BMVDR-thresholding method, proposed in Chapter 6, classifies the time-
frequency tiles based on the audibility of the residual noise at the output of the
BMVDR filter. After the classification stage, it decides either to leave the BMVDR
processed signals as they are, or to replace them with a scaled version of the noisy
acoustic scene. This method tries to maintain only the binaural-cues of the audible
time-frequency tiles of the residual noise using a hard-threshold based on the the
output narrow-band SNR of the BMVDR. This threshold is acoustic scene depen-
dent and, thus, a fixed threshold will not always perform as expected. Possible
future extensions could include a more sophisticated perception based classification
mechanism of the time-frequency tiles which will be acoustic scene independent.

Perceptual considerations can be also applied in the RBB method presented
in Chapters 3, 4 and 5. The parameters that control the amount of relaxation
of the inequality constraints can vary over frequency, time and spatial direction.
As we discussed in Chapter 1, the frequencies in the range 1.5 to 3 kHz are less
important for localization. At these frequencies a larger amount of relaxation can
be introduced. Also, in the directions where we can use visual cues, we may allow
more binaural-cue distortions, as it can be hypothesized that the visual cues might
partly compensate for a small error in spatial sound location. Finally, the degrees of
freedom can be exploited more efficiently if the RBB method uses only constraints
on the audible interfering sources per time-frequency tile.

In conclusion, perceptual trade-offs aim at exploiting the available degrees of
freedom more efficiently and are more in line with the auditory system. Potentially,
this will lead to a larger intelligibility improvement and smaller perceived binaural-
cue distortions compared to the trade-offs proposed so far.

From the results of the proposed methods we can draw the conclusion that
the BMVDR is always slightly better in noise reduction and in intelligibility im-
provement compared to the RBB and BMVDR-thresholding methods. Perceptual
trade-offs may be the solution to this problem. By exploting the binaural realiase of
masking [1, 2] we can potentially achieve a better intelligibility improvement com-
pared to the BMVDR. Another way to achieve a larger intelligibility improvement
compared to the BMVDR is to apply post-filters at the output of the left and right
spatial filters which will further reduce the noise. This is something that has al-
ready been investigated in the context of other spatial filters in the literature (see
e.g., [11]). The results are indeed satisfactory.

Fast Algorithms for Relaxed Binaural Beamforming Problem
The RBB problem is a computationally demanding non-convex problem. We have
proposed a sub-optimal method by solving one convex optimization problem per-
time frequency tile. Nevertheless, solving a convex optimization problem requires
several iterations. In hearing aids the required complexity will be still prohibitive.
As a result we need adaptive implementations that spread iterations across time-
frames instead of the same time-frame. This will have some performance degradation
with respect to noise reduction, but the question is how much?
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Distributable ATF Estimation of Multiple Sources
The work in Chapter 8 is easily distributable, and, robust against ATF estimation
errors. However, the method assumes that the ATFs of the sources are known.
Ideally, the ATFs should also be estimated in distributed fashion. Possible future
extensions include a distributed implementation of the ATF estimation method
presented in Chapter 9.

Room Geometry Estimation and Tracking of Multiple Sources
ATFs include information of both the location of the sources and the locations of
the walls due to the early reflections which are captured in the ATFs [23]. It would
be interesting to investigate how accurately we can solve the problems of room
geometry estimation and tracking of multiple sources using the method proposed in
Chapter 9.
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Appendix

In this section, we show how the optimization problem in Eq. (3.36) can be equiv-
alently written as a second order cone programming (SOCP) problem. For conve-
nience, we reformulate the optimization problem in Eq. (3.36) using RATFs instead
of ATFs. The left and right RATFs of the i-th interferer are b̄i,L = (1/biL)bi

and b̄i,R = (1/biR)bi, respectively, while the left and right RATFs of the target
are āL = (1/aL)a and āR = (1/aR)a, respectively. It is easy to show that the
constraints of the optimization problem in Eq. (3.36) can be equivalently written as[

āH
L 0H

0H āH
R

]
︸ ︷︷ ︸

ΦH
1

w=
[
1
1

]
︸︷︷︸

q1

, (A.1)

∣∣∣ΦH
2,iw

∣∣∣ ≤ ∣∣∣τ(k)ζb̄H
i,RŵR,(k−1)

∣∣∣︸ ︷︷ ︸
q2,i

, i = 1, · · · , m, (A.2)

where ζ = |ā∗
R,1b̄∗

i,L,M − 1| (with ā∗
R,1 the first element of āH

R and b̄∗
i,L,M is the last

element of b̄i,L) and Φ2,i is the i-th column of the matrix Φ2 given by

Φ2 =
[

b̄1L, · · · , b̄mL

−b̄1R, · · · ,−b̄mR

]
. (A.3)

Similar to [1, 2], we convert the complex vectors and matrices to real-valued
ones, i.e.,

w̆ =
[
w̆L

w̆R

]
, w̆L =

[
Re{wL}
Im{wL}

]
, w̆R =

[
Re{wR}
Im{wR}

]
, (A.4)

ăL =
[
Re{āL}
Im{āL}

]
, ăR =

[
Re{āR}
Im{āR}

]
(A.5)
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ǎL =
[
−Im{āL}
Re{āL}

]
, ǎR =

[
−Im{āR}
Re{āR}

]
(A.6)

b̆iL =
[

Re{b̄iL}
Im{b̄iL}

]
, b̆iR =

[
Re{b̄iR}
Im{b̄iR}

]
, (A.7)

b̌iL =
[
−Im{b̄iL}
Re{b̄iL}

]
, b̌iR =

[
−Im{b̄iR}
Re{b̄iR}

]
, (A.8)

P̆ =
[
Re{P} −Im{P}
Im{P} Re{P}

]
,

˜̆P =
[

P̆ 0
0 P̆

]
, (A.9)

Φ̆1 =
[
ăL 0 ǎL 0
0 ăR 0 ǎR

]
, (A.10)

Φ̆2 =
[

b̆1L,· · · ,b̆mL

−b̆1R,· · · ,−b̆mR

]
, Φ̌2 =

[
b̌1L,· · · ,b̌mL

−b̌1R,· · · ,−b̌mR

]
. (A.11)

Note that wT ˜̆Pw = || ˜̆P1/2w||22, where ˜̆P1/2 is the principal square root of ˜̆P. The
convex optimization problem in Eq. (3.36) can be equivalently written as

ˆ̆w(k) =arg min
t,w̆

t s.t. w̆T Φ̆1 = q̆T
1 ,

|| ˜̆P1/2w̆||2 ≤ t,∥∥∥∥∥∥
[

Φ̆T
2,i

Φ̌T
2,i

]
w̆

∥∥∥∥∥∥
2

≤ q2,i,(k), for i = 1, · · · , m, (A.12)

where q̆T
1 =

[
1 1 0 0

]
, Φ̆2,i is the i-th column of Φ̆2, and Φ̌2,i is the i-th column

of Φ̌2. Note that the problem in Eq. (A.12) is a standard-form SOCP problem [3].
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