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ABSTRACT The internet-of-Vehicle (IoV) can facilitate seamless connectivity between connected vehicles
(CV), autonomous vehicles (AV), and other IoV entities. Intrusion Detection Systems (IDSs) for IoV net-
works can rely on machine learning (ML) to protect the in-vehicle network from cyber-attacks. Blockchain-
based Federated Forests (BFFs) could be used to train ML models based on data from IoV entities while
protecting the confidentiality of the data and reducing the risks of tampering with the data. However,
ML models are still vulnerable to evasion, poisoning and exploratory attacks by adversarial examples. The
BFF-IDS offers partial defence against poisoning but has no measure for evasion attacks, the most common
attack/threat faced by ML models. Besides, the impact of adversarial examples transferability in CAN IDS
has largely remained untested. This paper investigates the impact of various possible adversarial examples
on the BFF-IDS. We also investigated the statistical adversarial detector’s effectiveness and resilience in
detecting the attacks and subsequent countermeasures by augmenting the model with detected samples.
Our investigation results established that BFF-IDS is very vulnerable to adversarial examples attacks. The
statistical adversarial detector and the subsequent BFF-IDS augmentation (BFF-IDS(AUG)) provide an
effective mechanism against the adversarial examples. Consequently, integrating the statistical adversarial
detector and the subsequent BFF-IDS augmentation with the detected adversarial samples provides a
sustainable security framework against adversarial examples and other unknown attacks.

INDEX TERMS Adversarial examples, artificial intelligent (AI), blockchain, controller area network
(CAN), federated learning, intrusion detection system (IDS).

I. INTRODUCTION
With the tremendous development of network communi-
cation technology such as 5G, transforming the modern

The associate editor coordinating the review of this manuscript and

approving it for publication was Jerry Chun-Wei Lin .

transportation system into the concept of the Internet-of-
vehicle (IoV) is becoming a reality [1]. The IoV is envisaged
to provide a seamless communication framework for commu-
nication between smart vehicles, such as connected vehicles
(CV) and autonomous vehicles (AV), and other IoV entities
such as pedestrians and road infrastructure/devices [1], [2].
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IoV mainly consists of intra-vehicle Networks (IVNs), which
consist of an In-vehicle communication system managed by
a controller area network (CAN) and an external vehicu-
lar network that is concerned with the interaction of vehi-
cles to outer environments by vehicle-to-everything (V2X)
technology [2].

The CAN manages the interaction of Electronic Control
Units (ECU), which facilitates internal vehicle components
such as engine, brake and telemetric systems through infor-
mation exchange [3]. However, the CAN was designed with
no security mechanism to deal with malicious communi-
cation broadcast in the CAN bus. This has left it vulnera-
ble to attack through the vehicle’s On-Board Diagnostic II
(OBD-II) port, firmware (such as media player) or remotely
through telematics [4], [5]. Machine Learning (ML) for a
CAN Intrusion Detection System (IDS) is a promising solu-
tion to protect the CAN due to its ability to learn non-linear
attack patterns. Tremendous progress has beenmade in adopt-
ing machine learning for CAN IDS [6], [7], [8], [9]. Tradi-
tionally, the models are trained locally for a single vehicle
due to limited support by automakers and car owners to share
sensitive data. Therefore, the models are denied the benefit
of access to rich data available in the vehicle ecosystem. The
ability to createmodels based on data from various vehicles in
an ecosystem allows for taking into account a higher number
and variety of attacks, potentially improving accuracy.

A Blockchain-based Federated Forest Software Defined
Networking (SDN)-enabled Intrusion Detection System
(BFF-IDS) can be used to support ML that utilises the data
available in thewhole ecosystem of vehicles while at the same
time protecting sensitive data [10]. In BFF-IDS, each partici-
pating vehicle (miner) trains a partial model and stores it at an
InterPlanetary File System (IPFS). They exchange the hashes
of these partial models via blockchain. The hashes are unique
to their models and difficult to change once incorporated into
the blockchain. Thus, storing the hashes on the blockchain
provides a ’proof of existence’ of the partial model [11].
This makes tampering with the models after storing their
hashes detectable and thus provides partial protection against
poisoning attacks.

Next, the final federated model is obtained by aggregating
the partial models at the user end. Tests in a sandbox envi-
ronment show that BFF-IDS has an accuracy of 98.10% in
detecting fuzzy attacks, impersonation attacks, DoS attacks
and attack-free traffic. This is considerably higher than
other solutions, such as [12], [13], [14], and [15], which
have an accuracy of 92.80%, 97.00%, 97.00% and 98.0%,
respectively.

Adversarial ML is a machine learning technique that stud-
ies the vulnerabilities of fooling ML models in the face of
deceptive input [16]. The deceptive inputs known as adver-
sarial examples can be created by adding imperceptible per-
turbation to the actual inputs [17]. Adversaries can target the
model during training or testing time.

Although the blockchain reduces the risk of model poi-
soning after its hash was stored and sharing partial models

instead of raw data contributes to confidentiality, ML models
are often susceptible to adversarial attacks in which inputs
are manipulated to cause the model to misclassify [5], [18].
In addition, sophisticated novel attacks are constantly being
developed [19]. Providing a sustainable way of keeping up
with these attacks is critical for the system’s survival.

The adversarial examples pose a tremendous security
threat to the adoption of ML as IDS. In particular, the
adversarial example transferability has shown that adversarial
examples designed to cause one model, M1, to misclassify
often cause another model, M2, to misclassify. Thus, this
makes it possible to generate adversarial examples in oneML
machine and attack anotherML systemwithout knowledge or
access to the underlying model [18], [20], [21]. Most current
studies focus on providing solutions in image datasets, such
as generating adversarial examples based on the MNIST
dataset and attacking traffic signs in a CV/ AV. Still, there
has recently been keen interest in the impact of adversarial
examples in other systems, such as security systems [22]. For
instance, the impact of adversarial examples against CAN
IDS build using Long Short Term Memory (LSTM) was
investigated [22]. Fast Gradient Sign Method (FGSM) and
Basic Iterative Method (BIM) attacks were explored, and an
Adversarial Attack Defending System (AADS) was proposed
to counter the attacks

With the use of blockchain, the BFF-IDS offers defence
against poisoning but has no measure for evasion attacks
which is the most common attack/threat faced by ML mod-
els [23]. Besides, the effectiveness of transferability in CAN
IDS has primarily remained untested as most studies focused
on image classification problems [23]. In practice, more
knowledge is needed on its vulnerability against attacks using
adversarial examples and how to protect against such attacks
to enable deployment of the BFF-IDS on a large scale in prac-
tice. Therefore, we set out to determine the vulnerability of
BFF-IDS to adversarial examples and safeguard against such
vulnerabilities using a robust statistical adversarial detector
following the approach of [16] on traditional ML.

This study is an extension of the BFF-IDS [10] where
we investigated the resilience of BFF-IDS against unknown
evasion attacks using the principle of adversarial example
transferability to generate adversarial samples. We explore
the integration of a statistical (adversarial) detector to check
for unknown adversarial attacks. However, statistical attacks
can only detect adversarial examples in large batch sam-
ples [16]. To protect against single-input attacks, detected
attacks are extracted into a sandbox and added to the dataset
as an adversarial class to augment the model by training a
new BFF-IDS (AUG) model. This way, the proposed system
could be made sustainable in detecting unforeseen attacks.
In particular, the main contributions of this study are thus
summarised as follows:

1) We investigated the impact of adversarial examples
against BFF-IDS using various algorithms based on the
cross-technique adversarial transferability. Our experi-
mental results suggest that BFF-IDS is very vulnerable
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to adversarial examples attack as it succeeded in sig-
nificantly reducing the confidence (accuracy) of our
model from more than 97% to as low as 20% in some
instances.

2) We investigated the integration of a statistical adver-
sarial detector to detect unknown adversarial examples
(cross-technique adversarial samples) in BFF-IDS. The
integration of the detector effectively detected adver-
sarial samples from benign distributions of multiclass
CAN attack samples.

3) To the best of our knowledge, our work is one of the
few studies to consider the impact of cross-technique
adversarial examples on Blockchain-Based Federated
Forest for SDN-Enabled In-Vehicle Network Intru-
sion Detection System. Our proposed approach rel-
atively shows competitive results despite using the
difficult features (ID pattern as against actual CAN
message), transferability principle, and more attack
classes.

The rest of the paper is organised as follows: Section II
presents the study’s background, including federated for-
est, adversarial Machine learning, sample transferability, and
statistical testing. The methodology is given in section III.
Section IV presents the experimental results on adversarial
attacks on BFF-IDS, statistical detection of adversarial exam-
ples, BFF-IDS augmentation, and the proposed solutions’
robustness. The discussion of results is offered in section V,
while section VI concludes the paper.

II. BACKGROUND
A. RELATED WORK
IDS for CAN has been proposed to offer protection to CAN
using various ML models. For instance, a novel graph-based
Gaussian naive Bayes (GGNB) is proposed for the intrusion
detection algorithm. The GGNB leverages graph properties
to detect CAN-monitoring attacks without protocol modifi-
cation [24]. Although the method recorded promising results,
the authors did not investigate the model’s impact on adver-
sarial example attacks. Meanwhile, a complex value neural
network (CVNN) has been proposed to protect the CAN net-
work through the detection of arbitration field [25]. Encoders
were employed to extract valuable features for better gen-
eralisation. However, this study did not consider adversarial
examples and data sharing problem

With the innovation of CAVs, CAN and FlexRay are being
replaced with Automotive Ethernet to support high-definition
applications demand for high throughput etc. Jeong, et al. [26]
offered the first intrusion detection method in this domain to
detect audio-video transport protocol (AVTP) stream injec-
tion attacks using feature generation and convolutional neural
network (CNN). Although the method proves the approach is
suitable for real-time detection, adversarial examples impact
and possible countermeasure were not considered.

Although previous studies on adversarial examples
focused on the image domain [27], [28], [29], considering
the impact of adversarial examples on IDS is also gaining

traction [22], [30]. For instance, Yang et al. [23] demonstrate
the vulnerability of deep neural networks for network intru-
sion detection system (NIDS) to adversarial examples using
model substitution and black-box-based zeroth-order opti-
misation (ZOO) and generative adversarial network (GAN)
attacks. In another study, a testbed consisting of an adver-
sarial model embedded in the IDS was designed to facilitate
security evaluation of CAN system design [31]. However, the
developed tool provides no function for testing mitigation
measures. Reference [30] proposed a black box attack on
IDS using adversarial generated traffic in which a discrim-
inator learns the system’s internal structure in real time.
Reference [32] utilised GAN to expose the vulnerability of
IDS to adversarial attacks and introduced a countermeasure
based on the GAN to ensure robustness. Reference [33]
address adversarial examples attack on IDS by exploring
the inconsistency between manifold evaluation of adver-
sarial samples and the IDS model. To ascertain the vul-
nerability of NIDS, the performance of various models in
the adversarial environment has also been investigated [34].
Debicha, et al. [35] investigated the impact of the
adversarial attack on deep learning-based IDS and pro-
posed a defence mechanism using adversarial training.
Sauka, et al. [36] focused on the problem of adversarial vul-
nerability and explainability of deep learning-based IDS and
proposed adversarial training and AI explainable framework
based on SHAP. Meanwhile, [37] under study the impact
of adversarial attacks on ML and deep-learning based IDS
for IoT security domain. As evident, most of these studies
focused on NIDS-more studies concerning the adversarial
attacks in CAN domain is therefore necessary.

Furthermore, adversarial examples have been investigated
in connected and autonomous vehicles (CAV) [38]. Although
valuable results have been observed on the impact of adver-
sarial examples on several ML and deep learning models,
the paper failed to provide countermeasures against threats.
Additionally, adversarial examples in spam filters, biomet-
ric authentication and fraud detection have been studied
in [39], [40], [41], [42], and [43]. A recent study inves-
tigated the impact of adversarial examples against CAN
IDS build using Long Short Term Memory (LSTM) [22].
Fast Gradient Sign Method (FGSM) and Basic Iterative
Method (BIM) attacks were explored and had a success rate
of about 98%. An Adversarial Attack Defending System
(AADS) was developed to counter the attacks by retraining
the LSTM model with the attack samples as part of the
training data.

As illustrated in Table 1, most existing studies are focused
on traditional training methods. Besides, adversarial exam-
ples’ impact on the proposed IDS is mainly unexplored.
Therefore, this paper focuses on adversarial examples’
impact and countermeasure on BFF-IDS.

B. FEDERATED FOREST
Federated learning (FL) is an innovative concept in which
models are built on data sets distributed across multiple

109368 VOLUME 10, 2022



I. Aliyu et al.: Statistical Detection of Adversarial Examples in BFF In-Vehicle Network IDSs

TABLE 1. Related works.

devices while preventing data leakage [44]. Conventionally,
a model, MSUM , is trained by {N1 . . .Ni}, who wish to build
a stronger model by combining data, (D1 . . .Di), from data
owners, consolidating their data, D = D1 ∪ . . . ∪ Di.
Unlike the traditional learning (TL) method, FL enables the
collaborative training of the model, MFL , in such a way
that the confidentiality of the data Di from any owner Ni
is preserved while ensuring the performance, ρFL , of the
model, MFL , is close to the performance, ρSUM , of the
model, MSUM . Formally, given ϕ as a non-negative real
number, if

|ρFL − ρSUM | < ϕ (1)

the federated model is said to have ϕ-accuracy loss.
Based on the data distribution among owners (subsets),

FL can be categorised into horizontal FL, vertical FL and
federated transfer learning [44]. For horizontal FL, the data
set in each subset have the same feature space but a different
number of samples. The datasets have the same number of
samples in vertical FL but different feature spaces. A scenario
where both the sample and feature space differ is designated
as federated transfer learning.

For this study, horizontal FL is utilised to build federated
forest, i, for intrusion detection. Given the dataset D dis-
tributed among k federating units (owners), N1 . . .Nk are
assumed to be disjoint such that only a subset of the data
Dk ⊆ D with Nk samples are used by k th unit, where k ∈
[1, k]. The goal is to build an accurate federated forest model
such that: (1) a partial random forest model is trained and held
by each owner (known as a miner), Mi, 1 ≤ i ≤ k; (2) the
FL model, MFL , is aggregated at each user end while min-
imising ϕ-accuracy loss.

C. ADVERSARIAL MACHINE LEARNING AND SAMPLES
TRANSFERABILITY
Formally, let’s assume the ML model, M , correctly classi-
fied benign sample S, i.e. M (S) = ytrue. An adversarial
example, A, can be constructed such that it is perceptually
indistinguishable from S but causes the model to misclassify.
i.e. M (A) 6= ytrue.

The adversarial example is crafted by adding a small per-
turbation, δ, to the benign sample S. The δ is computed
by the approximation of the following optimisation problem
iteratively until it gets classified by the by ML classifier:

A = S + δs (2)

where δs = arg min
δ

M (S + δ) 6= M (S)

Adversarial examples transferability refers to the potential
of adversarial examples generated and designed for modelM
to also cause the misclassification inM ′ without access to the
underlying model [18].

Considering crafting the adversarial examples by solving
the optimisation problem, we can formalise the adversarial
sample transferability notion as:

�X (M ,M ′) =
∣∣{M ′ (S) 6= M ′ (S + δs) : S ∈ X

}∣∣ (3)

where set X is the expected task input distribution solved by
models M and M ′.
The adversarial sample transferability can be categorised

into intra-technique and cross-technique [20]. In intra-
technique transferability, the cross models are trained with
the same ML technique but different parameter initialisations
or datasets- For instance, bothM andM ′ are neural networks
or decision trees. The cross-technique transferability deals
with a situation where the models are trained using different
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techniques-e.g., M is a neural network and M ′ is a decision
tree. In this study we focus on cross-technique transferabil-
ity as it represents the real-life scenario of how attacks are
conducted.

D. STATISTICAL HYPOTHESIS TESTING
Two-sample hypothetical testing is introduced to conduct
a test on two randomly selected samples to determine the
statistically significant difference between the two samples,
in other words, whether the samples originated from the same
distribution. Credit for the statistical hypothesis and analysis
goes to [16].

Formally, let S ∼ p, notation be considered as a sample
drawn from distribution P. A statistical test can be formalised
as follows: Given S1 ∼ p and S2 ∼ q where S1 = n and
S2 = m; the null hypothesis H0 holds that p = q. The statis-
tical test T(S1, S2) : S

n
× Sm → {0.1} takes in the sample’s

input and returns the p-value, which matches the significant
level, α. The p-value gives the probability of obtaining the
observed outcome or a more extreme one, while the α relates
to the confidence of the test set as the threshold. In this study,
we set the threshold at 0.05. Therefore, the H0 is rejected if
the p-value is less than the threshold.

Several two-sample tests have been proposed, but we adopt
kernel-based, which measures the probability of the distance
between the two samples as a biased estimator of the true
MaximumMeanDiscrepancy (MMD).We also compared the
MMD with energy distance (ED) [16].

E. CAN BUS DATASET
The CAN-intrusion dataset (OTIDS) used in this study was
obtained from the Hacking and Countermeasure Research
Lab at Korea University [38]. The dataset was obtained from
real attack scenarios and consists of four classes of traffic:
fuzzy attack, DoS attack, Impersonation attack, and attack-
free state. The datasets were created from a real vehicle
(KIA SOUL) by logging onto CAN traffic via the OBD-II
port. These attack types have devastating consequences on
the CAN- the fuzzy attack can override normal function; a
DoS attack can deny access to a legitimate node, while an
impersonating attack can cause the vehicle to manifest an
unintended state or action. The DOS attack was created by
injecting short cycle messages of ‘0 × 000’ CAN ID and
consists of about 656,579messages. Fuzzy attack was created
through random injection of CAN ID and DATA values and
consists of about 591,990 messages. Injection of messages by
impersonating node with arbitrating ID =‘0 × 164’ created
about 995,472 impersonation attack messages, while more
than 2 million attack-free messages were recorded under
normal CAN messages.

III. METHODOLOGY
A. BFF-IDS FOR IoV SECURITY
With the advent of smart cities and IoV, the network archi-
tecture is increasingly faced with high-performance demand

regarding latency, scalability, network bandwidth usage, data
privacy and security [45]. The problem is exacerbated by the
diverse technologies and a high degree of interdependence
between various system components in the network ecosys-
tem [46]. This study proposed a hybrid architecture that will
guarantee network scalability and privacy using blockchain
and SDN. This architecture was initially proposed byDebicha
et al. [35], but their system is expensive in terms of gas/ether
(as in Ethereum) as model training parameters are exchanged
through the blockchain.

The hybrid architecture for the IDS consists of three
planes-the data plane consisting of the individual vehicle
CAN; the control plane, which manages the interaction of
the CANs through blockchain and the control plane, which
entails system management authorities(stakeholders). Each
vehicle (known as a user node) builts a partial model using
its data and upload the model to IPFS while the location hash
is exchanged through the blockchain- unlike the approach
of [47], only the cost of some bytes is incurred in the process.
The blockchain network consists of miner nodes respon-
sible for creating blocks and verifying proof-of-Authority.
The vehicles are SDN enabled to aid ease deployment costs
with high agility and security. The stakeholders include net-
work management, ID providers and threat intelligence agen-
cies that further investigate attack trends and other security
policies.

To better expose the system requirement considering
the complex interaction of the system component-SDN,
Ethereum Blockchain, IPFS and machine learning libraries-
object transformation and event effects on the sys-
tem’s behaviour must be examined to build a testbed.
We adopt structured analysis to present the require-
ments modeling in which data and transformation pro-
cesses are treated as separate entities [48]. Behavioral
modeling is considered here as it effectively exposes the
testbed design’s requirements for the structured requirement
analysis.

The dynamic behaviour modeling of the testbed during
operation is accomplished by representing the various testbed
components processes as a function of events and time.
It exposed the details of the testbed response to external
events (i.e., system components). We utilised a sequence
diagram (SD) to illustrate how events caused transitions
between components. Fig. 1 presents a sequence diagram for
the testbed operation, illustrating events and corresponding
transitions between components. The arrows depict the event-
driven transition/behaviour between components. The time
of event occurrence is measured vertically downward along
each component. The vertical rectangles along the compo-
nents represent the time spent processing and the activity.
Creating network topology, partial model training, and aggre-
gation takes more time in each corresponding component
of the testbed. At the end of the model aggregation, the
session of FL miner and users are terminated by the Mininet
emulator. More details on the testbed can be found in [10]
and [49].
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FIGURE 1. Testbed sequence diagram.

B. THREAT MODEL
This section identifies the fundamental security objectives,
threats, and vulnerabilities of the BFF-IDS, considering
the adversary’s strength, goals, knowledge, and capabili-
ties. Firstly, we highlight the attack surface in the BFF-
IDS through which the adversary may attempt to launch an
attack to subvert the system. We then decompose the threat
model into four aspects: adversarial knowledge, capabilities,
specificity and goals.

1) THE ATTACK SURFACE
This study defined the attack surface concerning the data pro-
cessing pipeline, including the injection and feature extrac-
tion stages. We assume the adversary launched the attack to
corrupt the BFF-IDS based on its knowledge of the feature
extraction and access to source traffic. There are three possi-
ble attack scenarios at the attack surface: evasion, poisoning,
and exploratory attack [50].

The Evasion attack is possible during the testing phase,
whereby the adversary manipulates test data to corrupt the
model. The poisoning attack occurred during the training
phase, in which the training data is contaminated to com-
promise the whole learning process, while exploratory uses
the black-box approach to learn about the underlying model
and the training data pattern. In this study, we investigate the
evasion attack on the BFF-IDS by manipulating the extracted
feature (see Fig. 2 for the illustration of the threat model).

2) ADVERSARIAL KNOWLEDGE
Adversarial knowledge can be divided into three categories:
white box, black box and grey box [17]. In a white-box

FIGURE 2. Threat models.

attack, the adversary is assumed to have complete knowledge
of the underlying model and the dataset. In the block-box
attack, the adversary does not know the underlying model
and access to the training data, whereas, in the Gray-box
attacks, the adversary is assumed to have partial knowledge of
the target model. Since we are investigating cross-technique
transferability, we crafted the adversarial examples (features)
using various models based on white-box attacks. The actual
attack on the BFF-IDS is conducted in a block-box, assuming
the adversary only knows the feature extraction. Thus, we cat-
egorise our approach to be a grey-box attack.

3) ADVERSARIAL CAPABILITIES
In this study, the adversary is assumed to be able to manip-
ulate features extracted during the testing/deploying phase
to corrupt the BFF-IDS. Neither the trained model, pro-
cess, nor data is affected. Specifically, the adversary can
draw surrogate samples from the original distribution of the
benign dataset. But the attacker does not know the model
algorithm or design. Thus, the attack is conducted on the
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FIGURE 3. Adversarial detection framework overview.

trained BFF-IDS using the crafted surrogate feature at the
testing/deployment phase.

4) ADVERSARIAL SPECIFICITY
The adversarial examples can be crafted to compromise the
model’s performance on a specific class (targeted attack) or
to reduce the model’s classification performance confidence
(non-targeted attack). However, this study is limited to non-
target attacks.

5) ADVERSARIAL GOALS
In this study, the adversary’s goal includes confidence reduc-
tion and misclassification. The adversary aims to reduce the
confidence of the BFF-IDS by causing output ambiguity and
increasing misclassification by altering the detection output
class to any class different from the original class.

C. ADVERSARIAL EXAMPLES/UNKNOWN ATTACK
DETECTION FRAMEWORK FOR BFF-IDS
The BFF-IDS consist of four main steps-data preprocess-
ing, feature extraction, model training and deployment.
(see Fig. 3). In the preprocessing step, the CAN IDs sequence
is utilised to extract features as car manufacturers keep the
CAN actual information and identifiers for security reasons.
In particular, the CAN ID cycle, i.e., the interval at which a
specific CAN ID occurs, is calculated and used for feature
extraction. For feature extraction, the stream of the CAN

ID cycles is segmented into subfragments using the window
of fixed length (1000) and transformed into the frequency
domain using Fast Fourier transform to observe the patterns
of attacks. Statistical and entropy features are then extracted
to reduce the data dimension space considering the high
complexity and non-linearity of the CAN data. The fea-
tures include minimum, maximum, mean, standard deviation,
skewness, kurtosis, Shannon entropy, sample entropy and
permutation entropy.

At the training and deployment stage, the BFF-IDS Model
is built using federated learning in which each miner partially
trains its model and uploads it into IPFS, while the pointers
to the model are stored in blockchain. Legitimate users can
then download the models through the hash obtained from the
blockchain. The federated model is then finally aggregated at
the users’ end. The detailed design and results of implement-
ing the BFF-IDS are provided in our previous article [10].

The attack is assumed to be launched after deployment
in black-box scenario-the adversary does not know the
BFF-IDS underlying structure. We investigate the effect of
various adversarial attack methods on the BFF-IDS, which
include the Fast Gradient Sign Method (FGSMA), Jacobian-
based Saliency Map Approach (JSMA), Support Vector
Machine (SVM) and Decision Tree (DT) attacks. Motivated
by [16], we proposed the integration of a statistical adver-
sarial detector before the BFF-IDS. The detector utilised a
statistical method (MMD, ED) to detect the adversaries and
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unknown attack patterns. Detected attack traffic is then cap-
tured and saved into a sandbox to retrain new BFF-IDS with
an ‘‘adversarial attack’’ class as a new class of the detected
traffic. Therefore, each user is expected to have the detector in
its CAN system to monitor unknown/adversarial attacks and
retrain its model using its old datasets and the new adversarial
data. The adversarial attack class would be used as samples to
train the model. This way, the BFF-IDS can be sustainable as
a new version would release over time to withstand any new
adversarial or novel attack patterns.

D. ADVERSARIAL EXAMPLES CRAFTING
This section presents the different adversarial generating
methods employed in this work. Although there is no guar-
antee that the method described here will generate traffic
that BFF-IDS will misclassify, the degenerated samples are
described as ‘‘adversarial examples’’ or ‘‘unknown attacks’’.
We employed differentiable machine learning models such as
DNN and non-differentiable machine learning models such
as Support Vector Machine (SVM) and Decision Tree (DT)
to craft adversarial samples.

1) FGSMA
FGSMattackwas proposed byGoodfellow [51]- Thismethod
utilises the gradient of a model’s output to perturb adversar-
ial examples, ′, with respect to its input in that direction.
Although the method is computational efficient, it introduces
a significant perturbation that distorts the input distribution-
This may not be acceptable in some domains [23]. The per-
turbation can be defined as:

η = εsign (∇xJθ (x, l)) (4)

where ε is the magnitude.
Details of studies on FGSMA on image domain and coun-

tering some of the shortcomings of the can be found in [27],
[28], [29], [52], [53], and [54]

2) JSMA
Papenot proposed JSMA to address the problem of FGSMA
by reducing the scale of perturbation through the iterative
computation of the best feature to perturb for misclassifica-
tion [55]. This approach enables the extraction of the influ-
ence of an individual feature on a particular class through a
saliency map. In contrast, other features introduce perturba-
tion on the original input, resulting in a misclassification [23].
However, the computational cost of JSMA is much signifi-
cant. The JSMA attacks utilise the Jacobianmatrix to evaluate
the model’s output sensitivity. The matrix is expressed as:

Jf (x) =
∂f (x)
∂y
=

[
∂fj(x)
∂xi

]
i×j

(5)

3) SVM ATTACK
This method attacks SVM by selecting a point orthogonally
in the direction of the hyperplane, acting as the decision
boundary to the SVM subclassifier [20]. The points are

selected using

8ρ+1 =

Ex − λ. Eω
[
Õ(Ex)

]
∥∥∥ Eω [Õ (Ex)]∥∥∥ Ex : Exε8ρ

∪8ρ (6)

where8ρ ,8ρ+1 and λ are the previous, new training sets and
a fine-tuning parameter for augmentation step size, respec-
tively; Eω[k] is the weight that represents the hyperplane
direction of subclassifier k used for the implementation of
a multiclass SVM.

4) DT ATTACK
In the DT attack, the shortest path is computed between the
current leaf at which the sample is and the nearest leaf of
another class. The feature in the first common node shared by
the two paths is repeatedly perturbed until misclassification
is achieved by modifying a few non-targeted features [16].

E. STATISTICAL METRICS FOR ADVERSARIAL
EXAMPLES/UNKNOWN ATTACKS DETECTION
AND BFF-IDS AUGMENTATION
1) STATISTICAL METRICS FOR ADVERSARIAL
EXAMPLES/UNKNOWN ATTACKS DETECTION
To distinguish between a known/benign sample distribution
and an adversarial example (unknown samples) distribution,
we investigate two statistical distance measures: MMD and
ED. Motivated by the hypothesis of [16], the first hypoth-
esis is to determine whether MMD and ED can distinguish
between the benign CAN feature and adversarial examples
generated from them.
‘‘Hypothesis 1. Measurable difference between known

benign samples and adversarial examples can be observed
within a bounded number of n examples using a consistent
statistical test T .’’
However, this hypothesis is limited to (1) the finite num-

ber of samples needed to observe the difference and (2)
the unknown attack detection is restricted to the adversarial
examples crafting algorithm. The validation of this hypothe-
sis is presented in section IV.

Formally, the statistical divergence measures are defined
as:
Maximum Mean Discrepancy (MMD)—Given two ran-

dom samples, X1(benign) and X2 (adversarial), the MMD,
which measures the distance/divergence between the two
samples, is formalised as:

MMDb [F,X1,X2] = sub
f ∈F

(
1
n

n∑
i=1

f (x1i)−
1
m

m∑
i=1

f (x2i)

)
(7)

where x1i ∈ X1, x2i ∈ X2 are the i-th data point in the first and
second samples, respectively. Kernel function f εF is selected
to maximise the distances between the samples. In our case,
we use a Gaussian kernel.
Energy distance (ED)—We also employed the ED to

measure the statistical distance between benign data and
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adversarial examples distributions. The ED is a specific case
of MMD in which no kernel is applied [16]. Formally, for a
d-dimensional random sample, X1(benign) and X2 (adversar-
ial), the ED is defined as [56]:

ε (X1,X2) = 2E|X1 − X2|d
−E

∣∣X1 − X ′1∣∣d − 2E
∣∣X2 − X ′2∣∣d (8)

where E |X1| < ∞E |X2| < ∞, X ′1 is an independent and
identically distributed (iid) copy of the X1, and X ′2 is an iid
copy of X2.
The statistical test would be beneficial in monitoring and

detecting adversarial examples and unknown traffic in the
CAN. Each user node can collect any unknown detected
samples for further analysis and retrain the model to detect
the new unknown attacks. However, the statistical test only
detects adversarial/unknown samples in large batches [16].
This means that a single input attack will go undetected,
thus, the statistical test is not suitable for offering security
for the CAN.

2) BFF-IDS AUGMENTATION
To address the problem of detecting single attack samples,
the detected adversarial/unknown attacks in large batches
by the statistical test can be utilised to retrain the model
by augmenting the BFF-IDS with an additional ‘‘unknown’’
class Yadv. The new model can, after that, replace the old ver-
sion. With this approach, regular updates or model versions
can be retrained and released whenever a new attack trend
is detected. Therefore, motivated by [16], the hypothesis is
on whether augmenting the BFF-IDS model to detect new
attacks is suitable for CAN security:
‘‘Hypothesis 2. Augmenting the BFF-IDS model with

unknown class training samples can successfully detect
adversarial examples and other unknown samples.’’

The goal of the BFF-IDS augmentation is for the model to
be able to detect single adversarial attacks. In the augmenta-
tion of the BFF-IDS, the initial original test dataset, Dreal =
{X ,Y } , where X and Y are features and label is used to craft
adversarial features, Xadv. Different crafting algorithms are
employed to generate the samples, which are then assigned
to one class, Yadv. A new model, BFF-IDS (AUG),is trained
on the augmented dataset X∪Xadv with the X having Y orig-
inal label and all adversarial samples belonging to the same
class, Yadv.
In an actual application, these Xadv or unknown attack

distribution is detected by the statistical test. Then existing
datasets are augmented with the newly detected class, and the
model is retrained. The statistical detectors are then updated
with the augmented samples as the new known samples for
testing incoming traffic. The validation of this hypothesis is
presented in section IV.

F. PERFORMANCE EVALUATION METRIC
The model performances are investigated using precision,
recall, F1-score, and accuracy. The investigation includes the

model’s performance on benign data, adversarial examples,
and the BFF-IDS performance after augmentation. In addi-
tion, the robustness of the statistical test detector and the
model augmentation are also investigated. The evaluation
metrics are expressed as follows:

Accuracy =
TP+ TN

TP+ TN+ FP+ FN
(9)

Precision =
TP

TP+ FP
(10)

Recall =
TP

TP+ FN
(11)

F1 =
2TP

2TP+ FP+ FN
(12)

where TP, TN, FP, and FN are the number of true-positive,
true-negative, false-positive, and false-negative cases,
respectively.

IV. EXPERIMENTAL RESULTS
This section presents the experimental results of our inves-
tigation of various attack models on BFF-IDS. The detailed
implementation, training and test results for the BFF-IDS are
presented in [10]. Therefore, at this point, we assume the
federated model is trained and deployed. We first present the
adversarial examples crafted and the statistical test result of
the adversarial samples with benign samples.We then present
the detection result of benign data and the adversarial samples
by various users’ nodes in the BFF-IDS model. Furthermore,
we present the results regarding adversarial detectors and
model augmentation.

Firstly, we investigated the performance of the BFF-IDS on
benign test data. The BFF-IDS are built using miners ranging
from 5 to 20. As indicated in Fig. 4, 5 miners’ model has
the best generalisation with the score of 0.97611,0.97516 and
0.97540 for precision, recall and F1- score, respectively. The
lowest-performing model is that of 20 miners with records of
0.94345, 0.93936 and 0.94027 for precision, recall and F1-
score, respectively. As evident from the results, the model’s
performance decreases with an increase in the number of
miners. This is a result of the splitting of the training data
based on the number of miners. The higher the number of
miners, the fewer the number of the dataset available for
training each model. Therefore, the 5 miners’ model has
enough data for training and thus better generalisation result
of benign test data.

A. IDENTIFICATION OF ADVERSARIAL EXAMPLES USING
STATISTICAL METRICS AND TEST
This section presents the statistical divergence measure on
both benign and adversarial datasets using the MMD and ED.
For the FGSM attack, we varied the perturbation from 0.01 to
0.50 to observe how the statistical score varies. As indicated
in Table 2, theMMDandEDof adversarial samples generated
by FGSM increased with perturbation ∈. Except for JSMA,
theMMDvalues of adversarial samples are higher than that of
benign data. Likewise, there is an increase in the ED values
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for the adversarial samples except for the DT attack. Both
JSMA and DT attacks show little increase in the MMD and
ED, respectively, compared to the benign data. Fig. 5 depicts
the distribution of the statistical measures across the benign
and adversarial examples, with the MMD and ED ranging
from 0.01856 to 0. 4027 and 2.8576 to 4.1742, respectively.
Consequently, these results suggest a considerable statistical
distinction between benign samples and generated adversarial
samples. Thus, the statistical approach is sufficient to detect
adversarial attacks against BFF-IDS.

B. ADVERSARIAL EXAMPLES AGAINST BFF-IDS
In this section, we attack the BFF-IDS using the generated
adversarial examples. The use of various adversarial crafting
models to attack BFF-IDS is based on the principle of cross-
technique adversarial sample transferability [20]. This prin-
ciple is considered in our investigation because an adversary
can launch any form of attack, which might be different
from what the BFF-IDS was trained to detect- The adversary
can generate attack traffic on the CAN using an adversarial
machine or model.

The investigation focuses on the best model, i.e. 5 miners,
BFF-IDS. Fig. 6 presents the performance of the BFF-IDS
under attack. The performance of the model significantly
drops from the score of 0.97611, 0.97516, and 0.9754 in
precision, recall and F1-score to about 0.12064 (SVMattack),
0.17828 (FGSM 0.36) and 0.13523(SVM attack), respec-
tively. The DT attack recorded the second least degradation
in performance of about 0.3 to 0.4 across the metric. On the
other hand, the JSMA attack was unsuccessful in degrading
the performance of the BFF-IDS. As shown in Table 2, the
MDD value for the JSMA data was lower than the benign
data.

Furthermore, we investigate the Federated Learning situa-
tion where each model, BFF-IDSi, is aggregated at the user
end, i. We, therefore, assume that the attack is conducted at
the user end of various numbers ranging from 5 to 40. The
benign and adversarial samples are split equally based on
the number of users under consideration. As indicated in the
results as shown in Fig. 7, except for JSMA, the adversarial
samples succeeded in significantly degrading accuracy from
about 0.98 to the least accuracy of about 0.18,0.18, 0.20,
0.20 and 0.34 for FGSM (eps 0.29), FGSM (eps 0.29), FGSM
(eps 0.29), SVM and DT, respectively. The least performance
for all cases was recorded in 5 users’ scenarios.

C. STATISTICAL HYPOTHESIS FOR ADVERSARIAL
EXAMPLES DETECTION
Based on the hypothesis, H0, that ‘‘benign data are statisti-
cally closed to the training data distribution’’, we compute
the MMD (using Gaussian Kernel) and its corresponding
p-values as implemented by [16]. The p-values are then
compared against the threshold set to 0.05. For legitimate
samples, the p-value is expected to be higher than the thresh-
old for the hypothesis to hold. The sample size is critical
in detecting the difference between benign and adversarial

samples. It becomes more complex as we deal with a dataset
containing four classes of attack (DOS, fuzzy, impersonation,
and attack-free).

We conducted several experiments with sample sizes of
50, 100, 500 and 1000 to obtain the minimum sample size
required to detect adversarial distribution for each class of
attack. As indicated in Table 3, 50 samples size is sufficient
for most cases to discern the adversarial sample from the
benign sample and reject the H0-. This is remarkable when
compared to the training size of about 80,000 samples.

However, about 100 and 500 sample sizes are needed for
impersonation and fuzzy attack to be detected in FGSM
(∈ 0.36) and JSMA generated samples, respectively. For DT
and JSMA-generated impersonation attacks, the statistical
test fails to detect the adversarial samples from the benign
sample. For lower perturbation ∈ of 0.29 and less in FGSM,
the statistical test could not detect the adversarial samples.
Likewise, the statistical test fails to detect the adversarial
samples for DT-generated adversarial samples, except for
DOS attack samples.

FIGURE 4. BFF-IDS performance on benign test data.

TABLE 2. MMD and ED between the benign distribution and adversarial
samples.
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FIGURE 5. Statistical measures for benign and adversarial examples
distribution.

FIGURE 6. BFF-IDS performance on benign data and adversarial samples.

These results are consistent with the result in IV-A, which
shows that lower ∈ in FGSM, DT and JSMA yielded adver-
sarial samples that are less distinguishable from benign sam-
ples. For FGSM with high ∈ (greater than 0.36) and SVM,
which recorded high values in both MMD and ED compared
to benign samples, were easily detected by the two-sample
statistical test-50 samples size was sufficient to reject the H0.
Furthermore, we further investigated the acceptance of

H0 based on the adversarial generation method containing a

random collection of all attack classes. This approach aims to
see the minimum size required when the class-wise approach
is not applied-i.e. the adversary launch attack using randomly
generated adversarial samples for all the attack classes.

As presented in Fig. 8, only FGSM (∈ 0.5) was detected
with a sample size of 50. Meanwhile, FGSM (∈ 0.36) and
SVM-generated adversarial samples were detected at a sam-
ple size of 100. However, the statistical test also fails to
detect JSMAandDT-generated adversarial distribution in this
case, confirming the earlier results in section IV-A. Thus,
it requires more sample size to detect adversarial sample
distribution containing random classes of all the attacks than
class-wise statistical tests on such a similar distribution.

D. BFF-IDS AUGMENTATION FOR ADVERSARIAL
EXAMPLES MITIGATION
The previous section observed that the adversarial sample
distribution differs statistically from the benign sample distri-
bution. However, the statistical test cannot detect adversarial
samples on a single-input basis and its confidence diminishes
with the decrease in the number of samples in a batch. More
so, the statistical test cannot pinpoint which input is adver-
sarial in a group of sample-this is consistent with the findings
of [16].

In this section, experimental results regarding hypothesis 2
are provided. The augmentation BFF-IDS model by training
the model with the addition of samples having adversarial
class as labels should be effective in detecting attacks in the
benign data and adversarial samples.

We conducted two experiments; in the first experiment,
we considered FGSMA (0.36) and SVM as the adversarial
samples to be augmented into the dataset as an adversarial
class. These adversarial samples were considered because
the statistical test results in the previous section show that
these samples are easily detected with fewer samples. The

FIGURE 7. BFF-IDS performance for different users on benign data and adversarial samples.
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FIGURE 8. Hypothesis Ho acceptance concerning the sample size based on the statistical test.

TABLE 3. Minimum samples (adversarial examples) size required to
detect adversarial examples confidently.

new trained augmentedmodel, BFF-IDS(AUG), is then tested
on the adversarial samples, including those not included in
the training, as presented in Table 4. The detection accuracy
among FGSM and SVM- attacks increased to more than
76.20 % and 79.20%, respectively. The improvement results
from including these samples in training as part of the adver-
sarial class. On the other hand, the accuracy of JSMA and
DT-attack reduced to -97.46% and -33.17%, respectively. The
reduction results from the exclusion of these samples in the
training set. Furthermore, the FGSM set for all the value ∈
detection saw improvement despite only ∈ 0.36 is used for
the training.

The second experiment considered all the adversarial gen-
eration algorithms, i.e., FGSMA (0.36), SVM, JSMA andDT,
as training samples belonging to the adversarial class. As pre-
sented in Table 5, except for JSMA, the detection rate of
all the adversarial samples improved, including that of DT,
which shows significantly low MMD values compared to
others. The DT detection rate increased to about 56.17%.

Considering that BFF-IDS is a federated model, we con-
sider the best performances of the 5-miner model across

various numbers of users. For the first experiment with only
FGSMA (0.36) and SVM as augmented as training samples,
the detection rates for the FGSMA and SVM across all users
were more than 0.96, as shown in Fig. 9. As expected, the
detection rate for the JSMA and DT were low across all
the users and were between 0.001 to 0.009. Also, the detec-
tion rate for the second experiment with all the adversaries
included in the training increased across all users except for
JSMA, which shows little or no improvement, as shown in
Fig. 10. This is also consistent with the statistical test finding
in the previous section. Therefore, augmenting the model
with an adversarial class would improve the detection rate of
the model in a single-input adversarial example attack.

E. ROBUSTNESS OF THE STATISTICAL TEST AND BFFIDS
AUGMENTATION
1) ROBUSTNESS OF THE STATISTICAL TEST
Section IV-C assumes that the adversary can generate
large adversarial samples, and the detector can conduct the

TABLE 4. BFF-IDS augmentation using FGSM 0.36 and SVM.
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FIGURE 9. BFF-IDS(AUG) performance for various users using FGSM 0.36 and SVM for augmentation.

FIGURE 10. BFF-IDS(AUG) performance for various users using FGSM 0.36, SVM, JSMA and DT for
augmentation.

TABLE 5. BFF-IDS augmentation using FGSM 0.36, SVM, JSMA, DT.

statistical test on large sample sizes. This notion may not
always be the case in practice, where the adversary is aware
of the defense mechanism and decides to generate adversarial
samples simultaneously using different methods to evade the

BFF-IDS and the adversarial detector. As such, we investigate
the confidence of our framework when presented with such a
realistic situation.

We considered two scenarios to demonstrate the robustness
of the statistical test, as suggested by [16]. Firstly, we consid-
ered a situation where an adversary embeds adversarial sam-
ples generated from a single attack model in a benign sample.
Each adversarial sample mixes with varying percentages of
the benign sample (see Fig. 11). As shown in the results, the
confidence of the statistical test decreases with an increase in
the proportion of benign samples. The confidence in detecting
FGSM (∈ 0.5) significantly degraded when the proportion of
benign samples went to about 40%. For SVM, the confidence
was affected at just beyond 10% of benign sample presents.
Although FGSM (∈ 0.29) shows high H0, the confidence
equally degraded with an increase in the proportion of benign
samples. JSMA andDTmaintain highH0 scores across all the
mixtures. For this scenario, the H0 acceptance amid benign
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samples is consistent with the findings in section IV-C – the
higher the MMD value of a technique the easier it is to be
detected.

Secondly, we considered a scenario where the adversary
simultaneously launches the attack using more than one
adversarial crafting algorithm amid benign traffic. As indi-
cated in Fig. 12, the confidence of the test equally degrades
with an increase in the proportion of the benign sample. The
mixture of FGSM (0.29)/SVM shows the highest acceptance
score of 0.36 at 10% benign proportion, while the mixture
of FGSM (0.5)/SVM maintains the rejection of the H0 from
10%-20% of the benign proportion. Consequently, the detec-
tion of adversarial examples mixed benign samples becomes
difficult among a small set of inputs- the confidence of the
statistical test degrades with a decrease in the proportion of
adversarial samples present in the mixture of adversarial and
benign samples.

2) ROBUSTNESS OF BFF-IDS AUGMENTATION
Section IV-D presented the BFF-IDS(AUG) performance in
detecting the adversarial samples. In this section, we inves-
tigate the impact of the inclusion of adversarial samples
class on the general performance of the model using the two
training samples used in the augmentation as discussed in
section IV-D.

Fig. 13 presents the impact of training the model with
FGSM (0.36) and SVM as well as with FGSM (0.36), SVM,
JSMA and DT as the augmented samples for the adversarial
class. For the FGSM (0.36) and SVM, the general perfor-
mance of the model was significantly high with 0.97667,
0.97607, 0.97619, and 0.97607 scored for precision, recall,
f1-score and accuracy, respectively. The second sample with
FGSM (0.36), SVM, JSMA andDT show a significant impact
on the general performance of the model. The model per-
formance dropped to about 0.72963, 0.63266, 0.63447 and
0.63266 for precision, recall, f1-score and accuracy, respec-
tively. In all cases, the model’s confidence improved com-
pared to the model without augmentation, which recorded
about 0.15927, 0.17860, 0.15779 and 0.17860 for precision,
recall, f1-score and accuracy, respectively. Likewise, the con-
fusion matrix shows how the adversarial example reduced

FIGURE 11. Hypothesis Ho test on adversarial examples and benign data.

FIGURE 12. Hypothesis Ho test on a different mixture of adversarial
examples and benign data.

FIGURE 13. Robustness of BFF-IDS (AUG) using various adversarial
examples.

the model’s confidence by confusing the model to misclas-
sify most of the samples as DOS attacks (see Fig. 14 (a)).
Augmenting the model using all the samples significantly
improved the performance. However, the model had diffi-
culty classifying the adversarial samples correctly, attack-
free from impersonation and impersonation from fuzzy attack
(see Fig. 14 (b)). However, by removing those samples with
lower MMD values, i.e., JSMA and DT, the model could
generalise with more superior accuracy (see Fig. 14 (c)).

V. DISCUSSION
Adversarial examples significantly impact the confidence of
BFF-IDS. In particular, FGSM with perturbation higher than
0.08, SVM attack and DT attack have the most impact on
the model. These attacks degraded the model’s accuracy from
more than 0.975 to below 0.34. Among the adversarial exam-
ples investigated in this study, only JSMA non-targeted attack
is found not to impact the model’s confidence. This result
is consistent with statistical divergence measures, MMD and
ED, in section IV-A.

However, the question remains which metric between
MMD and ED is a better indicator of how the BFF-IDS
would be affected by an adversarial sample. Although the
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FIGURE 14. Confusion matrix for BFF-IDS and BFF-IDS (AUG) (a) adversarial example (FGSM 0.39) attack on initial BFF-IDS (b) BFF-IDS
(AUG) performance with FGSMA (0.39), SVM, JSMA and DT as augmentation data (c) BFF-IDS (AUG) performance with FGSMA.

DT attack recorded a lower value for ED than benign data,
it was still successful in degrading the performance of the
BFF-IDS as its MMD value was higher than benign data.
In the case of JSMA, the ED value was higher than benign
data but still couldn’t affect the model’s performance as the
MMD value was lower. Thus, the MMD is a better measure
to detect adversarial examples/unknown attacks in BFF-IDS
for CAN.

The results in section IV-C show that the statistical hypoth-
esis, H0, effectively detects adversarial examples. Except for
JSMA and DT attacks, a minimum of 50-100 samples are
sufficient to detect most of the attacks in class-wise andmixed
samples containing all classes of attack samples. However,
it was discovered that mixed samples containing random
classes of the attacks required more sample size than the
class-wise for the statistical test to detect the adversarial
samples. Consequently, there is a significant statistical dis-
tinction between benign and generated adversarial samples;
thus, the statistical approach is sufficient to detect adversarial
samples.

However, the statistical test cannot detect adversarial sam-
ples on a single-input basis and its confidence diminishes
with a decrease in the number of samples in a batch. Thus,
the augmentation of the BFF-IDS by retraining the model
with detect samples of adversarial examples is effective in
detecting adversarial examples per input. Except for JSMA
and DT, the augmentation resulted in a recovery rate of more
than 76.20% in both the augmentation scenario considered in
section IV-D.

Furthermore, both the statistical hypothesis, H0, and the
BFF-IDS augmentation, BFF-IDS (AUG), are affected by the
size and type of adversarial samples examined. As observed
in section IV-E-1, the robustness of the hypothesis, H0,
is affected by the proportion of benign samples among adver-
sarial samples- the confidence of the statistical test degrades
with a decrease in the proportion of adversarial samples
present in the mixture of adversarial samples and benign
samples. On the other hand, the overall effectiveness of the
BFF-IDS(AUG) is affected by the type of samples. Partic-
ularly, the addition of JSMA and DT-attack to the training
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FIGURE 15. Performance evaluation of BFF-IDS(AUG) against other work of the figure in the caption.

samples significantly diminishes the model’s overall perfor-
mance (accuracy) from more than 0.97 to about 0.73. Conse-
quently, the statistical test using MMD provides a good mea-
sure of which samples should be included for the augmenta-
tion. The higher the MMD value of the adversarial example
from the benign sample, the better. In other words, the FGSM
(<0.1), JSMA and DT-attack fail to achieve the goal of the
adversary of reducing the confidence of themodel and includ-
ing them in training data significantly affects the accuracy of
the BFF-IDS(AUG).

Although the statistical test and model augmentation
approaches were motivated by [16], the main difference
between our works is that we used the cross-technique trans-
ferability principle while they focused on inter-technique
transferability. We investigated the impact of several adver-
sarial examples crafting algorithms in which the adversary
has only knowledge of the features used to train the model.
Also, their works focus on MNIST, DREBIN andMicroRNA
datasets using the traditional learning approach, while we
investigated on CAN dataset using BFF-IDS built by the
FL concept. In addition, we proposed the continuous retrain-
ing of the model with the detected unknown samples in a
sandbox environment to enable the detection of unforeseen
adversarial examples.

Considering other related works, [23] demonstrated how
ZOO and GAN attacks successfully degraded NIDS per-
formance. However, there was no defense mechanism
proposed against the attacks. Unlike our study, which offers
mitigation measures, the proposed testbed in [31] facilitates

the investigation of the impact of adversarial examples on
IDS; the software offers no room for testing mitigation mea-
sures. Although the work of [38] is on CAV, the study focus
only considered vehicular ad-hoc networks using synthetic
datasets and binary classification problems. On the other
hand, we used real-world datasets while focusing on multi-
class (five) classification problems, including the adversarial
sample class.

To the best of our knowledge, the only available work that
directly deals with adversarial examples on the CAN bus
is [22]. The car hacking dataset (CARHD) used in that study
was provided and probably collected under similar conditions
by the same laboratory as ours, OTID. Also, the adversarial
mitigation method, AADS, was similar to our approach.
However, we utilised CAN ID cycles as features while
they employed the raw data, which needed to be decoded
from hexadecimal to decimal format, making their method
more complex. In addition, their model was built using the
traditional method, whose limitation was highlighted in the
introduction section. Compared to the maximum perturba-
tion ∈, 0.5 we considered in our experiments, the authors
considered a very high perturbation ∈ of 5, which may be
forbidden in the CAN bus specification- High perturbations
are mostly acceptable in image tasks. Finally, their proposed
system has no mechanism to detect unknown adversarial
examples and, therefore, is unsustainable in real-life deploy-
ment. As presented in Fig. 15, our proposed model relatively
shows competitive results despite using the difficult features,
transferability principle, and more attack classes.
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VI. CONCLUSION
The BFF-IDS supports a federated learning approach for
CAN IDS while protecting data confidentiality and provid-
ing partial protection against poisoning attacks. However,
it has no measure for evasion attacks, the most common
attack/threat faced by ML models. Besides, the effective-
ness of transferability in CAN IDS has primarily remained
untested as most studies focused on image classification
problems.

In this study, we set out to establish the vulnerability
of BFF-IDS against evasion attacks through cross-technique
adversarial transferability. Particularly, we investigated the
impact of several adversarial sample algorithms, including
FGSM, JSMA, SVM-attack, and DT-attack. The study relied
on a threat model to determine whether an adversary knows
the features needed to significantly diminish the confidence
of the BFF-IDS using an adversarial system. We also inves-
tigated statistical methods’ effectiveness and resilience in
detecting the attacks. Detected attack traffic by the statistical
detector is used to augment the BFF-IDS by adding a new
class for the detected samples.

The results from this study established that BFF-IDS is
very vulnerable to adversarial examples attacks as it signif-
icantly reduced our model’s confidence (accuracy, precision,
recall and F1-) from more than 97% to as low as 20% in
some instances. The proposed integration of the statistical test
as an adversarial detector and the subsequent augmentation
of the BFF-IDS with detected adversarial samples provides
an effective mechanism against the adversarial examples.
Including only samples with higher MMD (e.g. FGSM (0.36)
and SVM) in the model’s augmentation increases the detec-
tion accuracy (recovery rate) to more than 76.20%. Thus, the
approach provides a sustainable security framework against
adversarial examples and other unknown attacks.

To the best of our knowledge, our work is one of the
few studies (if not the only) to consider the impact of
cross-technique adversarial examples on Blockchain-Based
Federated Forest for SDN-Enabled In-Vehicle Network Intru-
sion Detection System. Our proposed approach relatively
shows competitive results against state-of-art despite using
the difficult features (ID pattern as against actual CAN
message), transferability principle, and more attack classes.
In the bigger picture, this method helps derive benefits
from the huge (big) data generated in the smart city by
detecting unknown samples and using them to augment
security models. Further studies are needed to establish
acceptable perturbation based on the CAN protocol. Also,
a black-box scenario where the adversary has no knowl-
edge of the feature but can generate CAN traffic should be
investigated.
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