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1 Abstract

Video summarization is a task which many researchers have tried to automate with deep
learning methods. One of these methods is the SUM-GAN-AAE algorithm developed by
Apostolidis et al. |2] which is an unsupervised machine learning method evaluated in this
study. The research aims at testing the algorithm’s performance on the Breakfast dataset,
which is an action localization dataset, and evaluate it with rank correlation coefficients.
Parameter optimization was performed to tune the learning rate of the system according to
the Breakfast dataset. Then, by using k-fold cross-validation, three metrics were used to
evaluate the trained model - F-Score, Kendall’s 7 and Spearman’s p. Analysis of the results
indicates a high F-Score as reported by the SUM-GAN-AAE paper but low rank correlation
coeflicients. Moreover, plotting importance scores per frame demonstrates the algorithm’s
inability to select key frames. The findings suggest that F-Score is not a fitting metric to
use in the context of video summarization and the SUM-GAN-AAE algorithm performs
poorly not only on action localization datasets but also on video summarization ones such
as SumMe |[7].

2 Introduction

The amount of information available nowadays is enormous and one of the great challenges
for the data science community is to process it and makes sense of this data. A direct
consequence of this information explosion is a large number of videos available to us, shared
publicly or privately. Thus, arises the problem of processing video data and the need for
producing summaries containing only the gist of longer videos. There are several issues
with automatic summarization. One is the fact that a single video can be summarized
in many ways which can be of arguably the same quality in terms of how important is
the retained information. As noted by [13|, this problem is observable also with human-
composed summaries as it is an opinionated task to perform in the first place. Another issue
to consider when creating a summary is the variety of videos one might need a summary
on. Videos vary in terms of the quality of the image but more importantly, the content and
purpose of videos can be fundamentally different.



The aforementioned task of automatic summary creation is suitable to be tackled with
a deep learning model. To use a machine learning model to perform the task, the video is
split into segments and every segment is given an importance score, the segments with the
highest importance scores form the summary. Many machine learning methods have been
used to train a model to produce video summarizations. Some of them are supervised, using
human annotations about importance scores, others - unsupervised, therefore, removing
noise caused by annotators’ opinions in training. The problem of evaluating generated
summaries, though, persists in unsupervised methods as well. The general expectation is
for supervised algorithms to perform better than unsupervised ones. However, this is not
always the case in the field of video summarization. According to results from two papers,
one describing a supervised method [4] and one proposing an unsupervised approach [§g],
the unsupervised method performed better on the SumMe dataset (Gygli et al. 2014)|7].
Therefore, it might turn out that unsupervised approaches not only require less data but also
tackles the problem of non-consistent user summaries. Not enough work has been put into
comparing unsupervised deep learning methods with supervised ones on different datasets,
yet. In addition, an idea which is still not tested is whether algorithms extracting segments
that contain actions can create good summaries.

The main goal of the research that is about to be conducted is to determine whether
the unsupervised methods generalize well to different datasets by using the implementation
of an unsupervised deep learning algorithm to train a neural network on the Breakfast [11]
action dataset. This is an action localization dataset meant for training machine learning
algorithms to differentiate actions in a video. Therefore, it is reasonable to believe that an
unsupervised algorithm could be trained to recognize actions that usually contain important
information and combine them into a summary. Furthermore, it is interesting to investi-
gate how the problem of subjectivity translates to action localization datasets and the way
supervised and unsupervised machine learning methods tackle it.

3 Background

The deep learning method which is going to be investigated in detail in this paper is known
as SUM-GAN-AAE (Apostolidis et al. 2020) [2]. This algorithm trains a frame selector
neural network utilizing a system of autoencoder and generative adversarial network. It
calculates a loss function, which serves to adjust the parameters of the network, without
using human-annotated videos for training. This is done by reconstructing the original video
from the produced summary and using the GAN to compare it with the original one. The
approach relies on the notion that the reconstructed video is closer to the original one when
the summary captures the most important information.

The SUM-GAN-AAE method is based on the SUM-GAN model (Mahasseni, Lam and
Todorovic 2017) [12|. From this starting point, the model was improved by Apostolidis et
al. once in 2019 to a version known as SUM-GAN-sl [1] which had fewer parameters to learn
and reduced size of the input feature vectors. A year later the SUM-GAN-AAE solution is
proposed by Apostolidis et al. which incorporates an attention layer.

4 Methodology

In order to test the capabilities of the SUM-GAN-AAE algorithm, a few methodologies are
used which are systematized below.



Firstly, the machine learning algorithm will be trained and tested on the TVSum [14] and
SumMe [7] datasets which are the two most widely used benchmarks for video summarization
methods. There is already information about the performance on these datasets and the
results obtained by Apostolidis et al. are documented in their paper. The results produced
with these datasets in the current research are compared with the results obtained in the
aforementioned document in order to test their reproducibility and have a starting point for
further comparisons with other datasets.

Next, the research focuses on the Breakfast dataset and how well the algorithm performs
when applied to it. F-Score is used as the most common metric for comparing generated
summaries to ground truth. Although there are doubts as to whether this is the most
accurate measure to evaluate summaries, the F-Score results of the generated summaries
from the Breakfast dataset are still presented for a more in-depth analysis.

As pointed out by Otani et al.|13|, rank correlation coefficients give a better insight into
how a system-generated summary compares to a random one or a human-made one. Thus,
both Kendall’s 7 and Spearman’s p coeflicients for the summaries generated with the SUM-
GAN-AAE algorithm are presented in the following section. Furthermore, a visualization is
shown in the form of correlation curves similar to the aforementioned paper [13]. Section
[5.2) elaborates further on the metrics used to evaluate the algorithm’s performance.

Finally, the research touches upon parameter optimization to document the influence
of certain hyperparameters on the performance of the algorithm when using the Breakfast
action localization dataset.

5 Experimental setup and results

5.1 Datasets

As mentioned above, in the process of evaluating the SUM-GAN-AAE algorithm in this
research paper three datasets have been used - the SumMe |7], TVSum [14] and Breakfast
[11] datasets. Each dataset consists of a number of videos that are annotated by participants
in a study. This is done by segmenting the video in a sequence of short clips and then a
summary is formed by assigning boolean values to each of those clips. The users providing
the annotations set a boolean value of 1 to the important pieces of footage that will form the
summary and 0 to the rest. According to these scores, each frame in the video is labeled and
afterward, the frames are subsampled to facilitate training. In addition to those annotations,
which consist of 0’s and 1’s, for each video, the dataset contains also a summary labeled as
ground-truth, which consists of importance scores in the range [0, 1] for each subsampled
frame in the video. Those importance scores are calculated by averaging out the values per
frame of the user summaries.

The SumMe dataset in particular consists of 25 videos capturing different events without
a specific topic that can describe all of them. The videos are of length ranging from 1 to 6
minutes and are shot from a first-person and third-person point of view. These videos are
given annotations by at least 15 users each.

Similarly, TVSum is another video dataset with twice the number of videos - 50, again
capturing activities in different genres. The videos are of length ranging from 1 to 5 minutes
and each video in the dataset is annotated by 20 users.

The Breakfast dataset is the main focus of this study. It is different from the other two
datasets as it was not built for video summarization purposes in particular. The purpose
of the dataset is to facilitate the development and testing of action recognition software.



It consists of videos of people performing 10 different actions related to cooking shot from
multiple angles. The dataset is significantly larger than the ones described above and is
made with variability in mind. The footage is raw and not professionally recorded to mimic
real-world situations.

For this research, only a small portion of the whole dataset is used and the corresponding
HDFS5 file is created with feature extracted by the I3D network [3]. The subset used in
the training and testing in the study contains 21 videos that capture 9 different action
types. For each video, up to 15 annotations are provided for training and testing the video
summarization algorithm.

5.2 Evaluation metrics

The most widely used metric for evaluating automatically generated summaries in the litera-
ture about video summarization is F-Score. In this research the same method for calculating
F-Score is used as in Apostolidis et al., 2020 |2|. The calculations are derived from the fol-

lowing formulas:

PxR ANU ANU
F=2x * 100, where P = ——— and R= ———
P+R Al U]l

In the above equation, A is the automatically created summary, i.e., the summary gen-
erated by the output of the machine learning system. On the other hand, U stands for user
summary, i.e., a human-generated summary. P and R denote precision and recall which are
metrics used to evaluate the overlap between the two summaries, and finally, ||*|| represents
the length of a video in this case.

Thus, to obtain the F-score of a generated summary, first, the output of the SUM-GAN-
AAE algorithm is produced which is in the form of importance scores for each segment of
the video. Then, an implementation of the Knapsack algorithm is used to make a selection
of video fragments that maximizes the total importance score while the sum of the lengths of
the selected segments does not go above 15% of the length of the original video. Afterward,
the F-Score of the generated summary is calculated with every user summary corresponding
to this original video and the mean of the results is taken as the F-Score describing the
generated summary. Additionally, the F-Score of the generated summary can be calculated
using the ground-truth summary belonging to the respective original video as described in
the section [Datasets] (Apostolidis et al., 2020, sec. 4.2 [2]).

As an alternative metric for evaluating the performance of a summarization algorithm,
rank correlation coefficients are used in this study. As suggested by Otani et al.|13] these can
be a more accurate measurement of performance and the results shown in the aforementioned
paper support that claim. The calculated coefficients in this study are Kendall’s 7 [9] and
Spearman’s p |10]. They both have been used extensively in statistical problems related to
evaluating rankings.

The values presented in this study are calculated by first obtaining the predicted impor-
tance scores for every video segment. Then, a ranking is created according to those scores.
A similar ranking is made from the user summaries presented as boolean values for every
segment. Those rankings are at the end compared pairwise between the predicted ranking
and the ranking of every reference coming from a user. Using the respective equations for
Kendall’s 7 and Spearman’s p a coefficient value is produced for every user summary and
then those are averaged out.

In addition to the coefficient values, the method for visualizing importance score corre-
lation presented by Otani et al.|13| is also put into use. Graphs are constructed by again




ranking the video segments by importance score produced by the SUM-GAN-AAE algo-
rithm. Then, "we accumulate the averaged reference scores based on the ranking obtained
in the second stage" (Otani et al.|13]). If the generated summary is closely correlated with
the user summaries, the generated graphs have a steep slope as they increase with the num-
ber of video fragments. Conversely, the graphs of summaries that strongly divert from the
user summaries have a slowly increasing graph.

5.3 Algorithm implementation

The SUM-GAN-AAE algorithm implementation provided by Apostolidis et al. [2] is used in
this study. A detailed explanation of the neural network setup can be found in section 4.1 -
"Implementation Details" in the aforementioned paper. Additionally, for some of the plots
presented here, the implementation belonging to Otani et al. [13] was used and adjusted.
The altered implementation used to produce the results presented in this research paper can
be found on the GitLab repository of the research project.

5.4 Measurements and performance comparison

All results presented in the report excluding Table [3| are produced using the latest version of
the Breakfast dataset composed for the purposes of this research. The videos in this dataset
are listed in Table Bl For Table[3] a subset of this dataset is used which is smaller in size and
with fewer videos. More information can be found in the paragraph about hyperparameter
optimization In the evaluation, k-fold cross-validation is used with a 20% test set and
80% training set. In the tables mean, standard deviation and a maximum of the respective
metric refer to the splits created in the cross-validation.

Starting with a comparison of the F-Scores obtained on the three datasets, Table [I| sum-
marizes the results.

Table 1: Comparison (F-Score(%)) of the algorithm’s performance on the three datasets
in the research.

Note: For technical problems during the experiments, the results shown for the TVSum dataset
are aggregated from only two splits of the datasets. The learning rate used in training is 10~% for
SumMe and TVSum and 10~ for Breakfast.

Dataset | Mean F-Score | Standard deviation | Maximum F-Score
Breakfast 51.38 16.22 75.84
SumMe 50.25 1.37 52.17
TVSum 58.63 1.37 60.00

First, it is important to note that the produced results for the SumMe and TVSum
datasets are comparable to the ones presented by Apostolidis et al. 2020 [2]. The exact
numbers in the reference paper are 48.9 for SumMe and 58.3 for TVSum.

Looking at the table, one thing that strikes out is the unusually big gap between the
average and the maximum F-Score of the Breakfast dataset. Possibly, the higher variance
in the results for this dataset can be attributed to its smaller size compared to the other
two. The standard deviation of the Breakfast dataset is an order of magnitude higher than



the one calculated for the other two datasets and with smaller training and test sets, more
varying results can be expected. Nonetheless, the average F-Score of the Breakfast dataset
is very close in value to the one produced for SumMe.

In terms of rank correlation coefficients, Table [2] presents a side-by-side comparison of
Kendall’s 7 and Spearman’s p coefficients for the Breakfast and SumMe datasets. Due to
technical difficulties, there wasn’t enough data to present such results for TVSum as well.

The rank correlation coefficients for the Breakfast dataset are slightly below 0, while for
the SumMe dataset they are slightly positive. For both datasets, though, the rank correlation
coeflicients are very low and close to 0 which is the value expected from a randomly generated
summary. Thus, from these results, one can conclude that the SUM-GAN-AAE algorithm is
better suited to work with the SumMe dataset and doesn’t generalize well enough for other
types of datasets. As a reference, the rank correlation coefficients indicating the correlation
between human-generated summaries from the Breakfast dataset are given. Clearly, the
machine-generated ones are inferior even when considering the SumMe dataset. Important
to notice here is also the standard deviation of the rank correlation coefficients for the human
summaries. It is a few times higher than the ones calculated for the generated summaries.
This unusually high variation in the results from split to split supports the claim that
annotating summaries is an ambiguous and highly subjective task. Therefore, not only is it
difficult to train a supervised algorithm using these user summaries but also evaluating the
results of an unsupervised method is hindered.

For the purposes of hyperparameter optimization, a subset of the Breakfast videos used
in the rest of the experiments was used. This is due to the fact that most of the research
was conducted before the updated version of the Breakfast dataset was composed. The
focus of the optimization is on the learning rate and the findings can give a general idea
of how this parameter influences the evaluation metrics. The results from the conducted
hyperparameter optimization can be seen in Table The learning rate used in [2] for
training on the SumMe and TVSum datasets is not optimal for the Breakfast dataset.
By using F-Score and Kendall’s 7 as metrics, it can be seen that there’s a clear trend of
increasing the evaluation metrics as the learning rate decreases. The optimal learning rate
found so far is 1079, which is orders of magnitude lower than the one used for SumMe
and TVSum. Moreover, a learning rate of 10~% worsens the metrics significantly, meaning
that the parameter is best kept in this range. Further investigation would be needed to
narrow down even more the optimal learning rate for the Breakfast dataset. To clarify, no
hyperparameter tuning has been done on the SumMe and TVSum datasets in this paper.
Although the results improved with the decreased learning rate, still the mean Kendall’s 7
calculated is not higher than of a random summary.

It is important to note that figures @@@/ all show results from training with 1076
learning rate since this is the optimal value found so far as can be seen from Table[3

In addition to the rank correlation coefficients provided, two plots are given to help the
reader visualize the rank correlation. This type of plots is suggested by Otani et al. [13] and
a thorough explanation of how the plots are produced can be found in section 5.1 of their
paper. The intuition behind reading a graph of this sort is that a high correlation between
generated summary and user summaries leads to steeply increasing graphs and vice versa.
Figure |1| shows the plot of the video with lowest rank correlation coefficients (Kendall’s 7
equal to -0.27), while Figure plots the video with the highest coefficients (Kendall’s 7 equal
to 0.24). From the two graphs can be concluded that the algorithm’s performance varies



significantly with different videos from the Breakfast dataset.

Another plot worth discussion is Figure [3] which is produced for the same video as in
Figure On the x-axis are the subsampled frames of the video which are given certain
importance scores. The y-axis represents the importance scores, for the generated summary
these are values in the range [0, 1] and for the user summary, they are boolean values (0’s
and 1’s). The red line, representing the predicted importance scores, lies just below 0.2
for frames in the range 5 to 35. However, there is a noticeable increase in the importance
scores for the beginning and end frames. The chosen video has a high F-Score but low
correlation coefficients. The plot shows that the algorithm was not able to differentiate
important frames from redundant ones and the frames given slightly higher importance by
the algorithm are not the ones marked as significant by the user. The plotted importance
scores for other videos look similar to the one presented. Overall, a pattern can be recognized
that the algorithm assigns slightly higher importance scores to the frames at the start and
at the end of a video, and the graph smooths out in the middle.

To examine the videos from the Breakfast dataset individually with their characteristics,
Figure [5] presents more details. First, the videos with the highest F-Score are not the ones
with the highest rank correlation coefficients. Thus, the two metrics show significantly
different results. Moreover, there is no clear pattern associated with the video length. The
metric values do not increase or decrease with the videos getting longer. The two highest
rank correlation results come from videos which are both 1:26 long but this can be attributed
to a coincidence.

Table 2: Rank correlation coefficients for the Breakfast and SumMe datasets. 'Human’
denotes the evaluation of the rank correlation of user summaries from the Breakfast dataset.
Note: for the calculations of rank correlation coefficients done on the SumMe dataset, ground-truth
score has been used which is an aggregation of all user summaries.

Dataset Mean Standard devia- | Mean Spear- | Standard devia-
Kendall’s tion (1) man’s p tion (p)
-

Breakfast -0.03 0.08 -0.03 0.1

SumMe 0.06 0.08 0.08 0.11

Human 0.31 0.20 0.31 0.20

Breakfast

Table 3: Results from the optimization of the learning rate when working with the Breakfast

dataset.

Learning Mean F-Score Standard devia- | Mean Kendall’s | Standard devia-
rate tion (F-Score) T tion (7)

1074 58.36 10.63 -0.05 0.13

5%107° 62.04 13.54 -0.04 0.19

2%107° 63.23 12.37 -0.03 0.15

10— 64.42 12.52 -0.01 0.10

10-8 49.47 21.37 -0.09 0.06
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5.5 Comparison to other supervised and unsupervised approaches

This research report is part of the work done by the research group supervised by Ms. Straf-
forello and Dr. Khademi. One of the purposes of the research is to compare the performance
of supervised methods to unsupervised ones on the Breakfast dataset. A summarization of
these findings can be found in Table [l Despite doubts as to whether unsupervised algo-
rithms might perform better given the inconsistent user summaries, supervised methods
outperform them. The DSNet (Anchor-based)|6] model shows significantly higher results in
terms of rank correlation coefficients with a Kendall’s 7 of 0.106. The rest of the supervised
algorithms have lower performance but still above 0. Moreover, the algorithm with the high-
est F-Score has rank correlation coefficients under 0.05, showing a disagreement between the
two metrics once again.

Between the two unsupervised algorithms, the SUM-GAN-AAE model performs notably
better in terms of F-Score and stands slightly below the supervised models at 0.51. However,
the rank correlation coefficients of SUM _ FCN,,;,54p|5] show better results even though just



marginally.

Table 4: Comparison of the algorithms tested in the research of the group under the
supervision of Ms. Strafforello and Dr. Khademi. All results are produced on the Breakfast

dataset

Type Model F-Score Kendall’s (1) Spearman’s p
VASNet|15] 0.673 0.045 0.0365
Supervised DSNet (Anchor- | 0.6446 0.106 0.090
based) 6]
DSNet (Anchor- | 0.6003 0.078 0.056
free)|6]
SUM_FCN[5| | 0.314 0.032 0.024
SUM 0.201 -0.021 -0.020
Unsupervised | FCNp5up[5]
SUM-GAN- 0.51 -0.03 -0.03
AAE

6 Discussion

Taking into account the results from the conducted study, a few claims can be made about
the researched topic.

First of all, the Breakfast dataset shows comparable F-Score results to the SumMe and
TVSum datasets, even outperforming the former one on this criteria. However, it is impor-
tant to keep in mind that this dataset is significantly smaller than the other two. Thus, the
standard deviation is much higher for the Breakfast dataset.

Even with the promising F-Score results, the rank correlation coefficients do not favor the
Breakfast dataset. This metric shows worse results for the SUM-GAN-AAE algorithm than
generating random importance scores for the Breakfast dataset. With SumMe it performs
slightly better than random but still far from the correlation shown between user summaries.

Another contribution of this research is the hyperparameter optimization performed with
the Breakfast dataset. The findings point out that the optimal learning rate for training
on that dataset is orders of magnitude lower than the one used by Apostolidis et al. [2]
for training with SumMe and TVSum. However, even the highest rank correlation results
produced after tuning the parameter are still comparable to a random algorithm.

The inability of the algorithm to generate summaries similar to human-generated ones
is confirmed by the fact that all frames get very similar scores around 0.2. Furthermore, a
pattern that can be observed in all generated summaries is that the importance scores in
the beginning and at the end are slightly higher than average. This adds to the impression
that the algorithm cannot pick the important frames from the rest. In addition, the higher
rank correlation results on some of the videos are probably due to the fact that they happen
to have their start or end frames ranked high by the user summaries as well.

Finally, from all experiments it is clear that the F-Score and the rank correlation coef-
ficients sometimes show opposing results for the same video, meaning that at least one of
them can be ruled out as an inadequate metric. Figure [3]in particular supports the claim
that the algorithm does not outperform random frame selection. Thus, the rank correlation
coefficients are more likely to be accurate according to these findings.



7 Responsible research

For research to be properly conducted and documented, all findings should be made available
and presented accurately in the report. Moreover, the presented experiments should be
transparently conducted and reproducible in order to be trustworthy. Last but not least,
every piece of technology comes with benefits and drawbacks and both sides should be
considered also when the discussion is about automatic video summarization.

As explained earlier, the implementation of the SUM-GAN-AAE algorithm comes from
the repository belonging to the research by Apostolidis et al. [2|. All alterations made for
the purposes of this research can be seen in the repository on GitLab repository made for
the project. One can also find the latest results after the hyperparameter optimization in
this repository. Thus, all plots shown in the report can be created also for other videos if
needed. Furthermore, the reproducibility of results is ensured by specifying the datasets
used, which are publicly available. However, the user annotations for the Breakfast dataset
are a product of the research conducted by Ms. Strafforello and Dr. Khademi and this is
up to them to publish. In addition, all evaluation metrics used are explained in detail with
the respective equations for everyone to be able to evaluate the model’s results in the same
way.

When it comes to analyzing the pros and cons of the technology developed, one can easily
list many arguments in favor of the development of this technology. We are currently flooded
by video material in all forms and genres and people are often looking for a way to make the
most out of the content of a video in a short amount of time. Thus, the need for an efficient
way of summarization arises. Such method would find usage for educational purposes,
self-development videos, a replay of sports events or video compilations for entertainment
purposes.

Alongside those benefits, it is just as important to think about potential issues that might
arise from such automation. First, depending on the context of the video, the importance
of the information contained varies. Therefore, educational facilities should be careful when
using such technology as it might not be an appropriate way of learning about a subject. In
other cases, when it is not as crucial to miss some parts of the video, this might turn to be
more useful. Another possible issue that is posed by the shortening videos is the possible
misinterpretation of the content. There are videos in which details are very important for
the message to be properly understood. Take an interview, for example, it would be very
easy to take someone’s words out of context even with an algorithm that does an excellent
job at selecting the gist of a video.

8 Conclusions and Future Work

The hypothesis that leads to this research was that the SUM-GAN-AAE algorithm would
perform well on an action localization dataset such as Breakfast. The findings show that
the average F-Score produced by k-fold cross-validation is similar to the ones calculated for
SumMe and TVSum datasets by Apostolidis et al. |2], which are considered high scores.
However, by using rank correlation coefficients (Kendall’s 7 and Spearman’s p), it is shown
that the model performs no better than a random frame selection. Furthermore, visualiza-
tions of the generated importance scores per frame show that the algorithm produces very
similar results for all videos, meaning that it has not learned any useful features of video
summarization. These findings lead to the conclusion that not only does the algorithm
perform poorly on the Breakfast dataset but also F-Score is not an appropriate evaluation
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metric in this case.

There are still a few points for improvement for this research to be even more thorough.
These can serve as a potential research question in future experiments on the topic.

First of all, the Breakfast dataset can be extended further with more user summaries.
This would add to the data the algorithm is trained on and make the evaluation more
accurate. Next, there are currently no reports evaluating the TVSum dataset with rank
correlation coefficients. This was not possible in the current research due to insufficient re-
sources and would be interesting to compare these coefficients to the ones from the SumMe
dataset. According to the findings of this research, F-Score is not the most appropriate
metric to evaluate video summaries and the use of this evaluation metric needs to be recon-
sidered in future experiments. Finally, in order to tune the learning rate parameter, even
more, further optimization would be needed.
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Table 5: Comparison of the results of the evaluation metrics on individual videos from the

Breakfast dataset.

Breakfast
Video ID Video Length Max F-Score Kendall’s 7 Spearman’s p
P42 cam02 5:43 98.18 0.00 0.00
P42 salat
P25 cam01 0:53 70.59 -0.26 -0.31
P25 cereals
P40 _cam02 0:46 66.67 -0.11 -0.13
P40 milk
P10 webcam01 1:20 47.62 -0.27 -0.33
P10 _coffee
P03 _webcam02 4:44 54.55 0.00 0.00
P03 _ friedegg
P03 _webcam02 3:22 85.11 -0.08 -0.09
P03 _sandwich
P07 camO1 _ 2:31 51.16 0.15 0.18
P07 _ scrambledegg
P46 cam01 1:26 90.91 0.18 0.21
P46 _tea
P37 cam01 1:26 43.48 0.24 0.29
P37 sandwich
P51 cam01 1:39 72.22 0.06 0.07
P51 juice
P05 cam01 3:00 33.33 0.10 0.12
P05 scrambledegg
P05 cam01 1:14 0.00 -0.14 -0.17
P05 _ coffee
P09 cam01 1:25 28.57 -0.09 -0.11
P09 scrambledegg
P12 cam01 1:55 48.48 -0.16 -0.20
P12 sandwich
P29 cam01 1:33 0.00 0.12 0.14
P29 juice
P38 cam01 3:50 65.31 -0.16 -0.19
P38 scrambledegg
P39 webcam02 1:41 50.00 -0.08 -0.10
P39 sandwich
P47 webcam02 1:24 0.00 0.09 0.11
P47 juice
P48 cam01 3:51 50.70 -0.11 -0.14
P48 scrambledegg
P48 cam02 0:53 62.50 -0.10 -0.13
P48 milk
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