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Abstract

Problem : Due to high rejection rates regarding prostheses’ use, the assessment of the am-
putee’s use of the prosthesis has become more critical. Today’s prosthesis research is limited
to assessing a users’ performance to perform tasks in a controlled environment. Therefore,
these studies cannot wholly assess how the prosthesis is used in the daily lives of amputees.
Purpose : The purpose of this thesis project is to create, test, and examine the performance of
methods that can be used to enhance prostheses research and evaluation. Results : We have
created several enhancements and extensions regarding prosthesis research and evaluation for
three sensor scenarios. In the first scenario, we only use an accelerometer, which allowed us
to create a new method for creating a vector magnitude (VM) that can show us what type
of arm movement is made; additionally, we created a novel scoring system to determine the
intensity of movements that are performed. In our second scenario, we used an additional
gyroscope, which opened up possibilities for using more advanced Sensor Fusion (SF) tech-
niques. We created an accurate tilt estimation algorithm that remains robust against high
levels of gyroscope noise, accelerometer outliers, and measurement model violations. With
the gyroscope, we were also able to create a VM from rotational velocity, which displays infor-
mation about the arms’ rotational movement. Additionally, we created a novel scoring system
that also shows the intensity of the performed movements. Our last scenario considers the
use of two Inertial Measurement Units (IMUs); we present a novel algorithm for estimating
the relative sensor orientation. This algorithm uses a joint kinematic estimation method that
incorporates the connection between adjacent segments within a SF algorithm that remains
accurate in the vicinity of common real-world disturbances, among which are; high levels of
gyroscope noise, accelerometer outliers, and Soft-Tissue-Artifacts (STA). Conclusion : The
best way to enhance the analysis for prostheses research and evaluation is to start incorporat-
ing gyroscopes into the research process. This can either be in the form of the single sensor
case or the double sensor system. The additional gyroscope(s) will enable the use the SF
techniques and methods as discussed in this report.
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Preface

When I still studied in Groningen, I once watched a YouTube video of a TEDx event, not
knowing at the time that the inventor (dr. Gerwin Smit) of a lightweight prosthesis arm
would eventually become my second supervisor during my thesis project. When I met with
Manon for the first time, we quickly started talking about a combination of Sensor Fusion
and something in the medical field. Luckily for me, Gerwin was interested in a collaboration
to explore the possibilities of further enhancing prostheses’ evaluation methods. After our
first meetings, we started working on the project, and I could not be happier with the result.
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Chapter 1

Introduction

This introductory chapter defines the problem & motivation for this research, describing the
intricacy in a problem-analysis and posing several research questions. After posing the research
questions for this research, the main contributions of this work are highlighted. Finally, the
introduction is concluded with the outline of this thesis document.

1-1 Problem-Statement and Motivation

Although there is a wide variety in available prostheses, rejection rates of upper limb pros-
theses are high [6]. The percentage of amputees that appear not to wear and use their device
actively is estimated to be around 27%, and the percentage of people that ultimately reject
the use of an artificial limb is 20% [53, 6]. These high rejection rates stem from different
problems related to prostheses, e.g., pricing, life-like appearance, grip control, and weight [7].
Due to these high rejection rates, assessing the amputees’ use of the prosthesis has become
more critical. However, in today’s world, prostheses research is limited to assessing a user’s
performance to perform tasks in a controlled environment and actively self-report question-
naires. These evaluations are obsolete and are not capable of thoroughly assessing how an
amputee uses their artificial limb daily [16]. Due to the questions currently being raised on
the methods for upper limb prostheses evaluation and the lack of complete assessment, other
methods for proper evaluation of upper limb prosthesis activity are being explored. Body-
worn motion sensors are now used more often as a non-invasive, objective, and accurate way
to observe the movement of a subject [39, 56]. Recent studies of the upper artificial limbs are
conducted using accelerometer data in the form of "activity counts" [2]. With these counts,
the researchers create a track record of the prosthesis usage [16, 2]. Although making use
of activity counts is a better way of assessing the use of a prosthetic limb in comparison to
other methods, it is still limited. This is due to the activity counts being ill-defined and
inaccessible for researchers that do not use patented software of a company named Actigraph.
Furthermore, besides activity counts, more information can be extracted from accelerometer
measurements that can be considered novel. This led to questions being raised on how to
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2 Introduction

enhance upper limb prostheses analyses further. In this thesis work, we will discuss several
of these questions and explore the answers accordingly.

1-2 Problem Analysis

To create a thorough understanding of the problem that is being presented, we create a
problem-analysis. Here, we first define the different components that make up the analyses
of wearable systems like an artificial limb. The analyses and remote monitoring of wearable
systems are said to consist of the following three parts [44].

• The communication hardware and software to relay data to a remote center.

• The sensing and data collection hardware to collect physiological and movement data.

• The data analysis techniques to extract clinically-relevant information from physiologi-
cal and movement data.

Since the focus of this research project will mainly be on the improvement and enhancement
of upper limb prosthesis analyses, the third point is the most significant concern. However, if
we review the first and second bullet points, we can extract several constraints regarding this
research and, thus, the problem. The first bullet point raises a question on the communication
and relay of data. Therefore, it is vital to take into account the length of the data-set and
know how it will be transferred from the sensor to a computer. In [16], a one-week data set is
recorded with a sampling rate of 20 Hertz and stored within the sensor’s memory; this data is
then transferred to a computer after the participant is finished wearing the sensor. Recording
data for one-week or longer leads to a final data-set, which is of an enormous magnitude. In
this work, we will be aiming to find a solution that is capable of transferring and handling more
or equal amounts of data, as presented in [16]. The second bullet point forces us to consider
several options regarding the sensors, i.e., the hardware. Since the goal of this research is to
enhance existing prostheses’ evaluation methods, three options can be made regarding this;
one can start by researching how to extract more information from state-of-the-art methods,
i.e., accelerometer-only analyses. A second option could be to incorporate different sensors,
when trying out different sensors, a starting point would be to use Inertial Measurement
Units (IMUs) instead of accelerometers. The last option would be a combination of adding
more different types of sensors, e.g., adding several IMUs on different parts of the body.
The Inertial Measurement Unit (IMU) is a device that consists of an accelerometer and a
gyroscope; the accelerometer measures a specific force that is on the body where the sensor is
placed upon, while the gyroscope measures the angular velocity. Although inertial sensors are
heavily used in other fields related to health and healthcare, e.g., walking analysis, improving
posture stability, and fall detection, they have not yet been used very frequently in upper limb
prostheses analysis [3, 60, 50]. The three options regarding the sensors to further improve
upper artificial limb analysis are listed below in the following order.

• Extract more information within state-of-the-art methods that require an accelerometer.

• Add different sensors in the form of a gyroscope, which will translate to using an IMU
instead of only using an accelerometer.
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• Adding multiple sensors, whereby several IMUs are used to extract information for
upper limb analyses.

This thesis will show how the three options for the improvement of prostheses analysis can be
created. Most of these options require inertial Sensor Fusion (SF) techniques to arise; inertial
SF is the umbrella term for fusion algorithms that combine measurements from different
sensors to obtain new information. Since we cannot add an infinite amount of IMUs on the
body, since this will not yield a practical application where we ask a participant to wear
IMUs for at least seven days, we are left with a constraint regarding the number of sensors
used. We evaluate two cases, a single sensor case, and a double sensor case. The single sensor
case is defined as having one IMU per arm, in this case, around the wrist. The single sensor
case can then be further distinguished into two parts: one where only an accelerometer is
used and the case where an additional gyroscope is used. The double sensor case is defined
as having two IMUs per arm, one on the wrist, and one on the upper arm. Most IMUs
are used in combination with a magnetometer to obtain an absolute orientation estimate
[23]. In almost all cases, a problem regarding the magnetometer may arise, disturbances
caused by ferromagnetic materials can disturb the local magnetic field. When this occurs, the
magnetometer will not be able to accurately measure the earth’s magnetic field anymore [23].
Performing upper limb activity analysis of a prosthesis is one of these cases. Since it is most
likely that the prosthesis will get into contact with a ferromagnetic material, no magnetometer
can be used for this analysis. The prosthesis used for this research is the prosthesis presented
in [54], i.e., the Self Grasping Hand (SGH), which can be seen in Figure 1-1 with and without
a cosmetic glove. However, it should be noted that all methods presented in this work can be
applied to other upper limb prostheses. For more information on prostheses in general and
the SGH, please refer to Appendix B.

(a) The SGH with cosmetic glove , to cover up the
mechanical appearance and give a more life-like look
to an artificial limb [1].

(b) The SGH without cosmetic glove, where the
button on the back of the hand is visible, used to
open the SGH [36].

Figure 1-1: The SGH with and without cosmetic glove.

1-3 Objective

To ensure the relevance of this research project, the author has created various research ques-
tions in combination with a summary of the question’s motivation.
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Research Questions

• What is the best way to enhance the analysis of upper limb prostheses?
This is the key question that is the backbone of the research. To answer this question,
we will need to develop different methods and strategies to extract new and relevant
information from an amputee and evaluate these methods.

• How can we extract more information within state-of-the-art methods?
By looking at the accelerometer, we may be able to find new ways to analyze the
prosthetic limb that have not been executed yet. One of the main objectives would be
to bypass the "activity count" from [2].

• How can we enhance prostheses evaluation when we add different sensors?
By adding a gyroscope to the already existing solution of using an accelerometer, we
enable ourselves to start using several SF methods to further enhance prostheses anal-
yses.

• How can we enhance prostheses evaluation when we add more different type
of sensors?
There exist methods that rely on the constraints imposed by the human body itself in
the form of rigidly connected segments. Rigidly connected segments allow for accurate
relative sensor orientation estimation when two or more IMUs are placed on adjacent
segments [61].

1-4 Contribution

The goal of this research mainly consists of developing novel extensions to current upper limb
prostheses analyses. These analyses are meant to be applied to humans who have lost their
lower arm and who are undergoing testing and analysis regarding their prosthetic limb. The
main contributions of this work are listed below.
Main Contributions

• Extension of an accelerometer-only analyses tool in the single sensor case
As an extension of the accelerometer-only approach, we have created a tilt estimation
algorithm where the sensors are placed upon the wrist. We found that due to violations
of the assumed measurement model, where we assumed that no external linear acceler-
ation occurred, the inclination estimations became unreliable. Alongside our attempt
to create the tilt estimation algorithm, we created a scoring system that does not rely
on Actigraphs classified activity counts (AC) [2]. A new method for creating a vector
magnitude (VM) is created as well as a novel scoring system, which introduces a rating
to observe the intensity of the movements that are performed when only accelerometer
measurements are available.

• Extension of an IMU analysis tool in the single sensor case
Extending the existing approach with a gyroscope opens up possibilities for using Al-
gorithm 1 from [24]. Based on this, we created an extension that allows for robust tilt
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estimation that does not require a magnetometer and is resistant to measurement model
violations and accelerometer outliers. Additionally, an different activity scoring system
was made, gyroscope measurements were used instead of accelerometer measurements.

• Extension of an IMU analyses tool in the double sensor case
Extending the approach from [24] with the joint kinematic model of [61], we developed
an algorithm that can process large quantities of data computationally efficient. Simul-
taneously, the algorithm is proven to be robust against many disturbances, including;
high gyroscopic sensor noise, accelerometer outliers, and low and moderate levels of
Soft-Tissue-Artifacts (STA).

1-5 Thesis Outline

This document is structured as follows. Chapter 2 will shed light on the technical background
knowledge required to understand how the extensions of the upper limb analysis tools are cre-
ated. These include knowledge on the IMU, SF, the orientation parameterizations, but also
information on the complementary filter, which is often used in this research.

Chapter 3, we derive our first extension tool. In this chapter, we show in great detail the
steps taken to create a tilt estimation tool, which eventually is tested on simulation data. We
also show how the first scoring system for the arms are created.

In Chapter 4, we show the possibilities by extending the types of sensors with an additional
gyroscope. We show how a robust tilt estimator is created and how a complete movement
scoring system can be made using an additional gyroscope.

In Chapter 5, the double sensor case is worked out. The derivations and techniques are
described in great detail and are tested with state of the art data (optical reference system).

In Chapter 6, a discussion is given on this work, where we discuss all major finding in this
work and the meaning behind those findings. We will explain how our finding relate to work
conducted by other scientists and we will discuss the limitations of our findings.

Finally, Chapter 7 concludes all the work and findings that are presented in this document,
and it summarizes the answers to the research questions that were previously posted. Also,
some suggestions regarding future research in this direction are made where the author points
out the main challenges and questions that are to be answered.
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Chapter 2

Related Work

In this chapter, fundamental theoretical concepts at the basis of this work are extrapolated and
adapted from the literature survey that was created prior to this thesis. In particular, state-
of-the-art methods regarding prostheses analyses are presented as well as the principles of
orientation estimation and Sensor Fusion (SF). Subsequently, the theory behind the algorithm
from [24] for orientation estimation is explained. Finally, the theory behind the creation
of a drift-free relative sensor orientation is discussed, which makes use of joint kinematic
constraints. This chapter aims to create a basic understanding of the theory that will be
presented in the chapters to come.

2-1 Prosthesis Analyses Using Accelerometers

As mentioned before, prostheses analyses are currently being conducted based on clinical
tests of function and self-report questionnaires [16]. Lately, questions have been raised on the
current state of affairs regarding the evaluation process. These questions are due to the lack
of complete and well-rounded assessment. Other possible methods for evaluation are being
explored. Accelerometers are frequently being used more as a way to observe movements by
patients [39]. In [16] and [14], new methods for the analysis and display of upper limb activity
monitoring data were presented by utilizing accelerometers. In [14], two new ways for the
analysis and display of upper limb activity monitoring data are introduced and demonstrated
with real-world data to show their potential value. In both studies, the GT3X+ Activity
Monitors, from the company ActiGraph were used in combination with ActiGraph’s patented
algorithms within the Actilife software [46]. This software was used to filter and group data
into one-second epochs, while subsequently converting it into activity counts (AC). Although
the exact knowledge on the creation of the AC is kept as a company confidential secret, it is
used in many studies see, e.g., [51, 57]. By counting an activity, it is meant that an activity
that caused the acceleration signal to exceed a certain threshold is counted as an activity;
anything below this threshold is ignored. At the end of the measurement period, the number
of AC can be extracted from the software [2].
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In [14], the prosthesis users’ functionality is evaluated by assessing four different outcome
measures. These four measures consist of the user being assessed for task completion, task
duration, quality of movement, and gaze behavior. To evaluate the daily usage apart from
the clinic, the symmetry in their real-world arm use is assessed using activity monitoring.
The participants were asked to wear two accelerometers, one on each wrist (anatomical and
prosthesis) and, to enable comparison with previously published data, the activity monitoring
data were analyzed using the methods of Bailey [4].

Bailey’s research [4] was conducted to quantify real-world upper-limb activity in adults that
are non-disabled and adults with chronic stroke. A chronic stroke may lead to one of the
upper limbs to become paretic, i.e., partially paralyzed. Simultaneously, the methods that
were used there can also be applied to upper-limb prostheses research. In Bailey’s research
[4], participants were also asked to wear GT3X+ Activity Monitors on both wrists. After they
were finished wearing the accelerometers, the data was filtered and grouped into one-second
epochs and subsequently converted into AC. In each one-second epoch, AC across the three
axes were added up, and the length of that vector was calculated as a vector magnitude (VM)
as follows

VM =
√

AC2
x + AC2

y + AC2
z. (2-1)

This was done for both the paretic and non-paretic upper limb, with these two variables it is
possible to derive a bilateral magnitude (BM) that represents the overall activity per second
across the upper arms, which is created by summing up the VM of the paretic upper limb
and the VM of the non-paretic hand as

BM = VMparetic + VMNon−Paretic (2-2)

From the paretic and non-paretic VM, it is also possible to derive a magnitude ratio (MR),
which represents the relative contribution of each arm to the activity as

MR = ln
( VMParetic

VMNon Paretic

)
(2-3)

This method does have some predicaments regarding unilateral activity, where the VM of
one arm equals zero. This will then produce an infinite value for the MR, as can be seen in
Figure 2-1. Hence, the arbitrary values of MR = 7 and MR = −7 are chosen as boundary
values that represent unilateral use of the paretic and non-paretic limbs [4]. After this, the
data is virtually represented by creating a scatter plot of the MR on the x-axis and the BM
on the y-axis, which is supported by a color map that represents the number of occurrences
in seconds of each point. Additionally, the median of the MR and BM are provided to report
summary measures of the symmetricity and intensity of use for both limbs.

The methods created by Bailey provide good initial insight into the use of upper limbs.
However, as stated in [16], the measure of contribution to an activity used in Bailey’s study
(MR) is based on the natural log and is therefore not intuitive; additionally, due to the
arbitrary value introduced for unilateral activity, the scale of MR is not continuous. This
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Figure 2-1: The problem regarding the MR from Bailey’s method [4].

causes Bailey’s method to have an abstract nature and, therefore, makes it hard to interpret.
Hence, histograms that display a summary of the amount of activity across the upper limbs
are proposed in [16]. By illustrating the data in the form of histograms, the researchers can
visualize the contribution per arm to all the activities throughout the recording period. The
contribution to activity between the upper limbs can be expressed as a ratio in percentages.
In, [16] this percentage of contribution per arm per epoch was calculated by dividing the VM
of the dominant/anatomical arm by the total VM across both arms, i.e., BM. In the case of
the dominant/anatomical arm, the formula would then be

ContributionDom =
[
round

( VMDom
VMDom + VMNon-Dom

× 100
)]

, (2-4)

and for the non-dominant

ContributionNon−Dom =
[
round

( VMNon-Dom
VMDom + VMNon-Dom

× 100
)]

. (2-5)

Whenever the VM of both arms was equal to zero, it was removed from the original data-set.
After this, percentage bands from 0-100% with an increment of 1% were created, and the
time in minutes was added up. This was then displayed on 100 histograms; simultaneously,
a log10 scale was used for the indication of time. This was done for ease of visualization and
interpretation. In Figure 2-2, the data recorded of two anatomically intact (AI) participants
is shown. Here, the arms’ contribution to the overall arm activity is mainly bilateral with
unilateral activity bursts on both the dominant and non-dominant sides [16].
In Figure 2-3, the upper limb prosthesis users’ (PUs) contribution towards the overall arm
activity is depicted with the help of histograms. It can be seen that the PUs have a clear
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(a) Right handed healthy AI 1 (b) Left handed healthy AI 2

Figure 2-2: The histogram plots from [16] of two AI adults.

preference for using their AI arm, and therefore it can be observed in the figures that the
time contributed to overall arm activity is heavily skewed towards the AI arm [16].

(a) Trans-radial myoelectric prosthesis user (PU) 1 (b) Trans-radial myoelectric PU 2

Figure 2-3: The histogram plots from [16] of two adult PUs.

Additionally, to the problem of ease of interpretation, Bailey’s method does not allow for
the evaluation of temporal patterns [16]. Temporal patterns can be extremely relevant when
evaluating prostheses since they allow the researcher to discover whenever the prostheses are
used in multiple occurring situations [16]. To unravel these possible temporal use patterns, a
new visualization tool for upper limb analyses was created. The Archimedean spiral plots in
[16], firstly introduced as a visualization tool by [13], were created to visualize periodic serial
data. The Archimedean spiral plots have been used in other research to visualize periodic
human behavior, e.g., see [29]. Archimedean spirals have a straight line drawn from the origin
that will intersect each spiral ring at the same time point in the data; this property allows for
the revelation of possible temporal patterns. In [16] and [15], spiral plots were created where
each epoch was marked with an event marker. If no external acceleration was measured, and
thus no AC was created, i.e., BM = 0; the epoch was classified as ‘both arms at rest.’ If
only one accelerometer measured an external force and thus only one arm created AC, this
would be classified as ‘unilateral’ for the corresponding arm. When both arms performed a
specific activity causing an external acceleration to be measured, this would then be classified
as ‘bilateral’, where a percentage of contributions, as seen in the histograms, was calculated.
These contribution percentages were split into 10% bands instead of the 1% that was used
for the histogram. In Figure 2-4, the color scheme from [15, 16] is given, for every 10% band
a different color was used, the colors were chosen in a complementary fashion to ensure that
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the patterns of usage would be visible. The spirals were plotted as a 24-hour clock, where
midnight would be at the top.

Figure 2-4: Color coding scheme of [15, 16].

With this color scheme, the Archimedean spiral plots were created with the same data used
to create the histogram plots. In Figure 2-5, the data recorded from one of the two anatom-
ically intact (AI) participants is shown. From this figure, it can be observed that the arms’
contribution to the overall arm activity is mostly categorized as bilateral with sudden bursts
of unilateral activity on both the dominant and non-dominant sides.

Figure 2-5: Archimedean spiral of an AI adult from [16], where mainly bilateral use of the arms
is detected for AI adults.

The same figure can be created with the data recorded of one of the two upper limb PUs; this
is shown in Figure 2-6. When a comparison is made between the PU and the AI human, it is
observed that the PU shows little unilateral prosthesis activity and large amounts of single-
use of the anatomical arm. Whenever the PU does perform bilaterally during an activity,
there is a clear preference towards using the anatomical arm.

Master of Science Thesis J.W.G. Remmerswaal



12 Related Work

Figure 2-6: Archimedean spiral of an adult upperlimb PU from [16], where mainly unilateral use
of the AI arm is seen.

To summarize, in [16], two new state-of-the-art visualization tools specifically directed towards
the evaluation of upper limbs were created. First, histograms of AC, combined with simple
descriptive statistics, were used to display the distribution of activity in between the two
upper limbs. Secondly, Archimedean spiral plots are utilized to show how the participants
use their upper limbs during the monitoring period. Using a color-coding scheme, it is possible
to quickly observe how the person relies on his/her arm(s) or prosthesis. The combination of
the two evaluation tools shows that it is possible to create a clear image of the differences in
upper limb usage behavior between PUs and AI human. The most significant advantage of
these plots over the methods that have been presented in [4] is that changes in the patterns
of behavior can easily be identified. A suggestion given by the authors of [16], is the use of
an under-laying thicker line around the existing spiral, to add additional information about
the participant.

2-2 Orientation Estimation and Sensor Fusion

In this section, we present the theoretical foundation behind orientation estimation and SF.
We will start by showing the motivation behind using SF with an example. After this, we
explain different coordinate frames used throughout this research; they are explained together
with measurement models that correspond to the different sensors and the dynamic models
that can be used for orientation estimation. After this, we will explain a state-of-the-art
complementary filter from [24].
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2-2-1 Basic Orientation Estimation

As mentioned in the introduction, a gyroscope is a sensor that measures the angular velocity.
One could argue that to create an estimate of the orientation, only the integration of the
gyroscope measurement is required since the angular velocity is the derivative of the orienta-
tion; hence its integration would lead to a correct orientation estimate. A depiction of this
process is given in Figure 2-7.

Angular 
Velocity Orientation

Figure 2-7: Block-scheme depicting the integration of the angular velocity, by which information
on the orientation is obtained.

The scheme in Figure 2-7 would indeed be correct if the initial orientation would be known,
and if a perfect measurement model would exist. Unfortunately, this is never the case because
the gyroscope measurements contain some form of noise and bias. The bias and noise create
a less accurate measurement; they also inhibit anyone from obtaining the correct absolute
orientation by just plainly integrating the measured angular velocity. If one would directly
integrate the gyroscope measurement, a phenomenon called integration drift will occur. This
drift occurs in the orientation estimation due to the integration of the noise and bias [23].
To create an example to illustrate the effects of the bias and noise on the measured angular
velocity, a time-varying angular velocity signal is created together with a noise and bias
component. In this example the noise signal is distributed as eω(t) ∼ N (0, σωI3), with
σω = 5π

180 rad/s for all independent directions. The bias is assumed as a constant and is given

as
[

0.1 −0.1 0
]>

rad/s. In Figure 2-8a, a simulated measurement is taken when no bias
nor noise occurs. In Figure 2-8b, a constant bias and the zero-mean Gaussian noise are added.

To obtain an estimate of the orientation that overcomes the issue of integration drift, a
magnetometer is often used in combination with the inertial sensors, where the assumption is
made that no other acceleration but the gravity is measured. The magnetometer can measure
the local magnetic field. These drift-free estimates can be created by a fusion of the inertial
sensor measurements with magnetometer measurements; this type of fusion is more often
referred to as inertial SF [23]. For the most basic orientation estimation, inertial SF algorithms
rely on the knowledge obtained from the gyroscope, the accelerometer, and the magnetometer.
In a basic orientation estimation setup, the sensors only rotate and will not translate. The
accelerometers will then only measure the local gravity vector since no linear acceleration is
exerted on the sensor [23]. From this measured gravity vector, we can deduce information
about the inclination of the sensor. As mentioned before, the magnetometer complements the
other inertial sensor measurements. This is because it provides information about the heading
of the sensor. In other words, it provides information about the orientation around the gravity
vector, and this information cannot be deduced from accelerometer measurements only. The
magnetometer can provide heading information all around the world except at the magnetic
poles since the magnetic field is vertical [23]. An example is created to illustrate the workings
of integration drift. In Figure 2-9 the errors of two orientation estimates of simulated data
set are shown to illustrate the effects of integration drift. The data set contains a simulated
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(a) Here the measured angular velocity is plotted against time, where
we can observe that there is no noise nor bias component acting on
the measured angular velocity.
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(b) Here the same measured angular velocity is plotted against time,
where we can observe that there is noise and a bias component acting
on the measured angular velocity.

Figure 2-8: Measured angular velocity with no bias and no noise versus measured angular velocity
with bias and noise.

Inertial Measurement Unit (IMU) that rotates around each axis. Subsequently, an additional
noise component is added to the gyroscope, accelerometer, and magnetometer. In Figure 2-9a
a near-zero error is observed. This is due to the SF algorithm for the orientation estimation
using information that is given by the accelerometer and magnetometer. In Figure 2-9b,
the orientation estimation only relies on the integration of the gyroscope measurements, as
was depicted in Figure 2-7. Due to the integration of the noise component in the gyroscope
measurement, drift in Figure 2-9b is observed.

2-2-2 Coordinate Frames & Measurement Models

As mentioned above, fundamental orientation estimation with the help of SF techniques
requires three different sensors; the gyroscope, the accelerometer, and the magnetometer.
When discussing the different quantities measured by the inertial sensors, two coordinate
frames need to be introduced:

• The sensor frame S is the coordinate frame of the IMU; the origin lies at the center
of the accelerometer triad, which is aligned with its casing [23].

• The global coordinate reference frame or global frame G is a local geographic
frame in which we want to navigate [23]. In most orientation estimation problems, we
are interested in the S frame orientation with respect to the global frame G.
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(a) Error in orientation when no integration drift
occurs, x-axis (blue), the y-axis (red) and the z-axis
(yellow).
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(b) Error in orientation when integration drift oc-
curs, x-axis (blue), the y-axis (red) and the z-axis
(yellow).

Figure 2-9: No integration drift versus integration drift.

In the sensor frame S, it is possible to measure the angular velocity. However, as mentioned
before, the gyroscope cannot generate a perfect measurement; this imperfection stems from
the existence of a slowly time varying-bias and noise [23]. By assuming that the earth’s
rotation is negligible and the global frame G is static, the gyroscope measurement at time t
can be modeled as

yω,t = ωSt + eSω,t. (2-6)

Here, ωSt , represents the angular velocity, and eSω,t the noise, which is typically assumed to be
eSω,t ∼ N (0,Σω). Here the superscript S represents that all these variables are in the sensor
frame. We observed in Figure 2-8b, that the gyroscope measurement can contain a bias. If
this is the case the measurement model of Eq. (2-6) can be extended with an extra variable
to represent the bias, bSω,t. The bias is a time-dependent variable since it can vary over time;
the gyroscope bias can change slowly due to different effects such as temperature change or
exposure to impact [33]. Modeling the measurement in this fashion is a popular choice and
can be found in several research papers; e.g., see [28, 40, 61]. When properly calibrated, the
measurements of the three gyroscope axes will be independent of one another. This implies
that the covariance can be assumed as

Σω =

 σ2
ω,x 0 0
0 σ2

ω,y 0
0 0 σ2

ω,z

 . (2-7)

The slowly time-varying bias bω,t can be treated in different ways. If the experiment is short,
it is possible to pre-calibrate or estimate the bias as a constant. If not, it can be assumed to
be slowly time-varying, and the bias can be chosen as a part of the state vector [23]. Another
option is to ignore the bias when it is not the focus of research and has negligible effects [34].

The other sensor placed within an IMU is the accelerometer. The accelerometer measures a
specific force that is on the body where the sensor is placed. By neglecting the centrifugal and
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acceleration and the Coriolis acceleration of the earth, and assuming the linear acceleration
to be approximately zero [23], the accelerometer measurements can be modeled as

ya,t = −R(qSGt )gG + eSa,t. (2-8)

Here gG represents the gravity vector, that is being rotated from the global frame G, to
the sensor frame S, by the rotation matrix R(qSGt ). Here the superscript SG represents the
rotation from the global frame to the sensor frame, which is aligned with the sensor axes. Just
like the gyroscope measurements, the accelerometer measurements includes a time-varying
bias bSa,t and a noise term, which can be modeled as eSa,t ∼ N (0,Σa). It should be noted
that this model is seldom completely true, since linear external accretion may occur, caused
by movement. Nevertheless, it can be assumed that the model is a decent approximation
since external linear acceleration for humans is generally a lot lower than the gravity force.
It should also be noted that not in all literature, the measurement is modeled in this manner,
in some literature; e.g., see [61, 40], the linear acceleration is assumed to be non-zero. If the
measurement model is chosen in that manner, the measurement model ya,t is as follows

ya,t = R(qSGt )
(
aG − gG

)
+ eSa,t. (2-9)

Regarding the time-varying bias, bSa,t, the same options hold as seen when discussing the
gyroscope bias. It should be noted that for self-calibration, a completely flat surface is
required. This has to do with the gravity vector being rotated and thus also partially divided
among the x- and y-axis when it is put on a non-flat surface. When someone then tries to
measure the bias, they will end up removing a part of the gravity vector that is supposed to
be there.

The magnetometer measures the local magnetic field mG and is used to complement the
inertial sensor measurements. This local magnetic field has its horizontal component pointing
towards the earth’s magnetic north pole. The ratio between the horizontal and vertical
components, which depends on the position on the earth is referred to as the dip angle δ.

As mentioned before, the magnetometer complements the other inertial sensor measurements.
This is because it provides information about the heading of the sensor. It provides informa-
tion about the orientation around the gravity vector, and this information cannot be deduced
from accelerometer measurements only. The magnetometer can provide heading information
all around the world except at the magnetic poles since the magnetic field mG is vertical [23].
The magnetic field vector is modeled into components as follows

mG = (cos δ 0 sin δ)>. (2-10)

Here, it is assumed without loss of generality that
∥∥∥mG

∥∥∥
2

= 1, by assuming that the magne-
tometer will only measure the local magnetic field, the measurements can be modeled as

ym,t = R(qSGt )mG + eSm,t, (2-11)

Where the noise term is assumed to be eSm,t ∼ N (0,Σm).
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2-2 Orientation Estimation and Sensor Fusion 17

2-2-3 Dynamic Models & Initial Orientation Estimates

Sensor orientations are dynamic and therefore have an initial orientation and a corresponding
dynamical model that describes the change in orientation over time. Orientations can be
described in different orientation parameterizations; there are rotation matrices, Euler angles,
axis-angle representations, and unit quaternions. For a detailed description and information
on these orientation parameterizations and their derivations, please refer to Appendix C. To
describe the discrete-time dynamic models, it is first required to create an overview of the
continuous-time model for the angular velocity. The derivatives of the orientation, e.g., the
angular velocity can be written as

dqGS

dt
= qGS � 1

2ω
S
q . (2-12)

Here qGS is a unit-quaternion, which represents a rotation from the sensor frame, S with
respect to the global frame, G and ωSq is a representation for the angular velocity expressed
as a quaternion and the � represent the quaternion multiplication which is

p� q =
[

p0q0 − pv · qv
p0qv + q0pv + pv × qv

]
= pLq = qRp. (2-13)

The superscripts L and R denote the left side multiplication and right side multiplication
respectively and are denoted as

pL ,

[
p0 −p>v
pv p0I3 + [pv×]

]
, qR ,

[
q0 −q>v
qv q0I3 − [qv×]

]
. (2-14)

The cross product [u×] is defined as

[u×] ,

 0 −u3 u2
u3 0 −u1
−u2 u1 0

 . (2-15)

For a derivation of this relation, please refer to [20]. By utilizing an Euler discretization and
assuming that there is a constant angular velocity between two time-samples, the dynamics
of the orientation can be expressed in terms of the sampling time T and the angular velocity.
This way of modeling can be seen in large amounts of research literature, e.g., see [24, 34,
61].

qGSt = qGSt−1 � expq

(
T

2 ω
S
t

)
(2-16)

Where the expq is the following operator as

expq(x) =
[

cos ‖x‖2
x
‖x‖2

sin ‖x‖2

]
. (2-17)
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In the problem of estimating orientation by using inertial sensors, there are two standard
modeling options. The first option consists of a state vector xt containing the orientation and
angular velocity.

xt =
[

(qGSt )> (ωSt )>
]>

(2-18)

For the dynamic model of the angular velocity, it is possible to use motion models. Examples
of such models are the constant angular velocity model. These models contain a process noise
model, wSω,t ∼ N (0,Σω). This noise term is there to model the assumptions on how constant
the angular velocity is. The motion model is given as

ωSt = ωSt + wSω,t−1. (2-19)

Another possibility for describing the state vector is only to include the orientation, i.e.,
xt = qGSt . Here the gyroscope measurements can then be used as an input to the dynamic
equation xt+1 = ft (xt, yω,t, wt). Thus the change in the orientation is directly modeled in
terms of the inertial measurements. This means that the angular velocity, as seen in Eq. (2-
16), will be obtained from the measurements generated by the gyroscope. The advantage of
using a motion model for the state dynamics is that knowledge about the motion of the sensor
can be incorporated in this model. However, it does create the disadvantage of having a large
state vector. The advantage of using the inertial measurements as inputs to the dynamics
is that the process noise can be represented as the inertial measurement noise. Also, the
changes in angular velocity will have a faster effect on the state. This is since the constant
motion model delays the effect of changes in the dynamics. Hence, those estimates tend to
look slightly more smooth [23].

To run an orientation estimation algorithm, an estimate of the initial orientation is required.
In the current literature, several methods are found to determine the initial orientation. Some
of these methods are relatively accurate, and some are crude guesses. The first method to de-
termine the initial orientation, is the TRIAD algorithm [23, 34]. This method utilizes the first
magnetometer and accelerometer measurements. Unless the magnetometer measurements are
obtained at the magnetic north or south poles, the first measurement will contain information
about the heading. This method uses the property that with two or more linearly independent
vectors in two coordinate frames, it is possible to determine the rotation between the two coor-
dinate frames [23]. With the TRIAD method, four vectors will be obtained, the accelerometer
measurement ya,t, the magnetometer measurement ym,t, the local gravity vector gG and the
local magnetic field vector mG. The accelerometer measurements contain information about
the sensor’s inclination, whereas the magnetometer measurements contain information about
the heading. However, it should be noted that the magnetometer also contains information
about the inclination; this is due to its non-zero vertical component. In real-world applica-
tions, it is typically the case that the accelerometer gives more accurate information about
the inclination [23]. Hence the magnetometer is only used to obtain information about the
heading by projecting the magnetic field vector and the magnetometer measurement on the
horizontal plane. If we now normalize the vectors, the following is obtained.
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2-2 Orientation Estimation and Sensor Fusion 19

ĝG =
[

0 0 1
]>
, ĝS = ya,1

‖ya,1‖2
,

m̂G =
[

1 0 0
]>
, m̂S = ĝS ×

(
ym,1
‖ym,l‖2

× ĝS
)
.

(2-20)

The initial orientation can be obtained by formulating an optimization problem [23, 34], where
the orientation qGS minimizes the distance between the normalized magnetic field and the
gravity vector that is measured at the first time step and the normalized magnetic field and
gravity vector in the global frame. This optimization problem is then defined as

arg min
qGS

∥∥∥¯̂gG − qGS � ¯̂gS � qSG
∥∥∥2

2
+
∥∥∥ ¯̂mG − qGS � ¯̂mS � qSG

∥∥∥2

2
,

subj. to
∥∥∥qGS∥∥∥

2
= 1.

(2-21)

If we now define

A = −
(

¯̂gG
)L (¯̂gS

)R
−
(

¯̂mG
)L ( ¯̂mS

)R
, (2-22)

where the superscripts L and R stand for the left and right quaternion multiplication as
defined in Eq. (2-14). The optimization problem can also be written as

q̂GS1 = arg min
qGS

(
qGS

)>
AqGS ,

subj. to
∥∥∥qGS∥∥∥

2
= 1.

(2-23)

The solution for this problem is equal to the eigenvector corresponding to the largest eigen-
value of the matrix A [10]. As mentioned before, the TRIAD algorithm uses a magnetometer,
just like the methods used in [40, 22]. In [40], the initial heading of the sensors was found
by only using magnetometer measurements from one segment. In [22], all variables were ini-
tialized at zero except for the orientations at the first time step, which are initialized around
their estimated orientation. This estimated absolute orientation is also obtained by utilizing
a magnetometer. Next to this method, there are other methods to perform orientation initial-
ization without magnetometer information, e.g., see [61, 52, 41]. In [61], the initial orientation
is set to

[
1 0 0 0

]>
, in [52] it was demonstrated that, regardless of the choice of initial

estimates, convergence to the true values was obtained both in simulation and experiment.
This was proven by generating random values for both the initial inclination and heading,
and in [41], one random initial estimate of the inclination and heading is generated for each
data segment.

2-2-4 Complementary Filter

When performing orientation estimation, a popular choice is to use estimation filters. Many
estimation filters have been created, where each filter has its own unique set of properties.
It was already mentioned that the gyroscope and the combination between an accelerometer
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and magnetometer contain information about the orientation [23, 24]. A complementary filter
uses the fact that an orientation estimate generated by the accelerometer and magnetometer is
noisy, but accurate over long periods. While orientation estimates generated by the integration
of the gyroscope measurements yield accurate orientation estimates on a short time scale but
will drift heavily over longer time horizons [23, 24]. For the orientation estimation of long
data-sets, the complementary filter from [24] is an excellent option. This is because the
complementary filter from [24] has the property that it is relatively computationally cheap.
After all, no optimization is used. Another benefit of this filter is that it has an outstanding
built-in mechanism to be very robust against outliers. A common disturbance comes in
the form of the fact that human body segments are non-rigid. The sensors are placed on
soft tissue, which can lead to the violation of the assumption that the sensor position with
respect to the joint is fixed at all times. These types of disturbances are known as Soft-
Tissue-Artifacts (STA) [27]. Another form of outliers that should be taken into account is
accelerometer outliers. In the real world, these can be caused by the sensor or the body
that the sensor is placed upon banging or ticking against a hard surface; this will then
cause a spike in the accelerometer measurement. Based on the measurement models and
dynamical models shown in Section 2-2-2 and 2-2-3, the complementary filter from [24] is
presented below. However, it should be noted that in [24], it is that both the accelerometer and
magnetometer measurements are normalized before using them in the measurement models
presented in section 2-2-2. The orientation estimate from the gyroscope measurements is
denoted as qGSω and the orientation estimate from the accelerometer measurements as qGSam .
Then a complementary filter will put a low-pass filter on qGSam and a high-pass filter on qGSω .
This can be written as

Q̂GS(s) = G(s)QGSam(s) + (1−G(s))QGSω (s), (2-24)

here s represents the Laplace variable and G(s) denotes the transfer function of the filter,
which is given by G(s) = 1

as+1 . Q
GS(s) stands for the orientation qGS , when it is transformed

in the Laplace domain and q̂GS is the resulting filtered orientation [24]. When Eq. (2-24) is
brought back to the discrete time-domain via a backward Euler

q̂GSt = (1− γt) qGSam,t + γt
(
q̂GSt−1 + Tωq,t

)
, (2-25)

is obtained. Here T denotes the sampling time, γt = a
a+T , and ωq,t represents the angular

velocity expressed in terms of a quaternion. This conversion to express the angular velocity
as a quaternion is given as

ωq,t = 1
2S

(
q̂GSt−1

)
yω,t, (2-26)

where

S(q) =
[

−qv
q0I3 − [qv×]

]
, (2-27)

here, q0 and qv are elements of the unit quaternion as presented in Section C-4. The orientation
estimation from accelerometer and magnetometer measurements can be formulated as an
optimization problem where
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min
ηt

V (ηt) = min
ηt

1
2

∥∥∥ya,t + (expR (ηt))>R
(
q̃SGt

)
gG
∥∥∥2

2
+

1
2

∥∥∥ym,t − (expR (ηt))>R
(
q̃SGt

)
mG

∥∥∥2

2

(2-28)

In the objective function, use is made of the acceleration measurement model, when no linear
acceleration is assumed. The orientation is written in terms of a linearization point and an
associated deviation as

R
(
qGSt

)
= R

(
q̃GSt

)
expR (ηt) , (2-29)

and
expR (ηt) = I3 + sinα[v×] + (1− cosα)[v×]2,

≈ I3 + [ηt×] .
(2-30)

Rewriting the problem in this manner allows for optimization over an orientation deviation
parameterized in terms of a rotation vector. For more information and a more in-depth ex-
planation of encoding the orientation in terms of a linearization point that is parameterized
as orientation deviation, please refer to Appendix C-5. By doing this, issues regarding quater-
nion normalization are avoided, and the optimization variable is reduced from a four-state
variable to a three-state variable.

Instead of solving the objective function for each time step, a single gradient descent iteration
is performed in [24]. This drastically decreases the computational time required to solve the
problem, and due to the high sampling rates of the IMU, the corrections that need to be
made are typically not large, and the estimates will converge over time. Linearising V (ηt)
around q̃SGt = q̂SGt−1 and ηt = 0, the gradient descent step is given by

η̂t = −µt∇V (ηt) , (2-31)

with
∇V (ηt) = −

[
R
(
q̂SGt−1

)
gG×

] (
ya,t +R

(
q̂SGt−1

)
gG
)

+[
R
(
q̂SGt−1

)
mG×

] (
ym,t −R

(
q̂SGt−1

)
mG

)
,

(2-32)

where µt is the gradient descent step length. The estimate of the orientation deviations state
can now be used to compute qGSam,t

qGSam,t = q̂GSt−1 � expq

(1
2 η̂t
)
≈ q̂GSt−1 + 1

2S
(
q̂GSt−1

)
η̂t, (2-33)

If Eq. (2-26) is substituted into Eq. (2-25), then the time update is obtained as

q̂GSt = q̂GSt−1 + 1
2S

(
q̂GSt−1

)
(γtTyω,t − µt (1− γt)∇V (ηt)) . (2-34)

What is left, is choosing the values for γt and µt. When the estimation mainly relies on
the integration of the gyroscope measurement and uses the accelerometer measurements to
correct for integration drift one typically chooses γt ≈ 1. In [24], the scaling factor for the
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Algorithm 1 Orientation estimation using the complementary filter with orientation devia-
tion states from [24].
Input: Gyroscope & normalized accelerometer measurement yω,tya,t, orientation estimate
from previous time instance qGSt−1, tuning parameter β and sampling time T .
Output: Orientation estimate q̂GSt .

1: Compute
∇V (ηt) = −

[
R
(
q̂SGt−1

)
gG×

] (
ya,t +R

(
q̂SGt−1

)
gG
)

+[
R
(
q̂SGt−1

)
mG×

] (
ym,t −R

(
q̂SGt−1

)
mG

)
with ya,t and q̂GSt−1

2: Based on ∇V (ηt) compute

ω̂t = yω,t − β
∇V (ηt)
‖∇V (ηt)‖

3: Obtain the updated orientation

q̂GSt ≈ q̂GSt−1 + T

2 S
(
q̂GSt−1

)
ω̂t,

with S
(
q̂GSt−1

)
as defined in Eq. (2-27).

gradient descent direction, µt (1− γt), is chosen to be βT
‖∇V (ηt)‖ . This is done to enhance the

algorithm’s robustness against measurement model imperfections. The choice of β depends
on the amount of drift that is to be expected from the gyroscope measurement integration.
When the noise is assumed to be eω,t ∼ N

(
0, σ2

ω

)
. Integration of the gyroscope measurements

in one dimension results in an integration drift distributed as Teω,t ∼ N
(
0, T 2σ2

ω

)
[24]. it is

known that the gyroscope measurement is a three-dimensional vector, the standard deviation
of the integration drift for the unit quaternion is then given by

√
3σωT [24]. This is a good

choice for βT . The resulting filter equations are

q̂GSt ≈ q̂GSt−1 + T

2 S
(
q̂GSt−1

)
ω̂t, (2-35)

with

ω̂t = yω,t − β
∇V (ηt)
‖∇V (ηt)‖

. (2-36)

The final algorithm for the complementary filter using orientation deviation states is given in
Algorithm 1.

2-2-5 Bias Estimation

The gyroscope measurement model used to create an estimate of the orientation in Section
2-2-4 can be optionally extended with a gyroscope bias. This was explained and described
in (2-6) in Section 2-2-2. A tool that can be incorporated to increase the accuracy of the
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estimation algorithm is a gyroscope bias estimation algorithm. By estimating the offset of
the gyroscope, it can be subtracted to obtain a better-uncontaminated measurement. In [24],
the bias estimation method of [31] is used. In [31], the bias estimate is created by using the
normalized direction of the estimated error in the rate of change of the orientation, which is
denoted as ˙̂qGSe . It is possible to express this as the angular error in each gyroscope axis as

ωSe,t = 2
(
q̂GSt−1

)c
� ˙̂qGSe,t (2-37)

Here, Eq. (2-37) can be derived as the inverse to the relationship defined in equation Eq. (2-
12). The gyroscope bias, bSω,t is represented by the DC component of ωSe,t and can be removed
as the integral of ωSe,t, which is weighted by an appropriate gain ζ as

bSω,t = ζ
S∑
t

ωSe,tT (2-38)

After this, a compensated gyroscope measurement, ySωc,t can be obtained as

ySωc,t = ySω,t − bSω,t (2-39)

2-3 Relative Sensor Orientation Estimation

In most cases, a problem regarding the magnetometer may arise, disturbances caused by
ferromagnetic materials can disturb the local magnetic field. When this occurs, the mag-
netometer will not be able to measure the earth’s magnetic field anymore [23]. There exist
estimation methods that are closely related to the body and its kinematics, which require
no magnetometer but do require the use of more than one IMU. These methods rely on
the constraints imposed by the human body itself in the form of rigidly connected segments.
Rigidly connected segments allow for accurate relative sensor orientation estimation when
two or more sensors are placed on adjacent segments [61]. With information about these
constraints and connected segments, it is possible to retrieve information about the joint axis
position and joint angles. Here we will discuss the background knowledge required to obtain
a relative sensor orientation estimate and how these estimates can be validated. We start
by discussing the differences in biomechanical modeling, followed by the mathematics behind
body constrained estimation; finally, we will explain how an optical reference system can be
used to conclude whether the estimation algorithm works.

2-3-1 Biomechanical Models

A critical problem to consider is how the inertial sensor measurements can be related to the
human body. It is possible to look at the human body as a system of separate links connected
through joints. These joints allow the links to move around each other in a constrained man-
ner [23]. These human body models are referred to as biomechanical models. This section will
discuss the two most common biomechanical models, i.e., the kinematic chain model and the
free segments model [34]. In the kinematic chain model, the global orientation, the position of
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the root segment, and the relative orientation between the different segments are modeled as
estimation variables [34]. The kinematic chain model is generally parameterized minimally,
e.g., Euler angles or Denavit-Hartenberg (DH) coordinates. For more information on DH
coordinates please refer to Appendix C-6. The modeling via a kinematic chain brings several
advantages [34]. Kinematic chain models can be used to predict the body acceleration at the
position of the IMU, which helps in the separation from accelerations due to gravitational
forces. Another advantage is that restricted joint Degrees of Freedom (DoF) can easily be
modeled by omitting single angular DoF. However, it should be noted that there are two re-
strictions on this advantage; the rotation parameterization needs to be in minimal form, and
the coordinate systems should be sufficiently well aligned with the anatomical rotation axes.
Lastly, the estimated variables (joint angles) in the model are simultaneously the object of
interest in many applications [34, 35]. Unfortunately, there are also several disadvantages to
using a kinematic chain model. The parameterization used for the model is mostly chosen to
be minimal; these minimal orientation parameterizations suffer from singularities. Another
disadvantage is that the calibration parameters, e.g., the lengths of the different segments
and the poses of the sensors relative to the model, are assumed to be fixed and known. The
lengths of the body segments are user-specific parameters that need to be determined only
once, but the sensor poses and, in particular, their orientation relative to the segments must
be re-calibrated every time the sensor network is placed on the subject’s body [9, 8]. The
free segment model chooses a non-minimal parameterization for the biomechanical model by
representing each segment with an orientation and position with respect to a global reference
frame. The orientation is mostly represented in singularity-free unit quaternions [9]. Con-
ditions imposed by the biomechanical model, e.g., rigidly connected segments and restricted
rotational DoF, can be included in the estimation via stochastic constraints.

2-3-2 Constrained Estimation

Two connected body segments of a human can be modeled as a system consisting of two
adjacent rigid segments connected via a spherical joint, which have no restrictions regarding
their rotational DoF [23, 61]. Both segments contain an inertial sensor with an individual
sensor coordinate frame denoted by Si, where i = 1, 2. The two segments are connected via
the joint center (jc). The position vector rSi

i , defines the distance from the jc to the origin
of the sensor coordinate frame [52]. To compensate for drift in the relative sensor orientation
R(qS1S2

t ), use is made of the accelerometer and gyroscope measurements to update both
orientations R(qGS1

t ) and R(qGS2
t ). Since the jc is a common point of both segments, it can

be deduced that this point should have a unique acceleration aSi
jc,t in a common reference

coordinate frame. This can be expressed in the following equation

R(qGS1
t )aS1

jc,t = R(qGS2
t )aS2

jc,t + elink,t. (2-40)
Here it is assumed that the residual vector elink,t ∼ N (0,Σlink). The jc accelerations can
be approximated by utilizing the acceleration measurements at a distance ri from the jc by
using CSi

t [61, 52, 28, 40, 41].

aSi
jc,t = ySi

a,t − C
Si
t ri,

CSi
t =

[
ySi
ω,t×

]2
+
[
ẏSi
ω,t×

]
.

(2-41)
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Here ẏSi
ω,t represents the time derivative of the angular velocity. For a detailed description

on how Eq. (2-41) is obtained, please refer to [19]. It should be noted that this model only
works properly as long as there is an acceleration next to the earth’s gravity. Hence the
measurement model in Eq. (2-8) should be assumed. In [61], the distance vector from the jc
to the sensors is calculated according to the method presented in [52], which also makes use
of Eq. (2-40) and Eq. (2-41). Here an iterative optimization Gauss-Newton algorithm is used
to find the parameters r = [r>1 r>2 ]>, which minimizes a sum of squared errors cost function
as follows

r̂ = arg min
r

N∑
t=1

e2
t,r. (2-42)

Here the error corresponds to the length of the error generated when the acceleration in the
jc is calculated from the two sensor coordinate frames.

er,t =
∥∥∥yS1
a,t − C

S1
t r1

∥∥∥
2
−
∥∥∥yS2
a,t − C

S2
t r2

∥∥∥
2
, (2-43)

with its derivatives with respect to r as

∂er,t
∂r1

= −C
S1
t
>
e1,r1,t

‖e1,r1,t‖2
,

∂er,t
∂r2

= −C
S2
t
>
e2,r2,t

‖e2,r2,t‖2
,

(2-44)

where

ei,ri,t = ySi
a,t − C

Si
t ri, i = 1, 2. (2-45)

Another method that can be used to estimate the distance from the jc to the sensor is
presented in [40]. Here the author shows how to obtain the distance from the jc to the sensor
by minimizing the cost function of Eq. (2-43) as a sum of absolutes instead of a sum of the
squared errors as

r̂ = arg min
r

N∑
t=1
|et,r| . (2-46)

A well-known property of this type of cost function is robustness against outliers in the data;
this is because large residuals are weighted by their absolute value and not by their squared
value in the cost function. To solve the optimization problem of Eq. (2-46), it is not possible
to use a Gauss-Newton method since it is not a sum of squared errors minimization problem,
other gradient descent type methods are required to solve this problem [11], which require
the partial derivatives as
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∂er,t
∂r1

= − sgn(e(k, r))C
S1T
t e1,r1,t

‖e1,r1,t‖2
,

∂er,t
∂r2

= sgn(e(k, r))C
S2>
t e2,r2,t

‖e2,r2,t‖2
,

(2-47)

with ei,ri,t as Eq. (2-45) and

sgn(x) =


−1 x < 0
0 x = 0
1 x > 0

(2-48)

In [61], two estimation algorithms are presented; a filtering estimate, and a optimization based
algorithm. For the filtering estimate the Multiplicative Extended Kalman Filter (MEKF) from
[23] is used, which requires the encoding of the quaternion into a orientation deviation state
as ηt =

[
η>S1,t

, η>S2,t

]>
∈ R6. After the estimation of the orientations from the first and

second sensor frame to the global frame the relative sensor orientation angles can be obtained
by the following equation

q̂S1S2
t =

(
q̂GS1
t

)c
� q̂GS2

t . (2-49)

2-3-3 Estimation Validation

One of the methods for comparing the estimate to the actual orientation is via an optical
reference system. Utilizing an optical reference system is widely used and accepted as a
method to validate someone’s findings [61, 28, 22]. After testing, a coordinate frame alignment
is required since the sensor coordinate frame, and the marker-based coordinate frame is not
perfectly aligned. Furthermore, the sensors’ estimates are estimated with respect to a different
coordinate frame than the orientation obtained via the optical reference system. In most
cases, the sensor estimate will be estimated with respect to a global reference frame, and
the information from the optical reference frame obtains an orientation with respect to its
reference coordinate frame, where each marker also has a marker frame. To validate the
estimation algorithm via an optical reference system, we introduce two additional coordinate
frames next to the ones introduced in Section 2-2-2.

• The optical marker frame M is the coordinate frame of the markers that are being
tracked by an optical reference system.

• The optical reference system base coordinate frame O is also a local geographic
frame in which we want to navigate when utilizing optical reference tracking.

The alignment can be done via theorem 4.2 (Relative orientation from orientation measure-
ments) from [20]. Here it is stated that, if we suppose that

{
qGSt

}N
t=1

and
{
qOMt

}N
t=1

satisfy
qGSt � qSM ≈ qGO � qOMt . Then the objective function can be formulated as
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V
(
qGO, qSM

)
=

N∑
t=1
‖et‖22 =

N∑
t=1

∥∥∥qGSt � qSM � qOMt � qOG − 1
∥∥∥2

2
. (2-50)

Then Eq. (2-50), is minimized by q̂GO = v1 and q̂SM = u1, where u1 and v1 are the first left
and right singular vectors from the Singular Value Decomposition (SVD) of matrix A, which
is

A =
N∑
t=1

[(
qGSt

)L]> [(
qOMt

)R]
. (2-51)
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Chapter 3

Accelerometer-only analysis of
prosthesis usage

In the introduction, we mentioned that there are three extensions regarding the sensors. In
this chapter, we discuss the first analysis extensions that can be created from the state-of-
the-art method; hence we will only look at the case when only one accelerometer per arm
is used. We will show how Sensor Fusion (SF) may aid in the analyses of the upper limb,
but we will also show and discuss limitations regarding the created extensions. This chapter
will introduce two extension ideas and show how they are worked out mathematically. The
two extension on the state-of-the-art method can be split up into two parts: the extension
to create an estimate of the inclination (roll (φ) & pitch (θ)), and the extension to bypass
the dependencies on companies that provide build-in software tools to perform research, e.g.,
Actilife software from Actigraph. After the creation of the first extension, we will test the
ideas on simulated data sets created in MATLAB. Next to this, we will use measurements
from Xsens Inertial Measurement Units (IMUs) to create experimental results. For the second
extension we will use a data-set, which is created by wearing one Axivity AX6 on each wrist
for one day.

3-1 Tilt Estimation with an Accelerometer

Tilt estimation can be performed when one has access to an accelerometer. This is because the
accelerometer measures the gravity vector. As mentioned in Section 2-2-1, from this measured
gravity vector, we can deduce information about the inclination of the sensor. In this section,
we discuss the mathematical concept behind tilt estimation from an accelerometer. Below we
present the derivation of a quaternion that posses information about the inclination of the
sensor [58]. Because of the Earth’s gravity depends on the sensor’s location and since the
unit in which the acceleration can be expressed may vary, we assume that
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ya,t =
[
yax,t yay ,t yaz ,t

]>
, ‖ya,t‖2 = 1 ∀ t,

gG =
[

0 0 1
]>
.

(3-1)

With this notation, we can describe the measurement of the accelerometer in its most pure
form. This means that for this problem, we equal the accelerometer measurement with the
rotating gravity vector in the sensor frame; additionally, no bias and no noise are taken into
account.

ya,t = −R(qSGt )gG (3-2)

If we would work out the equation with the rotation matrix when described in quaternions,
we obtain the following equation

 yax,t

yay ,t

yaz ,t

 = −

 2q2
0 + 2q2

1 − 1 2q1q2 − 2q0q3 2q1q3 + 2q0q2
2q1q2 + 2q0q3 2q2

0 + 2q2
2 − 1 2q2q3 − 2q0q1

2q1q3 − 2q0q2 2q2q3 + 2q0q1 2q2
0 + 2q2

3 − 1


 0

0
1

 ,
=

 2q0q2 − 2q1q3
2q0q1 − 2q2q3

q2
1 + q2

2 − q2
0 − q2

3

 .
(3-3)

If we expanded the system into three parts, we would obtain


yax,t = 2q0q2 − 2q1q3,

yay ,t = 2q0q1 − 2q2q3,

yaz ,t = q2
1 + q2

2 − q2
0 − q2

3.

(3-4)

The system above is underdetermined and thus has an infinite number of possible solutions.
This is an expected result since the gravity vector’s alignment from its global frame into
the sensor frame does not give any information about the rotation in the heading direction.
Rotations can achieve the gravity vector’s alignment with a determination of the roll and pitch
angles and an arbitrary yaw angle. To create a solvable system, we require the restriction of
one variable. Therefore, we set q0 = 0, and the system becomes

yax,t = −2q1q3, (3-5a)
yay ,t = −2q2q3, (3-5b)
yaz ,t = q2

1 + q2
2 − q2

3. (3-5c)

The system above is fully determined; thus solvable. The first step is to convert Eq. (3-5a)
and Eq. (3-5b) into Eq. (3-5c). This is done by rewriting q1 and q2 into the accelerometer
signal as

q1 = −yax,t

2q3
, q2 = −

yay ,t

2q3
. (3-6)

Now we substitute Eq. (3-5a) and Eq. (3-5b) into Eq. (3-5c) in the following fashion to obtain
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yaz ,t =
(
−yax,t

2q3

)2 (
−
yay ,t

2q3

)2
− q2

3,

4yaz ,tq
2
3 = y2

ax,t + y2
ay ,t − 4q4

3,

q4
3 − yaz ,tq

2
3 +

(
y2
az ,t − 1

)
4 = 0.

(3-7)

By setting q2
3 equal to Q we get the following solvable quadratic equation

Q2 − yaz ,tQ +

(
y2
az ,t − 1

)
4 = 0. (3-8)

By solving the system for Q, we get the following two solutions

Q1,2 = yaz ,t ± 1
2 . (3-9)

Obviously we will choose the solution that always yields a real number, which is

q3 = ±
√
yaz ,t + 1

2 . (3-10)

Now we can use the solution of q3 to calculate q1 and q2 by substituting Eq. (3-10) into
Eq. (3-6) to obtain

q1 = ± yax,t√
2 (yaz ,t + 1)

, q2 = ±
yay ,t√

2 (yaz ,t + 1)
. (3-11)

Both q1 and q2 yield two equivalent solutions; this is due to the unit quaternion property of
switching signs between one solution and the other. For ease of use, we choose the solution
that has a positive quaternion element of q1. The unit-quaternion then becomes

q̂SGt =
[

0 yax,t√
2(yaz,t+1)

yay,t√
2(yaz,t+1)

√
yaz,t+1

2

]>
(3-12)

What should be noticed is that a singularity problem arises whenever yaz ,t = −1. To overcome
this problem, we need to create another quaternion that does not have the same singularity
issue; this quaternion can be made by setting either q1 or q2 equal to zero. For q1 = 0 this
gives

q̂SGt =
[

yax,t√
2(1−yaz,t)

0
√

1−yaz,t

2
yay,t√

2(1−yaz,t)

]>
, (3-13)

and for q2 = 0

q̂SGt =
[
− yay,t√

2(1−yaz,t)

√
1−yaz,t

2 0 yax,t√
2(1−yaz,t)

]>
. (3-14)
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Algorithm 2 Tilt estimation from accelerometer readings.
Input: Normalized accelerometer data {ya,t}Nt=1.
Output: Orientation estimate q̂GSt , where only the inclination is observable.

1: for t = 1, . . . , N do
2: if yaz ,t ≥ 0 then

q̂SGt =
[ √

yaz,t+1
2 − yay,t√

2(yaz,t+1)
yax,t√

2(yaz,t+1)
0
]>

(3-17)

3: else
q̂SGt =

[
− yay,t√

2(1−yaz,t)

√
1−yaz,t

2 0 yax,t√
2(1−yaz,t)

]>
(3-18)

4: end if
5: Set

q̂GSt =
(
q̂SG

)c
(3-19)

6: end for

Setting q3 equal to zero would not be of any help since this would yield another quaternion
that also has a singularity at yaz ,t = −1 as

q̂SGt =
[ √

yaz,t+1
2 − yay,t√

2(yaz,t+1)
yax,t√

2(yaz,t+1)
0
]>
. (3-15)

If we want to obtain the quaternion qSG we need to create an algorithm that is able to
continuously switch between two expressions for qSG, so that it will not be troubled by the
singularities at yaz ,t = −1 or yaz ,t = 1. This can be done by switching between two equations
where one has the singularity at yaz ,t = −1 and the other at yaz ,t = 1. The final step in the
tilt estimation problem is to obtain the inverse of the calculated quaternion, i.e., q̂GSt . This
is done by

q̂GSt =
(
q̂SG

)c
(3-16)

The complete algorithm for tilt estimation with accelerometer readings only can be seen in
algorithm 2. It should be noted that this algorithm uses Eq. (3-14) and Eq. (3-15). Other
possibilities between equations are also possible as long as both equations do not have the
same singularity.

3-2 Numerical Simulations of the Accelerometer-Only Tilt Estima-
tion

In this section we show how Algorithm 2 performs during numerical simulations. This is
done because we can create a simulated environment to research and examine the algorithms’
specific properties, e.g., robustness against noise, external accelerations, and outliers. For our
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simulated data-set we draw inspiration from [24]. The simulated data-set consists of a simu-
lated Inertial Measurement Unit (IMU) that rotates around each axis for 100 samples with a
sampling frequency of 10 Hz, and an initial orientation as a unit-quaternion of [1 0 0 0]>.
The total amount of samples is chosen to be 8000. During the first 200 samples, i.e., 20 sec-
onds, the IMU does not rotate; after this, the IMU will rotate around each axis a full 360◦
consecutively. We have also added noise on the gyroscope as well as on the accelerometer,
where eω,t ∼ N (0,Σω) and ea,t ∼ N (0,Σa) with σω = 5π

180 rad/s and σa = − g
100 . During the

first simulation, we will test our algorithm with this data-set. In the second simulation, we
add a simulated external acceleration; were we make a crude imitation of a human moving
in a straight line, with the IMU placed upon the wrist. We have done this by assuming that
for one swing of the arm, it takes roughly one full second to go back and forth. Because
of this swinging pattern that the arm has, we choose to simulate the external acceleration
as a sinusoidal wave i.e. aGt =

[
sin (2π · T · t) 1

3 sin (2π · T · t) 2
3 sin (2π · T · t)

]>
. The ex-

ternal acceleration force is unevenly distributed between the x-axis, y-axis, and z-axis, this
is because when the arm moves when walking in a straight line most external accelerations
are in the x and z directions. For both simulated data-sets, we perform 100 Monte Carlo
Simulations; and calculate the Root Means Square Error (RMSE) and the standard deviation
of the error for the roll and pitch estimates. Subsequently to visualize the workings of the
algorithm during the two simulations we created boxplots, which allows us to observe the
median, the edges, and the whiskers of the errors that have been generated during the 100
Monte Carlo simulations. The median shows us the mean of the error, while the edges of the
box are the 25th and 75th percentiles. The whiskers extend to the most extreme data-point
that are considered to be not outliers, and the outliers are plotted individually as red crosses.
The results for each corresponding simulation are to be found in Table 3-1 and the boxplots
of the simulations are shown in Figure 3-1.

Simulation Roll (φ̂) Pitch (θ̂) σφ̂ σθ̂

1
Known noise,
variance and

initial orientation
0.5731◦ 0.5729◦ 0.0047◦ 0.0042◦

2
Added external

sinusoidal
accelerations

1.4958◦ 4.1739◦ 0.0065◦ 0.0066◦

Table 3-1: Simulation results for tilt estimation algorithm 2, where we observe a decrease in
accuracy and performance due to external accelerations, that violate the assumed accelerometer
measurement model.

For our first simulation where the simulated IMU is only rotated, we observe that the tilt
estimation algorithm in Algorithm 3-2 perform well. Therefore, at first glance, everything
seems to work properly, but these tilt estimations did not include external accelerations.
During the second simulation, we observe a clear degradation in the performance of the tilt
estimation algorithm. This decrease in performance can be explained through the violation
of the measurement model, which was given in Eq. (3-2). In this measurement model, we
assume that no external acceleration force acts upon the IMU, clearly as explained above, we
install an additional simulated external acceleration on the IMU. Thus, the assumption of the
measurement model is violated, and the tilt estimation algorithm cannot compute the correct
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unit-quaternion. What is also observed is that we see a difference in the increase of the total
RMSE for the roll and pitch. This is due to the unequally distributed external accelerations.
When an external acceleration is performed in the x direction, the resulting RMSE of the
pitch will increase the most due to this acceleration. For external accelerations performed in
the y direction, we observed that the RMSE of the roll would increase the most. Increased
accelerations in the z direction have little effect on the accuracy of the tilt estimation. This
makes sense since these accelerations are in the same direction as the gravity vector. Below
in Table 3-2, an overview is given where the change in RMSE is shown when the external
acceleration is distributed over the three axes. Here the sinusoidal external acceleration aGt
as we saw previously changed, i.e. [sin (2π · T · t) 0 0]> is depicted as [1 0 0]> and[
sin (2π · T · t) 1

3 sin (2π · T · t) 2
3 sin (2π · T · t)

]>
is depicted as

[
1 1

3
2
3

]>
.

[1 0 0]> [0 1 0]> [0 0 1]> [1 1
3

2
3 ]

Roll (φ̂) 0.5733◦ 4.1583◦ 0.5778◦ 1.4958◦
Pitch (θ̂) 4.1592◦ 0.5716◦ 0.5776◦ 4.1739◦

Table 3-2: Effects on the RMSE of the tilt estimation for different external accelerations.

In Figure 3-1, the boxplots are shown for the roll and pitch of the first and second simulation.
Here, φi and θi with i = 1, 2, denote the first and second simulation for the roll and pitch
respectively.

Figure 3-1: Boxplot of the first and second simulation of the tilt estimation algorithm, where in
the first simulation no external acceleration is added.

It shows corresponding results with the ones that have been presented in table 3-1. Here it
is visualized that due to the additional external acceleration the error increases rapidly. Due
to the low values for the low values for the standard deviations in both simulations, the error
values are highly condensed around the mean value, and therefore a low spread is observed.
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3-3 Experimental Results of the Accelerometer-Only Tilt Estima-
tion

For the experimental results, we will use real-life accelerometer data from the Xsens MTw
Awinda; the MTw Awinda is the second generation wireless motion tracker that can track
inertial and magnetic data [45, 33]. This allows us to track real-time 3D kinematic appli-
cations accurately. The Xsens’ sensors can be used as a crude indicator for the validation
of an estimation algorithm; this is due to Xsens’ software package that can convert inertial
data together with magnetometer readings to an orientation estimation [33]. The orientation
estimation obtained through the MT Manager software package may serve as a reasonable
ground-truth. Please note that using the orientation estimation obtained from the Xsens
software as a ground-truth is not equal to using a ground-truth that can be obtained from an
optical reference system. This is due to the Xsens orientation estimation error. We present
our tilt estimation algorithm’s findings when use is made of an Xsens MTw Awinda as follows.
We performed two experiments, during the first experiment, we placed the MTw Awinda IMU
upon a flat surface and slowly rotated the MTw Awinda by hand, with a sampling frequency
set to 100Hz. During the second experiment, the MTw Awinda IMU was attached to the left
wrist of a human, as seen in Figure 3-2, and the sampling frequency was again set equal to
100Hz.

(a) Side view of the setup for tilt estimation when,
the participant is walking in a straight line.

(b) Top view of the setup for tilt estimation when,
the participant is walking in a straight line.

Figure 3-2: Setup for experiment two, where the IMU is attached to the left wrist.

After the sensor started recording, the subject was asked to perform a series of steps in a
straight line. After the subject performed the requested movement, the sensor was removed,
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36 Accelerometer-only analysis of prosthesis usage

and the MT Manager software package extracted the inertial data. For both experiments,
we performed our tilt estimation algorithm with the accelerometer measurements. In Figure
3-3, we show our tilt estimation algorithm versus the Xsens orientation estimation when the
MTw Awinda is slowly rotated. Here, φGT and θGT stand for the Xsens ground-truth of the
roll and pitch, respectively.
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Estimated roll versus Xsens ground-truth roll: Experiment 1

(a) Roll angle of the Xsens ground-truth versus the
roll angle that is obtained via algorithm 2 for the
first experiment.
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(b) Pitch angle of the Xsens ground-truth versus the
pitch angle that is obtained via algorithm 2 versus
the first experiment.

Figure 3-3: Results for experiment 1, where the IMU is slowly rotated.

For this experiment, an RMSE of 1.5478◦ and 1.9651◦ were obtained for the roll and pitch,
respectively. This indicates that in a real setup, the algorithm performs well when slow
rotations-only are performed. This was expected since this was also the case for the simulated
results when no external accelerations and, thus, no movement, were added. The results of
the second experiment, when the subject was asked to walk in a straight line, are found in
Figure 3-4.
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(a) Roll angle of the Xsens ground-truth versus the
roll angle that is obtained via algorithm 2.
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Estimated pitch versus Xsens ground-truth pitch: Experiment 2

(b) Pitch angle of the Xsens ground-truth versus
the pitch angle that is obtained via algorithm 2.

Figure 3-4: Tilt estimation with Xsens orientation estimates as ground-truth.

As can be seen in Figure 3-4, both estimation of the roll and pitch are not able to converge
towards the Xsens ground-truth, an RMSE of 11.9351◦ and 2.0940◦ for the roll and pitch
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were obtained respectively. The problem causing this was already discussed in the section
above, where we explained how violations of the measurement model could create inaccurate
inclination estimates. This is also the case for this trial. Due to the swinging of the arm, the
IMU placed upon the wrist experiences external accelerations, which cause the inaccuracy in
the tilt estimation. Finally, we can conclude that tilt estimation, when only an accelerometer
is used, is not viable as an extension for prostheses evaluation and research.

3-4 Activity Scoring System V.1.

The use of activity counts (AC) from Actigraph as a research tool brings forth certain restric-
tions and limitations [16]. There has not yet been a globally accepted independent method
to conduct prostheses research where activities are graded and used for further research. The
use of AC is a popular method but has a dependency on the company Actigraph. The exact
creation of these counts is confidential and undisclosed by the company. What is known about
the definition of the activity count, is that an activity count is being defined as an acceleration
signal exceeding a certain threshold where anything below this threshold is disregarded [2]. As
mentioned in the discussion of [16], it would be beneficial to create a percentage contribution
of each arm from the raw acceleration data; this would allow researchers compatibility with
other accelerometers from different companies. In this section, we will try to create an exten-
sion as proposed by the authors of [16]. Their statement regarding the benefits of creating a
method that only uses the raw accelerometer data is correct since this would eliminate the
dependency on Acitgraph and the AC. However, it is not possible to determine a percentage
contribution of each arm from raw accelerometer measurements. This is because when the
sensor is rotated, i.e., an activity is performed, the rotating gravity vector is divided between
the three independent axes, plus an additional external acceleration term is measured. A
possible solution to overcome this problem could be to use the length of the accelerometer
measurement vector and the gravity vector’s length.

The idea is to introduce a new way to create the vector magnitude (VM) and create a
novel scoring system based on the participant’s acceleration when a high-intensity movement
pattern with the arms is performed e.g., cooking. This has the benefit that the scoring
system is custom-made for each participant since a high-intensity movement pattern differs
for each person. Another benefit of the scoring system could be that we can understand all
activities’ intensity in a much better way. For example, single-use of the dominant arm is
observed whenever the participant performs an activity with only the dominant arm. This
could either be a low-intensity activity or a high-intensity activity; both will always be seen
as the same type of activity, namely unilateral for the dominant hand. The scoring system
introduces an additional measure to comment on the intensity of the activities performed.
The scoring system consists of four parts; the determination of the high-intensity activity,
the determination if the VM equals zero, the calculation of the VM and activity score per
measurement, and the conversion into epochs. The high-intensity activity, VMa,high, is defined
as a VM, which tells something about the amount of acceleration that the participant can
generate with the dominant or anatomically intact (AI) arm when a high-intensity activity is
performed. This can be easily performed at the beginning of the trial by asking the participant
to perform a set of tasks that require intense use of the hands. The VM for the acceleration
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per measurement can be calculated as

VMa,t =
∣∣‖ya,t‖2 − 9.81

∣∣ (3-20)

The 2-norm of the gravity vector is subtracted from the length of the accelerometer measure-
ment vector. With this, we create a scalar value that indicates how much external acceleration
was delivered for each measurement. This method is only used for the cases when movement
occurs i.e., external accelerations occur. This is because Eq. (3-20), does not take into ac-
count the sensor noise that is induced upon the accelerometer signal. To determine whether
no movement occurs and thus when the VM should equal zero, we make use of the following
assumption that when the sensor does not move, the following approximation exists as

‖ya,t‖2 − ‖g‖2 = ‖ya,t‖2 − 9.81 ≈ 0 (3-21)

By assuming that Eq. (3-21) is zero-mean Gaussian distributed, we can find the variance and
standard deviation. After this, we can examine if the results of Eq. (3-21) fall between a
specific bound created out of a chosen amount of standard deviations. This entails that the
higher we set the bounds, the higher the chance that the signal will be classified as zero. To
create a scoring system that shows us the intensity of the use in an arm, we rank the VM that
is obtained in Eq. (3-20). This is done by calculating the ratio between the VM of Eq. (3-20)
against the VM that was obtained when a high-intensity activity was performed as follows

Sa,t = 100 · VMa,t

VMa,high
. (3-22)

With the VM and activity scores obtained from Eq. (3-20) and Eq. (3-22), it is possible to
create epochs; this is done to drastically decrease the computational intensity for any other
further research that may be conducted. Epochs are created by first choosing the length of
the epochs, for example, if one chooses the epoch length, le to be two seconds and the sensor
measures with a frequency of 10 Hz, one epoch consists of the scalar value, which can be
obtained by taking the average of twenty consecutive VM. The general equation for this is as

VMa,e = T · 1
le

(
VMa,t + . . .+ VMa,t+ le

T

)
, (3-23)

similarly, this can be done for the scoring system as

Sa,e = T · 1
le

(
Sa,t + . . .+ Sa,t+ le

T

)
. (3-24)

Like [16], we can create a percentage-wise contribution with the epochs from the VM as

ContributionDom =
[
round

(
VMD,a,e

VMD,a,e + VMND,a,e
· 100

)]
, (3-25)

and for the non-dominant

ContributionNon−Dom =
[
round

(
VMND,a,e

VMD,a,e + VMND,a,e
· 100

)]
, (3-26)
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here VMD,a,e is the value from epoch e, from the VM of the dominant arm, and VMND,a,e for
the non-dominant arm. The percentage-wise contribution has already been proven to be an
effective tool for prosthesis research, as was seen in [16]. Therefore, we will also try to create
it with our proposed method.

3-5 Experimental Results of the Activity Scoring System V.1.

This section will show how our proposed method works, when it is tested on a real data-set.
The data-set was obtained by wearing the AX6 monitor from Axivity for one day, with the
participant’s right hand being dominant. The AX6 is capable of measuring the acceleration
and angular velocity for up to seven days. During the day that the measurements were
conducted, two Axivity AX6 monitors were worn, one on each wrist. The sensors are mounted
as prescribed by Axivity, the USB port of the sensor placed on the right wrist is pointing
towards the ground, while the USB port of the sensor placed on the left wrist is pointing
upwards to the sky. The sensors’ placement is assisted with a silicone wrist band, which
provides a convenient way of mounting the sensors on the wrist, as can be seen in Figure 3-5.

(a) Top view of the two AX6 monitors. (b) Left side view of the AX6 monitor.

Figure 3-5: Setup for the 24 hour experiment, where two AX6 Axivity monitors are attached to
the wrists of the participant.

The sensors were both set to measure at a sampling rate of 100 Hz for 24 hours. After the data
was collected, we corrected the data-sets of the right and left arm such that the time instances
correspond with each other. Subsequently, we examined every time instance with the help of
the proposed method that uses Eq. (3-21) to determine if the sensor and thus, the arms were
not moving. To do so, we manually found a string of data when the arms were not moving
and extracted this data to determine the standard deviation as proposed previously. After
this, we found a value of σa = 0.0056 m/s2, which we used for both sensors. To determine the
high-intensity activity VM, we created a second data-set, in which the participant performs
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a constant movement pattern of the arms, where the participant rolls a ball on a table and
tosses that ball from one hand to the other as can be seen in Figure 3-6.

(a) The rolling of the ball, which is a high intensity
movement of the arms

(b) Tossing the ball from the left hand to the right
hand.

Figure 3-6: The creation of the data-set, from which the high intensity VM is determined.

After this a VMa,high = 0.5690 m/s2 is found. Our first trial uses a bound of ±3σa, which,
more formally speaking, uses the three-sigma rule to identify the percentage of values that
lie inside a band around the mean in a normal distribution with a width of six standard
deviations; this means that 99.73% of the values lie within three standard deviations of the
mean [48]. After the determination of the VM that are zero, the non-zero VM are calculated
with Eq. (3-20). In this work, we will only consider one-second epochs; this is a relatively short
epoch time, but necessary to ensure the scoring system’s accuracy. If the epoch time is taken
too large, we enhance computational efficiency but are prone to lose valuable information
about the intensity of the performed movement. This is because, during a longer epoch, there
may be very short outbursts of intense use of the arms, which will be lost due to the averaging
of the scores required to create an epoch.

Similar to [16], whenever the VM of both arms was equal to zero, it was removed from the
data-set. After this, percentage bands from 0-100% with an increment of 1% were created,
and the time in seconds was added up. We display the histograms in the same fashion as the
authors from [16], as seen in Figure 3-7.

Comparing Figure 3-7, with Figure 2-2, which was the contribution histogram from [16], we
observe similar results regarding the shape of the histogram. This could be an indication that
the creation of the VM with the six standard deviation bounds work. Like [16], we can also
create an Archimedean spiral plot but incorporate the scoring system as a second larger spiral
underneath the first spiral, which indicates how the arms are used. This allows us to observe
patterns in the use of the arms, with an additional observation regarding the intensity of that
use.
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3-5 Experimental Results of the Activity Scoring System V.1. 41

Figure 3-7: Histogram plot of the contribution of the right arm, when two AX6 Axivity monitors
are worn for 24 hours. The histogram has a similar shape as the ones that are published in [16].

Figure 3-8: The two Archimedean spirals that are created during the first experiment, where we
use a three standard deviations upper and lower bound. We observe that from this we are not
able to obtain a correct spiral for the use of hands.

From Figure 3-8, we observe that the spiral plots are not correct. During the night, when
the participant sleeps, we should predominantly observe "Both arms at rest". However, we
observe either bilateral, unilateral non-dominant, and unilateral dominant movements. The
reason for this is the low values for the bound, which determines whether the VM is classified
as zero. What occurs is that during the creation of an epoch, when the sensor is not moving,
one or more VM is wrongly classified as non-zero. This results in the whole epoch being
classified as a non-zero epoch. This also explains why we only observe bilateral and unilateral
movement patterns during the night.

To overcome this problem, we can increase the bound’s value, such that the VM are classified
as zero more often. We experimentally found a bound of ±12σa, which gave the following
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results for the histogram as can be seen in Figure 3-9

Figure 3-9: The results of the histogram for the second experiment where we increased the
the value for the bounds. Almost all bilateral activity is removed and an increase in unilateral
movement observed due to the wrong classification.

Due to the increase of the standard deviation bound, the histogram is not reliable anymore.
We observe that most low intense bilateral activities are now being classified as a VM of zero.
Therefore, we see an increase in both unilateral movements, which in Figure 3-7 were roughly
5000-6000 seconds each, and have now increased to 12000-13000 seconds. The corresponding
spiral plot is shown below in Figure 3-10

Figure 3-10: The two Archimedean spirals for experiment two where the bounds are increased.
We observe that both spirals are correct. This is due to the increased value for the bounds, which
causes a more accurate classification of the moments when both arms are at rest.

Unlike the spiral plot from Figure 3-8, we are able to obtain a correct spiral plot, from which
we can observe when the participant is awake, when the participant is sleeping and how the
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arms are used during the day. We can also observe that there are frequent outbursts of high-
intensity use of the dominant arm during the day. From this we can conclude that the choice
regarding the bounds, creates a trade off between the correct classification of no movement,
or the correct classification of low intense movement, which cause low acceleration signals to
occur.

Master of Science Thesis J.W.G. Remmerswaal



44 Accelerometer-only analysis of prosthesis usage

J.W.G. Remmerswaal Master of Science Thesis



Chapter 4

Prosthesis analysis with a Single
Inertial Measurement Unit Per Arm

In this chapter, we will discuss the benefits of the second option regarding the sensors to
improve upper artificial limb analysis. Here we introduce the gyroscope as an additional
sensor that can be used. In Chapter 3, it was clear that we are not able to obtain a stable tilt
estimate due to violations that occur while moving. In this chapter, using a gyroscope enables
us to use more advanced Sensor Fusion (SF) techniques to acquire correct information about
the sensor’s inclination. Before estimating the sensor’s inclination, an estimation algorithm
of the initial inclination is required. After this, we will discuss how the complementary filter
can create a drift-free tilt estimate, and finally, an extension of the Activity Scoring System
will be introduced. Similar to Chapter 3, we will use simulated data as well as experimental
data-sets, and for the extension on the Activity Scoring System, we use the data-set obtained
from wearing the Axivity AX6 Inertial Measurement Unit (IMU).

4-1 Initial Tilt Estimation via the Triad Method

In this section, we will show how an estimate of the initial inclination can be created by alter-
ing the TRIAD algorithm shown in Section 2-2-3. As mentioned before, the TRIAD method
utilizes the first magnetometer and accelerator measurements. Unless the measurements are
taken at the magnetic north or south poles, the first measurements will contain information
about the orientation [23]. Normally, four different vectors are obtained, the accelerometer
measurement ya,t, the magnetometer measurement ym,t, the local gravity vector gG and the
local magnetic field vector mG. In this version of the TRIAD method, no magnetometer mea-
surements will be available. Therefore, we require a solution to the absence of magnetometer
measurements. The solution to this problem is rather straight forward. We can remove every
part that has to do with the magnetometer, i.e., remove it from the objective function. For
the accelerometer we then obtain
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ya,t =
[
yax,t yay ,t yaz ,t

]>
, ‖ya,t‖2 = 1 ∀ t, (4-1)

ĝG =
[

0 0 1
]>
, ĝS = ya,1

‖ya,1‖2
. (4-2)

The optimization problem for the initial inclination minimizes the distance between the grav-
ity vector measured at the first time step and the normalized gravity vector in the global
frame as

arg min
qGS

∥∥∥¯̂gG − qGS � ¯̂gS � qSG
∥∥∥2

2

subj. to
∥∥∥qGS∥∥∥

2
= 1.

(4-3)

In Eq. (4-3), quaternion multiplications are performed between the orientation estimate and
the gravity vector. These multiplications can only be performed if the gravity vector in both
sensors and the global frame is in R4×1. The authors of [31] propose a simple conversion
method for vectors that inherently are not four-dimensional. The vector can be extended by
adding an additional zero element, which will increase the dimension of the vector while still
keeping it at unit length, e.g, ¯̂g =

[
0 ĝ>

]>
. With this conversion, the matrix, A, can be

created as

A = −
N∑
n=1

(
¯̂gGn
)L (¯̂gSn

)R
= −

(
¯̂gG
)L (¯̂gS

)R
. (4-4)

Here, the superscripts L and R stand for the left and right quaternion multiplication, as
defined in Eq. (2-14). With this matrix A, the optimization problem to find the initial
inclination can be rewritten as

q̂GS1 = arg min
qGS

(
qGS

)>
AqGS ,

subj. to
∥∥∥qGS∥∥∥

2
= 1.

(4-5)

The optimization problem is solved for setting q̂GS = v1, where v1 is the eigenvector corre-
sponding to largest positive eigenvector λ1 of the system Av = λv [21]. This can be proven
as follows when we write the squared residual as

‖en‖22 =
∥∥∥¯̂gGn

∥∥∥2

2
− 2¯̂gGn ·

(
qGS � ¯̂gSn � qSG

)
+
∥∥∥¯̂gSn

∥∥∥2

2
(4-6)

The minimization of the objective function can only affect the middle term; therefore we can
simplify it as
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¯̂gGn ·
(
qGS � ¯̂gSn � qSG

)
= −

(
¯̂gGn �

(
qGS � ¯̂gSn � qSG

))
0

= −
(

¯̂gGn � qGS
)> (¯̂gSn � qSG

)c
= −

(
qGS

)> (¯̂gGn
)L (¯̂gSn

)R
qGS

(4-7)

By using the relation that (a � b)0 = a>bc for the scalar part of quaternion multiplication,
we can reformulate the objective function as

arg min
‖qGS‖2=1

N∑
n=1
‖en‖22 = arg max

‖qGS‖2=1

(
qGS

)>
AqGS . (4-8)

Here the matrix A is defined as Eq. (4-4). By using Eq. (C-26), Eq. (C-30) and Eq. (C-31)
we create

(
¯̂gGn
)L (¯̂gSn

)R
=
[
−
(

¯̂gGn
)L]> [

−
(

¯̂gSn
)R]>

=
[(

¯̂gSn
)R)(¯̂gGn

)L]>
=
[(

¯̂gGn
)L (¯̂gSn

)R]>
. (4-9)

From this we can conclude that A is a real symmetric matrix, i.e A = A>. Let qGS = V α
with ‖α‖2 = 1, where V is an orthonormal basis obtained from the symmetric eigenvalue
decomposition of A = V ΛV >. Then,

(
qGS

)>
AqGS = α>V >V ΛV >V α =

4∑
i=1

α2
iλi ≤ λ1 (4-10)

where, λ1 is the largest positive eigenvalue of A. Equality is obtained for α = [1 0 0 0]>,
that is, q̂GS = v1.

4-2 Tilt Estimation with a Complementary Filter

In Section 3-1, we observed how the use of only an accelerometer is not suitable for tilt esti-
mation in prosthesis research and evaluation, this was due to the frequent violations of the
measurement model that occur during movement of the arm(s), which induced significant er-
rors regarding the accuracy of the estimate. In this section, we will present a method that can
compensate for the violation of the measurement model of Eq. (2-8) and is computationally
very efficient. This SF method will fuse information of the gyroscope and the accelerometer;
a complementary filter will assist the fusion of information. Most complementary filters use a
magnetometer, like the one shown in Section 2-2-4 from [24]. For upper-limb prostheses anal-
ysis, a magnetometer will not be available, due to the likely encounters with a ferromagnetic
material that will cause magnetic disturbances [23]. Hence a complementary filter is required
that does not require a magnetometer. Below, we show the changes made with respect to the
complementary filter presented in Section 2-2-4 from [24].
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Since no magnetometer is used in this problem, we can reformulate the estimation prob-
lem. The orientation estimation from accelerometer measurements can be formulated as an
optimization problem where we use the measurement model of Eq. (2-8) as

min
ηt

V (ηt) = min
ηt

1
2

∥∥∥ya,t + (expR (ηt))>R
(
q̃SGt

)
gG
∥∥∥2

2
. (4-11)

The change in the objective function in Eq. (4-11), will result in the following derivative as

∇V (ηt) = −
[
R
(
q̂SGt−1

)
gG×

] (
ya,t +R

(
q̂SGt−1

)
gG
)
. (4-12)

The derivative can be computed as

∇V (ηt) = ∂V (ηt)
∂ηt

=
(
∂et
ηt

)>
et. (4-13)

Here et = ya,t+(expR (ηt))>R
(
q̃SGt

)
gG. The first step is the creation of ∂et

∂ηt
, which will later

be transposed. The first part is to asses and work out the following

et = ya,t + (expR (ηt))>R
(
q̃SGt

)
gG

= ya,t + (I3 + [ηt×])>R
(
q̃SGt

)
gG

= ya,t +

 1 −η3,t η2,t
η3,t 1 −η1,t
−η2,t η1,t 1


>

R11

(
q̃SGt

)
R12

(
q̃SGt

)
R13

(
q̃SGt

)
R21

(
q̃SGt

)
R22

(
q̃SGt

)
R23

(
q̃SGt

)
R31

(
q̃SGt

)
R32

(
q̃SGt

)
R33

(
q̃SGt

)

0

0
1



= ya,t +

 1 η3,t −η2,t
−η3,t 1 η1,t
η2,t −η1,t 1



R13

(
q̃SGt

)
R23

(
q̃SGt

)
R33

(
q̃SGt

)


= ya,t +


R13

(
q̃SGt

)
+ η3,tR23

(
q̃SGt

)
− η2,tR13

(
q̃SGt

)
−η3,tR13

(
q̃SGt

)
+R23

(
q̃SGt

)
+ η1,tR33

(
q̃SGt

)
η2,tR13

(
q̃SGt

)
− η1,tR23

(
q̃SGt

)
+R33

(
q̃SGt

)


It is now possible to create the derivative with respect to η1 as

∂et
∂ηt

=


0 −R33

(
q̃SGt

)
R23

(
q̃SGt

)
R33

(
q̃SGt

)
0 −R13

(
q̃SGt

)
−R23

(
q̃SGt

)
R13

(
q̃SGt

)
0

 =
[
R
(
q̃SGt

)
gG×

]

if we substitute this in Eq. (4-13) then ∇V (ηt) becomes

J.W.G. Remmerswaal Master of Science Thesis



4-3 Numerical Simulations of the Single Inertial Measurement Unit Analysis 49

Algorithm 3 Tilt estimation using a complementary filter with orientation deviation states.
Input: Normalized accelerometer & gyroscope data {ya,t, yω,t}Nt=1, Initial Orientation q̂GS1 .
tuning parameter β and the sampling time T .
Output: Orientation estimate q̂GSt , from which we can only observe the inclination.

1: for t = 2, . . . , N do

∇V (ηt) = −
[
R
(
q̂SGt−1

)
gG×

] (
ya,t +R

(
q̂SGt−1

)
gG
)

with ya,t and q̂GSt−1
2: Based on ∇V (ηt), compute

ω̂t = yω,t − β
∇V (ηt)
‖∇V (ηt)‖

3: Obtain the updated orientation

q̂GSt ≈ q̂GSt−1 + T

2 S
(
q̂GSt−1

)
ω̂t,

with S
(
q̂GSt−1

)
as defined in Eq. (2-27).

4: end for

∇V (ηt) =
[
R
(
q̂SGt−1

)
gG×

]> (
ya,t + (expR (0))>R

(
q̃SGt

)
gG
)

= −
[
R
(
q̂SGt−1

)
gG×

] (
ya,t + (I3 + [0×])>R

(
q̃SGt

)
gG
)

= −
[
R
(
q̂SGt−1

)
gG×

] (
ya,t +R

(
q̂SGt−1

)
gG
)

The estimate of the orientation deviations state can now be used to compute qGSa,t instead of
qGSam,t of Eq. (2-33), since here the algorithm only relies on the accelerometer measurements.
The final algorithm of the complementary filter using orientation deviation states for tilt
estimation is given in Algorithm 3.

4-3 Numerical Simulations of the Single Inertial Measurement Unit
Analysis

In this section we will perform the numerical simulations for the single sensor case, when
an additional gyroscope is being used. Here we will test the initial inclination estimation
algorithm that is presented in Section 4-1 and complementary filter, that is presented in
Section 4-2.

4-3-1 Simulation Results of the Initial Tilt Estimation Algorithm

To analyze this TRIAD method’s performance, we alter the data-set, that was used in Section
3-2, by randomly creating different initial inclinations in the form of a unit quaternion. We
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then test the algorithms performance by using two simulation, where each simulation is 100
Monte Carlo simulations long. During the first simulation no added external accelerations are
added, while in the second simulation we do add external accelerations, to mimic the motion
of a swinging arm, as shown in Section 3-2.

After 100 Monte Carlo simulations, the Root Means Square Error (RMSE) values and stan-
dard deviations were calculated and displayed in Table 4-1, accompanied by a boxplot to
visualize the results. When no external accelerations are added, the initial estimation al-
gorithm performs well, but when the external accelerations are added during the second
simulation, we observe the same type of degradation in performance due to violations of the
assumption of the measurement model, as we observed earlier in Section 3-2.

Simulation Roll (φ̂) Pitch(θ̂) σφ̂ σθ̂

1
No added external

sinusoidal
accelerations

0.5538◦ 0.5591◦ 0.5528◦ 0.5612◦

2
Added external

sinusoidal
accelerations

1.1642◦ 3.3084◦ 0.5320◦ 0.5328◦

Table 4-1: Simulation results for the initial inclination estimation via the TRIAD method, where
we observe a clear degradation in performance due to the accelerometer measurement model
violations.

In Figure 4-1, we show the boxplots that correspond to the two Monte Carlo simulations for the
initial tilt estimate. With φi and θi for i = 1, 2, which denotes the first and second simulation
for the roll and pitch respectively. Here we observe a large spread, which corresponds to the
high standard deviation values. This large spread, and thus high standard deviation values
are likely due to the noise that is simulated upon the accelerometer measurements.

4-3-2 Simulation Results of the Tilt Estimation with a Complementary Filter

To analyze the complementary filter, we use the simulated data-set presented in Section 3-
2. We will run three different simulations, where during the first simulation we have prior
knowledge about the noise and the initial orientation. In the second simulation we will
add an additional external acceleration on the accelerometer measurement, that mimics the
movement of a swinging arm whilst walking, as we saw in Section 3-2, this allows us to create
a comparison between the algorithm used in Section 3-2 and the complementary filter, when
the assumed accelerometer measurement model is violated. During the third simulation, we
will add another possible disturbance that may occur, in the form of accelerometer outliers.
In the real world, these can be caused by the sensor or the body that the sensor is placed upon
banging or ticking against a hard surface. An example of this would be that when the IMU
is placed on the wrist of the anatomically intact (AI) arm or prosthesis, and the participant
bumps into something with his/her arm. This will generate a spike in the accelerometer signal,
which can be categorized as an accelerometer outlier. In the third simulation, we simulated
these types of outliers and the external accelerations to test the robustness of algorithm
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Figure 4-1: Boxplot of the first and second simulation, where 100 Monte Carlo simulations are
performed for the initial tilt estimation algorithm. In the first simulation, no external acceleration
are added, and during the second simulation external acceleration are added. The degradation
in performance is clearly visible during the second simulation, where violations of the assumed
accelerometer measurement model occur.

3. The outliers are created by replacing a percentage of the normalized accelerometer data
with outliers. The outliers are chosen to be sampled from a Gaussian distribution with a
covariance equal to an identity matrix. In this example, we choose to replace 5% of the
normalized accelerometer data, as was similarly done in [24]. Lastly, we will also create an
analysis of the convergence of the algorithm. from this, we can prove that the algorithm can
converge from a wrong initial tilt towards a correct inclination estimate. In all simulations
β is chosen in a similar fashion as in [24], i.e., β =

√
3σω. For each simulation, 100 Monte

Carlo simulations are performed. The results are summarized in table 4-2, which give the
RMSE and standard deviation values for the roll and pitch per simulated extension, where
each column is named after the addition in the simulation upon the previous column.

After performing the simulation with known noise, variances, and initial orientation, we
obtained satisfactory results, which correspond to the values that were obtained in [24], when
a similar simulation was performed. After the second simulation, we observed that the error
in the inclination estimation increases, this is due to the external accelerations, but we can
still observe a major decrease in RMSE values when comparing the second simulation in this
section with the second simulation in Section 3-2, and thus we can conclude that the use
of an complementary filter is a more suitable technique for tilt estimation when conducting
prostheses research. For the third simulation, we observed that the RMSE increased just
the slightest when outliers were added, and thus we see that Algorithm 3 is robust against
accelerometer outliers. To create a visual interpretation of the results, a boxplot combining
all three simulations is given in Figure 4-2. With φi and θi for i = 1, 2, 3, which denotes the
first, second and third simulation for the roll and pitch respectively.
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Simulation Roll (φ̂) Pitch (θ̂) σφ̂ σθ̂

1
Known noise,
variance and

initial orientation
0.7337◦ 0.7317◦ 0.0063◦ 0.0078◦

2
Added external

sinusoidal
accelerations

0.9851◦ 1.7388◦ 0.0123◦ 0.0241◦

3
5% outliers
magnitude
N (0, I)

1.0346◦ 1.7806◦ 0.0176◦ 0.0287◦

Table 4-2: Effects on the RMSE and standard deviation of the error for the tilt estimation with
a complementary filter per simulation. In all three simulations Algorithm 3 is able to generate a
correct estimate.

Figure 4-2: Boxplot of the first, second and third simulation of the tilt estimation algorithm,
where in the first simulation no external acceleration is added, in the second external acceleration
is added, and in the third additional accelerometer outliers are added. We observe an increase in
RMSE, due to the external accelerations, but the tilt estimation algorithm remains accurate.

From Figure 4-2, we can see that the errors increase when the measurement model assumptions
are violated. Simultaneously, the external accelerations will also increase the spread of the
error. We observe the spread in the pitch values are more significant than in the roll values;
this makes sense since, on this angle, the external acceleration has the most effective as we saw
in Table 3-2 of Section 3-2. When we add additional accelerometer outliers, we observe little
degradation in the performance of the estimation algorithm. From this, we can conclude
that Algorithm 3 has excellent robustness against outliers and external accelerations, i.e.,
measurement model violations. The last thing that we will test is if the algorithm can generate
an estimate that converges over time when a wrong initial inclination is chosen together with
external accelerations and outliers. This is tested by setting the initial inclination as a wrong
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arbitrary initial inclination. During this test, an initial inclination of 81.8699◦ and −19.4712◦
is chosen for the roll and pitch angles. We perform 100 Monte Carlo simulations and calculate
the mean of every iteration; simultaneously, we calculate the standard deviation per iteration.
In Figure 4-3, we show the mean of the first 200 samples of the 100 Monte Carlo samples, here
the shaded areas are the spread, which is given by three standard deviations. This enables
us to capture 99.73% of all data that was created during this simulation.

Error converence for roll and pitch angles with three standard deviations
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-40

-20
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Figure 4-3: Estimation error for the first 200 samples of 100 Monte Carlo simulations with a
fixed wrong initial tilt as 81.8699◦ and −19.4712◦ for the roll and pitch respectively.

We observe an apparent convergence towards zero, but once it has reached convergence around
zero, the estimation error starts to fluctuate around zero degrees error. This is due to the noise,
measurement model violations, and the outliers that we have induced upon the simulated
IMU. From the combined results obtained above, we can conclude that the tilt estimation
algorithm presented in Algorithm 3 is robust against noise, outliers, measurement model
violations, and can converge from a wrong initial inclination.

4-4 Experimental Results of the Tilt Estimation with a Comple-
mentary Filter

Similar to Section 3-2, we will use the data-sets obtained from the Xsens MTw Awinda for
the experimental results. As mentioned before, during the first experiment, we placed the
MTw Awinda IMU upon a flat surface and slowly rotated the MTw Awinda by hand. In the
second experiment, we asked a participant to wear the MTw Awinda around the left wrist
and perform a series of steps in a straight line. During both experimental setups the sampling
time of the MTw Awinda sensor was set to 100 Hz. To obtain a reasonable value for β in
both experiments, we calculated the standard deviation, σω, by taking the first 6 seconds of
the first experiment since here the sensor is lying still on a flat surface. eventually we found
a value of β = 2.6 · 10−3. In Figure 3-3, we show the results of the tilt estimation via the

Master of Science Thesis J.W.G. Remmerswaal



54 Prosthesis analysis with a Single Inertial Measurement Unit Per Arm

complementary filter versus the Xsens orientation estimation when the MTw Awinda is slowly
rotated.
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Estimated roll versus Xsens ground-truth roll: Experiment 1

(a) Roll angle of the Xsens ground-truth versus the
roll angle that is obtained via Algorithm 3 for the
first experiment.
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Estimated pitch versus Xsens ground-truth pitch: Experiment 1

(b) Pitch angle of the Xsens ground-truth versus the
pitch angle that is obtained via Algorithm 3 versus
the first experiment.

Figure 4-4: Roll and pitch angles during experiment one, where the IMU is slowly rotated and a
correct inclination estimate is obtained.

For the first experiment, an RMSE of 0.7028◦ and 0.7334◦ were obtained for the roll and
pitch, respectively. This is a substantial decrease in RMSE values in comparison to the values
that we found for algorithm 2. We immediately observe that the estimation is less noisy,
which indicates better robustness against noise. For the second experiment, when the subject
was asked to walk in a straight line, we found the following results shown in Figure 4-5.
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(a) Roll angle of the Xsens ground-truth versus the
roll angle that is obtained via algorithm 3
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Estimated pitch versus Xsens ground-truth pitch: Experiment 2

(b) Pitch angle of the Xsens ground-truth versus
the pitch angle that is obtained via algorithm 3

Figure 4-5: Roll and pitch angle during experiment two, where the participant is asked to walk
in a straight line while wearing an MTw Awinda on the left wrist.

For the second experiment, an RMSE of 0.5615◦ and 0.5226◦ were obtained for the roll and
pitch, respectively. These values are lower than the RMSE values obtained in experiment one,
where the sensor is only rotated. This was not expected, since we would expect a higher RMSE
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when external accelerations are induced upon the accelerometer measurements. As mentioned
before, it is important to note that using Xsens orientation estimates as a ground-truth may
only serve as a tool to obtain a good initial insight in how one’s algorithm performs, but can
not be used to validate an algorithm thoroughly. As can be seen, both estimations of the roll
and pitch are, unlike in Figure 3-4 able to converge towards the Xsens ground-truth. There
are no problems regarding the violations of the assumed measurement model. Therefore, we
can deem Algorithm 3, suitable as an extension for upper-limb prosthesis research and we can
confidently state that when two sensors are placed upon both wrists, it is possible to obtain
a very accurate estimation of the lower arm’s inclination, which can tell us something about
the characteristic movement patterns and the use of the prosthesis.

4-5 Activity Scoring System V.2.

Because of the additional gyroscope that is used, we can extend the Activity Scoring System
that was created in Section 3-4. The tool from [16] and the tools created in Section 3-4 are
limited regarding their analyses of what type of movement is performed while an activity is
performed. With those methods, the acceleration, i.e., linear movement, is analyzed while
ignoring all rotational movement. Here the extension for the Activity Scoring System is
created where we include information of the rotational velocity from the arms. We introduce
a similar type of vector magnitude (VM), as seen in Section 3-4. Here it is not required to
subtract any number as seen in Eq. (3-20) because angular velocities are zero when the sensor
lays still. The VM function for the gyroscope is given as

VMω,t = ‖yω,t‖2 . (4-14)

Here the VM indicates how much rotational velocity was performed during an activity. Sim-
ilar to 3-4, the equation for the calculation of the VM does not take into account the sensor
noise induced upon the measurement signal. Hence, Eq. (4-14) will always be non-zero. To
determine whether no rotational movement occurs, we can look at the gyroscope measure-
ments in all three directions to determine if the sensor lays still. Similar to Section 3-4, we will
make us of an upper and lower bound created out of a chosen amount of standard deviations
of the gyroscope. If we detect that the gyroscope noise falls between those bounds in all three
directions, we set VMω,t = 0. We can also create a scoring system where we rank the VM.
This scoring system also requires a high-intensity VM number to compare other VM. The
scoring system then becomes

Sa,t = 100 · VMω,t

VMω,high
. (4-15)

Similar to Section 3-4, we can create epochs for the VM that are obtained via the gyroscope
with epoch length le and sampling time T as

VMω,e = T · 1
le

(
VMω,t + . . .+ VMω,t+ le

T

)
, (4-16)

and for the scoring system as
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Sω,e = T · 1
le

(
Sω,t + . . .+ Sω,t+ le

T

)
. (4-17)

Together with these epochs, we can create a new method to show a percentage-wise con-
tribution from the VM that show the contribution per arm regarding rotational movement
as

ContributionDom =
[
round

(
VMD,ω,e

VMD,ω,e + VMND,ω,e
· 100

)]
, (4-18)

and for the non-dominant

ContributionNon−Dom =
[
round

(
VMND,ω,e

VMD,ω,e + VMND,ω,e
· 100

)]
, (4-19)

here VMD,ω,e is the value from epoch, e, of the VM that is created from rotational data for
the dominant hand, and VMND,ω,e for the non-dominant hand. This tool gives the prosthesis
researcher an additional option to choose from and removes a certain part of the limitations
currently exists.

4-6 Experimental Results of the Activity Scoring System V.2

This section will discuss how the second scoring system performs when we use the same data-
set that was introduced in Section 3-5. This data-set was collected with two AX6 monitors
from Axivity, with the participants right hand being the dominant hand. For a detailed
description of how the data-set is created, please refer to Section 3-5. From the manually
extracted data to determine the standard deviation of the gyroscope, we obtained a value
of σω = 0.4909 deg/s. This value was used for all three independent axis of the gyroscope
to determine whether the VM is classified as zero. For the high intensity VM we found
VMω,high = 87 deg/s. In our first experiment, we used a bound of ±0.5σω, and during our
second experiment, a bound of ±6σω was used. These bounds were chosen since these gave
insightful results to discuss.

When the VM of both arms was equal to zero, we removed it from the data-set. Next, per-
centage bands from 0-100% with 1% increments were created. The time for each contribution
band was added up and is displayed in seconds. For the first and second experiment, we
obtained two histograms shown in Figure 4-6.

We observe similar results, as we saw in Section 3-5. When the bounds were chosen relatively
small, we obtained a similar histogram as the ones presented in [16], which could indicate that
the histogram is correct and that the bounds chosen for that situation are also correct. When
the bounds’ size was increased, we saw the same phenomena as to what happened when we
increased the value of the bounds for the accelerometer; most bilateral movement is wrongly
classified as zero.
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(a) The histogram, which corresponds to the first
experiment where we chose a standard deviation
bound of ±0.5σω, we obtained a histogram which
has a similar shape when compared to the his-
tograms of [16].

(b) The histogram, which corresponds to the sec-
ond experiment where we chose a standard deviation
bound of±6σω, we obtained a histogram which does
not have a similar shape when compared to the his-
tograms of [16].

Figure 4-6: The histograms that correspond to the first and second experiment when the VM are
created from gyroscopic data. Similar to the histograms that are created from the accelerometer
measurements, we observe that a lower bound allows us to more accurately capture bilateral
movement, while increasing the bound results in an inaccurate representation of the contribution
of the arm to the overall activity.

Again, we create two spiral plots that overlap each other such that we can observe the type of
movement and its intensity in one figure. The spiral plots for the two experiments are shown
in Figure 4-7.

In Figure 4-7, we observe that a correct spiral plot is given for the second experiment. This is
due to the same reason that we observed in Section 3-5, which is the increase in the standard
deviation bound. This leads to a more accurate way of classifying the moment when both arms
are at rest. Furthermore, it should be noted that when we experimented with values between
±0.5σω and ±6σω, the histogram, as well as the spiral plots, were incorrect. This leads us to
believe that when this happens, the classification of low-intensity bilateral movement and no
movement is done incorrectly. From the experimental results in this section and the ones in
Section 3-5, we can conclude that there is a trade-off between the classification of movement.
By increasing the bound’s value, we can classify the moment when both arms at rest more
accurately, but lose the capability to classify bilateral movement correctly. This results in
an increase in the wrong classification of unilateral movement and both arms at rest. By
decreasing the value of the bounds, the opposite occurs; when the value of the bounds is
decreased, we increase the accuracy in classifying bilateral movement but lose accuracy in
classifying both arms at rest. Therefore, to overcome the problem regarding the bounds,
future studies are required. Although there are some problems regarding the choice of the
bounds, the scoring system designed to indicate the intensity of movement works. An idea
might be to incorporate the activity counts (AC) from ActiGraph and create histograms and
spiral plots with those measurements.
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(a) The spiral plot that is created after the first experiment which handles a standard deviation bound
of ±0.5σω. We observe that during the night the wrong classifications are made, which may lead to
believe that the participant is performing constant movement during a 24 hour period.

(b) The spiral plot that is created after the second experiment which handles a higher standard deviation
bound than experiment one, namely±6σω. A correct representation of arm movement is created together
with a correct display of the intensity of the movement.

Figure 4-7: The two spiral plots that correspond to the first and second experiment, in which
the first experiment handles a bound of ±0.5σω and the second ±6σω. Only the second plot is
correct due to the larger value of the bounds.
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Chapter 5

Prosthesis Analysis with Two Inertial
Measurement Units Per Arm

This chapter shows how we can obtain an accurate relative sensor orientation estimation
when two sensors are placed on adjacent segments [61]. These relative sensor orientations
are clinically relevant since they show how the segments that sensors are placed on move with
respect from each other. From large quantities of data, patterns may be discovered that might
be insightful for the prosthesis researcher. We develop a computationally, efficient, and robust
complementary filter that uses constraints related to the human body and its kinematics. The
complementary filter opens up possibilities to process enormous data-sets, and due to the
use of joint kinematic constraints, the use of a magnetometer is no longer required. After
the mathematical explanation behind the algorithm, we numerically test and show different
methods for estimating the lengths from the joint center (jc) to the Inertial Measurement Unit
(IMU). After this, several numerical simulations indicate the robustness of the complementary
filter where the filter will be tested against several types of commonly occurring disturbances,
including outliers and Soft-Tissue-Artifacts (STA). We will also show the effects of the bias
estimation algorithm from [31] that was presented earlier in Section 2-2-5 and the effects of
having a varying value for β when no movement or high levels of STA occur. At last, we
compare our algorithm versus the Multiplicative Extended Kalman Filter (MEKF) approach
proposed in [61] in the experimental results.

5-1 Biomechanical Model Choice

As mentioned before in Section 2-3-1, the parameterization used for the kinematic chain
model is mostly chosen to be minimal; these minimal orientation parameterizations suffer
from singularities. Another disadvantage is that the calibration parameters, e.g., the lengths
of the different segments and the poses of the sensors relative to the model, are assumed to
be fixed and known. The latter will not be the case for this research project. The lengths
of the body segments are user-specific parameters that need to be determined only once,
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but the sensor poses and, in particular, their orientation relative to the segments must be
re-calibrated every time the sensor network is placed on the subjects body [9, 8]. For the
free segment model, a non-minimal parameterization is chosen to represent each segment
with an orientation and position with respect to the global frame. Due to the non-minimal
form of the parameterization and the stochastic constraints, the computational time will be
higher than when a kinematic chain is used. This is the biggest drawback of utilizing this
method. Nevertheless, this method does not require the calibration parameters to be known
or estimated. Therefore, this method can be deemed sub-optimal for this research project.

5-2 Relative Sensor Orientation Estimation with a Complementary
Filter

Here we will present a novel method to estimate the relative sensor orientation. Below a
complementary filter is shown that uses two gyroscopes and two accelerometers, e.g., two
Inertial Measurement Units (IMUs). By using the joint kinematic constraints induced by the
human body itself, we can obtain a relative sensor orientation estimate that will not drift. To
create such an estimate we require an accelerometer measurement model that assumes that
there is movement; hence we choose [61]

ySi
a,t = R(qSiG

t )
(
aG − gG

)
+ eSi

a,t, (5-1)

here, each segment consists of an inertial sensor with its own sensor coordinate frame, which
we denote as Si, with index i (where i = 1, 2), as can be seen in Figure 5-1.

Figure 5-1: Two inertial sensor placed on adjacent segments, that are connected at a jc, where
each IMU is placed at a distance ri from the jc.
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Furthermore, we assume that ySi
a,t has unit norm and gG = [0 0 1]. For the gyroscope’s

measurement model we choose

ySi
ω,t = ωSi

t + eSi
ω,t. (5-2)

For now, no bias on the gyroscope is included in the measurement model. Later in this
chapter, we will treat the case when a gyroscope bias is added to the measurement model.
We update both orientations qGS1

t and qGS2
t together, which allows us to compensate for

drift in the relative sensor orientation qS1S2
t [61]. As mentioned before in Section 2-3-2. this

can be done by utilizing common information present in the gyroscope and accelerometer
measurements of two adjacent IMUs. We know that the jc, should have a common expression
for its acceleration aGjc,t, which is shown in Figure 5-2.

Figure 5-2: The joint accelerations in the first and second sensor frame, shown with the joint
acceleration in the global frame. The joint accelerations from the first and second sensor frame
can be rotated to obtain the joint acceleration in the global frame.

Due to the measurement noises and model inaccuracies in Eq. (5-1) and Eq. (5-2), errors
arise in the rotation from the first and second sensor frame to the global frame. Hence, the
difference of the acceleration in the jc obtained by rotation will have an induced error as

R(qGS1
t )aS1

jc,t = R(qGS2
t )aS2

jc,t + elink,t. (5-3)

Here, elink,t ∼ N (0,Σlink ) and the jc acceleration in both the first and second sensor frame
are calculated by utilizing the accelerometer measurement ySi

a,t at a distance from the jc to
the IMU by using CSi

t as
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aSi
jc,t = ySi

a,t − C
Si
t r

Si
i ,

CSi
t =

[
ySi
ω,t×

]2
+
[
ẏSi
ω,t×

]
.

(5-4)

The CSi
t contains the time derivative of the angular velocity, i.e., the angular acceleration. The

vectors r1 and r2 display the distances from the jc to the first and second IMU respectively..
As discussed in Section 2-2-4, the complementary filter from [24, 31, 32], use the gyroscope
measurement to create an estimate of the orientation, which is accurate on a short time scale
but is prone to drift. Therefore, they choose to use an orientation estimate obtained from the
accelerometer and magnetometer, which is less accurate but drift-free. These two estimates,
which have complementary properties, are used within a complementary filter. We will also
use the orientation estimate of the gyroscope qGSi

omega,t. However, this entails that the relative
orientation estimate qS1S2

ω,t from the two different gyroscopes is also accurate on a short time
scale, but will start to drift over a longer time horizon. To overcome drift in the relative
sensor orientation, we can create an orientation estimate that contains information about the
joint kinematics, which we denote as qGSi

jc . This relative orientation estimate, denoted by
qS1S2
jc,t , will generate a less accurate estimation due to it being more noisy, but will not drift,
unlike qS1S2

ω,t . The accuracy property of the gyroscope estimate and the non-drifting property
of the joint kinematics estimate can be combined using a complementary filter, in which qGSi

jc

is low-pass filtered and qGSi
ω is high-pass filtered. This will result in the following filtered

orientation q̂GSi as

q̂GSi
t = (1− γt) qGSi

jc,t + γtq
GSi
ω,t ,

= (1− γt) qGSi
jc,t + γt

(
q̂GSi
t−1 + TωSi

q,t

)
,

(5-5)

where γt and (1− γt) are weights applied to each orientation, with 0 ≤ γt ≤ 1, T denotes the
sampling time, and ωSi

q,t represents the angular velocity expressed in terms of a quaternion
of the i-th sensor. Observing Eq. (5-5), it should be noted that q̂GSi

t does not represent a
valid rotation since the quaternion is no longer of unit length. Later on, it will become clear
that the deviation in length of this quaternion is small due to the high-frequency rates of the
sensors. By utilizing an Euler discretization and assuming that there is a constant angular
velocity between two time-samples, the dynamics of the orientation can be expressed in terms
of the sampling time and the angular velocity as [23]

qGSi
t = qGSi

t−1 � expq

(
T

2 y
Si
ω,t

)
,

≈ qGSi
t−1 + T

2 S
(
qGSi
t−1

)
ySi
ω,t.

(5-6)

Where similar to [24], S(q) is defined as

S(q) =
[

−qv
q0I3 − [qv×]

]
, (5-7)

and the angular velocity is expressed in terms of a quaternion as
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ωSi
q,t = 1

2S
(
q̂GSi
t−1

)
ySi
ω,t. (5-8)

With the help of Eq. (5-3), the estimation of the orientation from the joint kinematics can be
obtained by minimizing the following objective function as

min
q

GSi
t

V
(
qGSi
t

)
= min

q
GSi
t

1
2

∥∥∥R(qGS1
t )aS1

jc,t −R(qGS2
t )aS2

jc,t

∥∥∥2

2
. (5-9)

The objective function of Eq. (5-9), can also be rewritten, with ηt =
[
η>S1,t

η>S2,t

]>
, which

is inspired by [24]. To do so, we use Eq. (5-3) but write the orientation in terms of a
linearization point and an associated deviation instead of using unit-quaternions, which uses
the approximations that were presented in section 2-2-4, in Eq. (2-29) and Eq. (2-30) as

min
ηt

V (ηt) = min
ηt

1
2

∥∥∥R (q̃GS1
t

)
expR (ηS1,t)a

S1
jc,t −R

(
qGS2
t

)
expR (ηS2,t)a

S2
jc,t

∥∥∥2

2
,

= min
ηt

1
2

∥∥∥R (q̃GS1
t

)
(I3 + [ηS1,t×]) aS1

jc,t −R
(
qGS2
t

)
(I3 + [ηS2,t×]) aS2

jc,t

∥∥∥2

2
.

(5-10)

It should be noted that these approximations may only be used for when ηt is small. The
reason for choosing this same method as [24] is to create the possibility of optimizing over
an orientation deviation in terms of a rotation vector, rather than using a unit-quaternion.
Therefore we avoid issues regarding quaternion normalization, and as an additional conse-
quence of using orientation deviation states instead of a unit-quaternion, the length of the
optimization variables is reduced from four to three. This will help us to create an algorithm,
which is computationally efficient. Like [24], we solve the objective function of Eq. (5-10) in
a single gradient descent iteration, instead of solving the problem for each time step. The
benefit of doing a single gradient descent iteration is the decrease in computational time,
and because of the high sampling frequency of the sensors, the corrections that need to be
made are typically minor, and the estimates will converge over time. Linearising V (ηt) from
Eq. (5-10) around q̃GSi

t = q̂GSi
t−1 and ηt = [0 0]> using Eq. (2-29) and Eq. (2-30), the gradient

descent steps is given by

η̂t = −µt∇V (ηt) , (5-11a)

∇V (ηt) =
(
−R

(
q̂GS1
t−1

) [ [
aS1
jc,t×

]
03

]
+R

(
q̂GS2
t−1

) [
03

[
aS2
jc,t×

] ])>
(
R
(
q̂GS1
t−1

)
aS1

jc,t −R
(
q̂GS2
t−1

)
aS2

jc,t

)
.

(5-11b)

here µt is the gradient descent step length, and 03 is a 3 × 3 matrix consisting out of zeros.
The derivative found in Eq. (5-11b) can be computed similarly to the computations seen in
Section 4-2 as

∇V (ηt) = ∂V (ηt)
∂ηt

=
(
∂et
∂ηt

)>
et. (5-12)
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Here et = R
(
q̃GS1
t

)
(I3 + [ηS1,t×]) aS1

jc,t − R
(
qGS2
t

)
(I3 + [ηS2,t×]) aS2

jc,t. Again we choose to
first create the derivative of et with respect to ηt, and transpose it at a later moment. To do
so we have to asses the following

e =R
(
q̃GS1
t

)
(I3 + [ηS1,t×]) aS1

jc,t −R
(
qGS2
t

)
(I3 + [ηS2,t×]) aS2

jc,t,

=R
(
q̃GS1
t

)
(I3 + [ηS1,t×]) aS1

jc,t −R
(
qGS2
t

)
(I3 + [ηS2,t×]) aS2

jc,t,

=R
(
q̃GS1
t

) 1 −η3,S1,t η2,S1,t

η3,S1,t 1 −η1,S1,t

−η2,S1,t η1,S1,t 1


a

S1
1,jc,t
aS1

2,jc,t
aS1

3,jc,t



−R
(
q̃GS2
t

) 1 −η3,S2,t η2,S2,t

η3,S2,t 1 −η1,S2,t

−η2,S2,t η1,S2,t 1


a

S2
1,jc,t
aS2

2,jc,t
aS2

3,jc,t

 ,

=R
(
q̃GS1
t

) aS1
1,jc,t − η3,S1,ta

S1
2,jc,t + η2,S1,ta

S1
3,jc,t

η3,S1,ta
S1
1,jc,t + aS1

2,jc,t − η1,S1,ta
S1
3,jc,t

−η2,S1,ta
S1
1,jc,t + η1,S1,ta

S1
2,jc,t + aS1

3,jc,t



−R
(
q̃GS2
t

) aS2
1,jc,t − η3,S2,ta

S2
2,jc,t + η2,S2,ta

S2
3,jc,t

η3,S2,ta
S2
1,jc,t + aS2

2,jc,t − η1,S1,ta
S1
3,jc,t

−η2,S2,ta
S2
1,jc,t + η1,S2,ta

S2
2,jc,t + aS2

3,jc,t

 .
With this, we can create the derivative as

∂e

∂η
=R

(
q̃GS1
t

) 0 aS1
3,jc,t −aS1

2,jc,t 0 0 0
−aS1

3,jc,t 0 aS1
1,jc,t 0 0 0

aS1
2,jc,t −aS1

1,jc,t 0 0 0 0



−R
(
q̃GS2
t

)0 0 0 0 aS2
3,jc,t −aS2

2,jc,t
0 0 0 −aS2

3,jc,t 0 aS2
1,jc,t

0 0 0 aS2
2,jc,t −aS2

1,jc,t 0

 ,
= −R

(
q̃GS1
t

) [ [
aS1
jc,t×

]
03

]
+R

(
q̃GS2
t

) [
03

[
aS2
jc,t×

] ]
.

If we now substitute the derivative of e into Eq. (5-12), then ∇V (ηt) becomes

∇V (ηt) =
(
−R

(
q̃GS1
t

) [[
aS1
jc,t ×

]
03

]
+R

(
q̃GS2
t

) [
03
[
aS2
jc,t×

] ])>
(
R
(
q̃GS1
t

)
(I3 + [ηS1,t×]) aS1

jc,t −R
(
qGS2
t

)
(I3 + [ηS2,t×]) aS2

jc,t

)
,

=
(
−R

(
q̃GS1
t

) [ [
aS1
jc,t×

]
03

]
+R

(
q̃GS2
t

) [
03

[
aS2
jc,t×

] ])>
(
R
(
q̃GS1
t

)
(I3 + [0×]) aS1

jc,t −R
(
qGS2
t

)
(I3 + [0×]) aS2

jc,t

)
,

=
(
−R(q̂GS1

t−1 )
[[
aS1
jc,t ×

]
03

]
+R(q̂GS2

t−1 )
[
03

[
aS2
jc,t×

] ])>
(
R(q̂GS1

t−1 )aS1
jc,t −R(q̂GS2

t−1 )aS2
jc,t

)
.
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Figure 5-3: The relative sensor orientation between the first and second inertial sensor, that is
independent of the global frame.

The estimate η̂t can subsequently be used to compute qGSi
jc,t from Eq. (5-5) as

qGSi
jc,t = qGSi

t−1 � expq

(1
2 η̂Si,t

)
≈ qGSi

t−1 + 1
2S

(
qGSi
t−1

)
η̂Si,t. (5-13)

The filtered orientation can be created by inserting (5-13) and (5-8) in (5-5) as

q̂GSi
t = q̂GSi

t−1 + 1
2S

(
q̂GSi
t−1

) (
γtTy

Si
ω,t − µt (1− γt)∇V (ηt)

)
. (5-14)

The only thing that is left is choosing the values for γt and µt. When the estimation mainly
relies on the integration of the gyroscope measurement and uses joint kinematic constraints to
correct for integration drift one typically chooses γt ≈ 1 [31, 32]. Here, the scaling factor for
the gradient descent direction, µt (1− γt), is chosen to be βT

‖∇V (ηt)‖ . This is done to enhance the
algorithm’s robustness against measurement model imperfections. The choice of β depends
on the amount of drift that is to be expected from the gyroscope measurement integration.
When the noise is assumed to be eω,t ∼ N

(
0, σ2

ω

)
. Integration of the gyroscope measurements

in one dimension results in an integration drift distributed as Teω,t ∼ N
(
0, T 2σ2

ω

)
[24]. It is

known that the gyroscope measurement is a three-dimensional vector, the standard deviation
of the integration drift for the unit quaternion is then given by

√
3σωT [24]. This is a good

choice for βT . The resulting filter equation with q̂GSi
t is as

q̂GSi
t ≈ q̂GSi

t−1 + T

2 S
(
q̂GSi
t−1

)
ω̂Si
t , (5-15)

with
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ω̂Si
t = ySi

ω,t − β
∇V (ηSi,t)
‖∇V (ηSi,t)‖

. (5-16)

Then the relative orientation can be computed as

q̂S1S2
t =

(
q̂GS1
t

)c
� q̂GS2

t , (5-17)

where the superscript c denotes the unit-quaternion conjugate, as shown in Eq. (C-26). A
visualization of relative sensor orientation that is independent of the global frame is depicted
in Figure 5-3. The final algorithm for the orientation estimation by using a complementary
filter is given in Algorithm 4.

Algorithm 4 Relative sensor orientation estimation using an Complementary Filter with
orientation deviation states
Input: Gyroscope & normalized accelerometer measurements

{
ySi
ω,t, y

Si
a,t

}N
t=1

, Initial Orienta-
tion q̂GSi

1 , distance vectors r1 & r2, tuning parameter β and sampling time T .
Output: Relative sensor orientation estimate q̂S1S2

t .
1: for t = 2, . . . , N do

∇V (ηt) =
(
−R

(
q̂GS1
t−1

) [ [
aS1
jc,t×

]
03

]
+R

(
q̂GS2
t−1

) [
03

[
aS2
jc,t×

] ])>
(
R
(
q̂GS1
t−1

)
aS1

jc,t −R
(
q̂GS2
t−1

)
aS2

jc,t

) , (5-18)

with ySi
a,t and q̂

GSi
t−1 .

2: Based on ∇V (ηt), compute

ω̂Si
t = ySi

ω,t − β
∇V (ηSi,t)
‖∇V (ηSi,t)‖

. (5-19)

3: Obtain the updated orientation

q̂GSi
t ≈ q̂GSi

t−1 + T

2 S
(
q̂GSi
t−1

)
ω̂Si
t , (5-20)

with S
(
q̂GSi
t−1

)
as defined in Eq. (5-7).

4: Calculate the relative sensor orientation with

q̂S1S2
t =

(
q̂GS1
t

)c
� q̂GS2

t (5-21)

5: end for

5-3 Numerical Simulations of the Double Sensor Case

In this section, we will show different numerical simulations with the help of simulated data-
sets. We will treat several different topics, among which two methods for the estimation of
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the distance to the IMU from the jc. After this, we will show how the complementary filter
from Algorithm 4 can create estimates of the relative sensor orientation, and next, we will
extend the gyroscope measurement model that was shown in Eq. (5-2) with a gyroscope bias
and measure show the effects when we estimate that bias via the method that was presented
in Section 2-2-5. At last, we will show the effects of using varying values for β during specific
circumstances.
For all numerical simulations in this section, the basis of the simulations are all equal. The
data-sets will contain the simulation of two distinct IMUs. Both of these IMUs have their
angular velocities; to simulate the angular velocity measurement, we require a rotational
speed. Here a the rotational speed of sin

(
π

100T t
)
rad/s will be assigned to IMU number one

and − sin
(

π
100T t

)
rad/s to number two. This entails that both IMUs rotate in the opposite

direction of each other. We chose these rotational speeds because the maximal rotational
speed would then be one radiant per second, e.g., ≈ 57.3◦ per second, which is in the range of
human-like movement. One cycle will take 800 samples, e.g., 80 seconds since the sampling
frequency is equal to 10 HZ. During the first 200 samples, the simulated IMUs will not rotate;
after not rotating for 200 samples, the IMUs will start with rotating around the x-axis with the
rotational speed as mentioned above; after this, the IMUs will stop rotating in the x-direction
and move on by rotating for 200 samples in the y-direction. The last 200 samples will be
spent rotating around the z-axis; after this, the cycle will be repeated until 8000 samples are
reached. In figure 5-4, one rotation cycle is depicted, as well as the angular velocity during
the 8000 samples for the first IMU.
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(a) The first rotational cycle with the first part of
the second cycle, which show the rotational velocity
of IMU number one.
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(b) The full 800 seconds of simulated rotational
speed, where a clear patterns shows in the rotational
speed in the different directions.

Figure 5-4: The rotational speed for the first IMU, with a zoomed and full figure of the angular
velocity.

.

From these angular velocities, we can easily create a derivative, which is the angular acceler-
ation. For IMU number one this will be π

100T cos
(

π
100T t

)
rad/s2 and − π

100T cos
(

π
100T t

)
rad/s2

for the second IMU. The IMUs also require accelerometer measurements, these can be con-
structed from deconstructing Eq. (5-4). We first create the joint acceleration as a random
signal between 10 and -10 m/s2 for all three independent axis and rotate the joint accelera-
tion signal to the first IMU sensor frame, from that signal, together with the angular velocity,
angular acceleration and the distance to the jc we are able to create an acceleration signal for
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IMU number one. This exact same method can be applied to the second IMU to obtain the
acceleration signal for sensor two. The distances to the jc are chosen to be r1 = [1 0 0]>
m and r2 = [−1 0 0]> m. We than proceed by adding simulated noise, as eω,t ∼ N (0,Σω)
and ea,t ∼ N (0,Σa), where we set the standard deviation of the gyroscope noise as σω = 5π

180
rad/s and for the normalized accelerometer as σa = − g

100 .

5-3-1 The Estimation of the Length from the Joint Center to the Inertial Mea-
surement Unit with a Sum of Squared Errors Objective Function

The motivation for the estimation of the distance vector is found in the joint acceleration
calculation, which was shown in Section 5-2 in Eq. (5-4). Here we observe that the joint
acceleration calculation requires the distance from the jc to the IMU. Since the distance
vector is a user-specific parameter that may change per trial during real-world experimental
setups, it is essential to create and understand how the distance vector can be obtained.

The length from the jc to the IMU can be estimated via the methods presented in [40], that
were described in Section 2-3-2. In this section, the method that we will discuss is the one
where the objective function is defined as a sum of squared errors. Here we use a Gauss-
Newton algorithm to find r = [r>1 r>2 ]>, which minimizes the cost function that is given
as

r̂ = arg min
r

N∑
t=1

e2
r,t. (5-22)

The Gauss-Newton algorithm uses the Jacobian as well as the Moore-Penrose-Pseudoinverse
[59, 5], to solve this problem is as

rs = rs−1 −
((

∂er,s−1
∂rs−1

)> (∂er,s−1
∂rs−1

))−1 (
∂er,s−1
∂rs−1

)>
er,s−1. (5-23)

Here the values for rs are updated for every Gauss-Newton iteration, where s is the number
of iterations that can be chosen to run so that the Gauss-Newton algorithm updates the value
of r, s times. For these numerical simulations, we have adopted the same error metric, as
seen in [40]. In [40], a deliberate choice is made not to use Root Means Square Error (RMSE)
values as an indication of the performance of the algorithm; instead, the performance of the
estimators is evaluated in terms of the average Euclidean error and its standard deviation as

Eavg (r̂i) = 1
M

M∑
j=1

Ej (r̂i) , (5-24)

with

Ej (r̂i) = ‖r̂i(j)− ri‖2 . (5-25)

This is done because the RMSE values may be misapprehended as the average physical
distance between the estimates with respect to the true jc [40].
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We will run four different types of simulations were each simulation is an addition to the
previous one. In all simulations the initial values for r1 and r2, are set to [2 0 0] m and
[−2 0 0] m. As of now, in every simulation that requires the angular acceleration, we will
use a five-point stencil approximation [55]. This allows us to create the first derivative of the
angular velocity as

ẏSi
ω,t ≈

−ySi
ω,t+2 + 8 · ySi

ω,t+1 − 8 · ySi
ω,t−1 + ySi

ω,t−2
12 · T . (5-26)

For each simulation, we created 100 Monte Carlo simulations to perform the estimation of r,
when we apply the Gauss-Newton algorithm, as shown in Eq. (5-23). A value of ten Gauss-
Newton iterations is chosen to update the value for r before returning the final estimate. The
decision for choosing ten iterations comes from [40], where it is stated that in almost every
case, the estimates will have converged within ten Gauss-Newton iterations.

During the first simulation, we use the simulated data-set as described in the introduction
of this Section, from this, we observe large values for our error metric, as shown in Table
5-1. Therefore, we can conclude that the estimation algorithm does not work correctly. The
reason for this failure to get a correct, or even close to the correct estimate is that we have
not filtered the approximation of the angular acceleration shown in Eq. (5-26). To do this,
we have used MATLAB’s built-in low-pass filter, in which we can specify the normalized
passband frequency. Since we do not know the noise’s exact frequency, we have set the
normalized passband equal to 0.01 Hz. The low-pass filter uses a minimum-order filter with a
stopband attenuation of 60 dB and compensates for the filter’s delay. To compensate for the
delay, the function appends to the input signal Of

2 zeros, where Of is the filter order. The
function then filters the signal and removes the first Of

2 samples of the output. Figure 5-5
shows the difference between the unfiltered and filtered estimate of the angular acceleration.
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(a) Angular acceleration of IMU one, during the last
Monte Carlo simulation, where the angular accelera-
tion signal is undetectable due to the high amounts
of noise present that corrupt the signal.
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(b) The low-pass filtered angular acceleration signal
of IMU one, during the last Monte Carlo simulation,
where the signal is visible and can be used to obtain
as an estimate of the angular acceleration.

Figure 5-5: The angular acceleration of the first IMU during the last Monte Carlo simulation. A
clear increase in accuracy is obtained due the filtering of the high frequency noise.

.

Here it can be seen that the noise is correctly filtered out. For our second simulation, we
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rerun our first simulate but include the low-pass filter on the angular acceleration signal. In
Table 5-1, we observe a definite increase in accuracy with respect to when no low-pass filter
is used, but still, the final results are not near the actual value of r, the reason for the value
of r not being close enough to the true value is because of the induced gyroscopic noise.
Therefore during the third simulation, we apply a rather unconventional method to solve this
problem. We change the gyroscope signal by applying the same low-pass filter used to filter
the approximation of the angular acceleration. By looking at Table 5-1, we can conclude that
this method works and can generate an accurate estimate of the lengths from the jc to the
IMU. Regarding the use of a low-pass on the gyroscope signal, it should be noted that the
noise created on the gyroscope is of a rather large magnitude, but it was chosen this way
since we wanted to resemble the simulated data created in [24]. The standard deviation of
real gyroscopes noise, for example in an Xsens IMU, is presumably lower than the one that
is chosen in this simulated data-set. For our last simulation with the objective function as a
sum of squared errors, we added accelerometer outliers by replacing a certain percentage of
the normalized accelerometer data with the outliers that are chosen sampled from a Gaussian
distribution with an identity matrix as a covariance matrix. Again, we choose to replace 5%
of the normalized accelerometer data and run the estimation algorithm for 100 Monte Carlo
simulations. We observe that, minimizing over the sum of squared errors with a Gauss-Newton
optimization is not very robust against outliers. This is reflected in the values obtained for
the average Euclidean error, which are shown in Table 5-1.

r̂1 r̂2
Simulation Eavg σavg Eavg σavg

1 Known noise
and variance 0.8709 m 0.0053 m 0.8722 m 0.0055 m

2 a low-pass filter
on ẏω,t

0.0824 m 0.0080 m 0.0850 m 0.0075 m

3 a low-pass filter
on yω,t

0.0162 m 0.0059 m 0.0174 m 0.0062 m

4
5% outliers
magnitude
N (0, I)

0.2450 m 0.1114 m 0.2597 m 0.1129 m

Table 5-1: Results of the numerical simulations for the estimation of the length from the jc
to the IMU, when the objective function is a sum of squared error, which is optimized via a
Gauss-Newton method. The characteristics of each simulation is an addition upon the previous
one.

From these results, we can conclude that, due to the lack of robustness against accelerometer
outliers, the distance vector’s estimation via minimizing a sum of squared errors with a Gauss-
Newton optimization method is not suitable for prosthesis research.

5-3-2 The Estimation of the Length from the Joint Center to the Inertial Mea-
surement Unit with a Sum of Absolute Errors Objective Function

To counter the problems caused by outliers we can create an estimation algorithm that is
robust against this. By defining the cost function in a different way we can ensure the
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convergence of the parameter, while the parameter is subjected to outliers. The cost function
is changed to

r̂ = arg min
r

N∑
t=1
|er,t| . (5-27)

As mentioned in Section 2-3-2, a known property of minimizing the sum of absolute error is
robustness against outliers in the data-set [40]. This is because large residuals are weighted by
their absolute value instead of by their squared value, as was seen in the sum of the squared
error cost function. Since we try to optimize over a sum of absolute error, we can not use the
Gauss-Newton optimization method anymore. Hence, we require a different gradient descent
method. The optimization method that we choose is a backtracking line search in gradient
descent [11]. With gradient descent we find a new point, for each iteration, that is closer to
the local minimum of the function by moving the point in the direction of the descent as

rs = rs − κ
∂er,s
∂rs

(5-28)

By how much we move, the point is determined by the step size, also referred to as the learning
rate, which in our case is denoted as κ. There are several ways of choosing this parameter, one
of which is a line search. Line search is a way of evaluating the function for different values
of κ and choosing the one that minimizes the function the most. Backtracking line search
start by selecting a value for τ in the range from zero to one; this parameter determines how
much we update the learning rate by each iteration. Conventionally the initial learning rate
for this method is set to one. Next, we should evaluate the following inequality.

f

(
r − κ∂er,t

∂r
f(r)

)
> f(r)− κ

2

∥∥∥∥∂er,t∂r

∥∥∥∥2
(5-29)

where the function f(r) is the cost function that we are trying to minimize is Eq. (5-27). Given
that the inequality is true for the current κ, we update the learning rate by multiplying it by
τ , such that it gets smaller by each iteration for which the inequality holds. If the inequality
does not hold anymore for the current κ, we update the value of r with the learning rate
κ, as was seen in Eq. (5-28). We have also incorporated our own stopping criteria for this
algorithm, such that the algorithm would stop iterating if the decrease in the cost function
would be smaller than 0.1 %.

We run five different types of simulations, where each simulation is 100 Monte Carlo simula-
tions with τ = 0.8 and where we have added outliers similar to Section 4-2. During the first
simulation, we do not apply a low-pass filter on the gyroscope measurements, and we observe
an apparent degradation regarding the accuracy of the estimation algorithm, as can be seen
in Table 5-2. By adding the low-pass filter during the second simulation, we observe that
the problems regarding the gyroscope noise disappear. From these results, we can conclude
that whenever we expect or know that the gyroscope noise will be high, where high defines
such a high variance value where we expect the estimate to suffer so much that it is not able
to generate accurate parameter estimates anymore, a solution would be to also low-pass the
gyroscope signal.

As mentioned before, the outliers that we have simulated try to emulate bumping into an
object with the IMU attached to the arm, which generates a spike in the accelerometer signal.
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However, this is not the only type of disturbance that frequently occurs when performing
some evaluation that requires the IMUs to be worn on the human body. STA may occur due
violations in the assumption that the sensor’s position with respect to the jc is fixed at all
times since the surface on which the sensors are placed can move to some degree. The STA
can be simulated as an additive disturbance to the acceleration measurements as a linear
combination of the angular acceleration measurements as [40]

dSi
a = Hω̇Si (5-30)

Here the matrix H is a 3× 3 matrix contains the STA model parameters. During real-world
setups and testing, the elements of H will depend on multiple factors, i.e., sensor placement
and the participant’s physiology [40]. Therefore, we choose the element ofH to be randomized
as a zero-mean Gaussian distribution, where the σda = 0.018

π m/rad, which equals 0.057 m/rad.
To give some insight into how this translates to human movement and the outcome of STA
during an experiment, we show the STA signal of the first IMU in the simulated setup.
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Figure 5-6: STA modeled as a randomized zero-mean Gaussian distribution multiplied with the
angular acceleration. The STA levels are periodically, and sometimes will not occur. This is due
to the gyroscope signal that also being periodically zero, which was shown in Figure 5-4.

In Figure 5-6, we see that the maximal value for the STA, with a standard deviation as
mentioned above, is around 4 · 10−3 m/s2 if we apply an acceleration of this magnitude to a
sensor, the displacement after 10−1 seconds would be roughly 40 µm, this is a relatively small
value but will serve as a good approximation for low values of simulated STA.
As shown in Table 5-2, the algorithm can consistently reject the disturbances induced by low
values of STA. By changing the standard deviation used in ourH matrix, we can simulate both
moderate and high STA levels. A good approximation for moderate levels of STA is chosen
to be σda = 1.8

π m/rad, which roughly translate to a maximum displacement of 0.4 cm after
10−1 seconds. For high levels of STA we choose a STA standard deviation of σda = 18

π m/rad,
which translates to a maximum displacement of 4 cm after 10−1 seconds. Table 5-2, shows
that the estimation algorithm is robust for low and moderate values of STA, and is not fully
capable of rejecting high levels of STA.
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r̂1 r̂1

Simulation Eavg σavg Eavg σavg

1

Known noise, variance,
5% outliers
magnitude
N (0, I)

a low-pass filter
on ẏω,t

0.0876 m 0.0156 m 0.0882 m 0.0142 m

2 a low-pass filter
on yω,t

0.0205 m 0.0082 m 0.0214 m 0.0084 m

3 Low STA
σda = 0.018

π m/rad 0.0221 m 0.0084 m 0.0228 m 0.0077 m

4 Moderate STA
σda = 1.8

π m/rad 0.0241 m 0.0143 m 0.0244 m 0.0122 m

5 High STA
σda = 18

π m/rad 0.0625 m 0.0633 m 0.0274 m 0.0304 m

Table 5-2: Results of the numerical simulations for the estimation of the length from the jc
to the IMU, when the objective function is a sum of absolute error, which is optimized via a
backtracking line search in gradient descent. Where the characteristics of each simulation is an
addition upon the previous one.

We saw that the estimation via Gauss-Newton optimization works very well until outliers are
introduced. Therefore we were required to develop another solution, which presented itself
in the form of optimization over the sum of absolute errors. We chose to use a backtracking
line search in gradient descent and saw that with this method, we were able to overcome the
problem of outliers, and we can even conclude that the added low and moderate STA are of
little influence regarding the accuracy of the estimate. For high levels of STA, we did start
to notice some evident degradation regarding the performance, which is visible in Table 5-2.
Therefore, this method can be used as a successful tool in prosthesis evaluation to estimate
the distance from the jc to the IMU.

5-3-3 Numerical Simulations of the Relative Sensor Orientation Estimation with
a Complementary Filter

In this section, we will perform simulations where we expose Algorithm 4 to noise, outliers,
and different levels of STA. This is done because these types of disturbances are likely to
occur during a real-world setup. To enable the testing of the algorithm, we, at first, assume
that we have prior knowledge on the noise, the initial orientation, and the distance vectors
r1 and r2. The initial orientation is chosen to be a [1 0 0 0]> unit-quaternion and the
exact location of r1 and r2, are [1 0 0]> m and [−1 0 0]> m. The error metric that is
used is are RMSE values, since these give a clear overview about the magnitude of the error,
these values will be supported with boxplots, and to indicate convergence from a wrong initial
condition, we will show the mean error together with three standard deviations, to indicate
the spread during convergence. We will cover several different simulations, where each time,
we will add a different type of disturbance. Each simulation will consist out of 100 Monte
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Carlo simulation, and it should also be noted that because of Eq. (5-26), we lose three-time
steps, the first, second, and last one. We have added noise components on the gyroscope
and the accelerometer during the first simulation, as described previously. In Table 5-3, we
see that after performing 100 Monte Carlo simulations, the algorithm performs well under
these circumstances. By replacing 5% of the normalized accelerometer measurements with
outliers, which are zero-mean Gaussian distributed with a covariance equal to a 3×3 identity
matrix, and performing the same simulation, we observe that Algorithm 4 has an outstanding
capability to be robust against outliers. This will be an advantageous property in real-life
prosthesis evaluation and research since accelerometer outliers will occur. Another significant
disturbance to add is in the form of STA, here the STA are modeled as we saw previously
in Eq. (5-30) and Figure 5-6. In simulation three, four, and five, we have added different
types of STA values. After performing 100 Monte Carlo simulations for each simulation, we
can conclude that for low and moderate values STA, the algorithm can correctly estimate
the relative sensor orientation. However, if we increase the amount of STA, we observed a
clear degradation in performance. High levels of STA can occur when a person performs an
active movement where the flesh that the sensor is placed upon moves a lot. Later on, we will
see that a forward lunge movement, when the sensor is placed upon the leg, is one of these
movements.

Simulation Roll (φ̂) Pitch (θ̂) Yaw (ψ̂) σφ̂ σθ̂ σψ̂

1
Known noise,
variance and

initial orientation
1.2968◦ 1.2922◦ 1.2927◦ 0.0171◦ 0.0152◦ 0.0144◦

2
5% outliers
magnitude
N (0, I)

1.4147◦ 1.4091◦ 1.4151◦ 0.0204◦ 0.0209◦ 0.0204◦

3 Low STA
σda = 0.018

π m/rad 1.4124◦ 1.4102◦ 1.4089◦ 0.0213◦ 0.0203◦ 0.0203◦

4 Moderate STA
σda = 1.8

π m/rad 1.5397◦ 1.5412◦ 1.5366◦ 0.0261◦ 0.0272◦ 0.0246◦

5 High STA
σda = 18

π m/rad 3.0062◦ 3.0056◦ 3.0065◦ 0.1168◦ 0.1244◦ 0.1091◦

Table 5-3: Effects on the RMSE and standard deviation of the relative sensor orientation error.
Algorithm 4 is robust and performs well, until a high level of STA is introduced during the last
simulation.

To visualize the results from Table 5-3, we have created a boxplot of the five different sim-
ulations in Figure 5-7. Here, φi, θi and ψi with i = 1, . . . , 5, denote the first until the fifth
simulation for the relative roll, pitch and yaw respectively. From the boxplot, it can be seen
that due to the higher levels of STA, the error in the three Euler angles increases. At last,
we want to see if the algorithm presented in Algorithm 4 can converge while a wrong initial
orientations is given, while the measurements are being subjected to noise, outliers, and mod-
erate levels of STA. In Figure 5-8 we show the estimation error for the first 200 samples of 100
Monte Carlo simulations with a fixed wrong initial orientation as [81.87◦ −19.47◦ 135.00◦]
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Figure 5-7: Boxplot of the five simulations for the relative sensor orientation, here the effects of
increasing the STA levels is graphically made clear. The most important finding is the increase
in error due to the increase in STA levels.

for sensor one and [135.00◦ 19.47◦ 98.13◦] for sensor two. Here the thick dark-colored lines
represent the mean of the relative roll, pitch, and yaw, and the shaded lighter-colored areas
represent three standard deviations to capture 99.73% of the data created during this sim-
ulation. We observe a clear convergence towards zero, despite the moderate level of STA
and outliers induced upon the accelerometer signal. From this, we can conclude that the
Algorithm 4, is robust against noise, outliers, moderate values of STA, and can converge from
a wrong initial orientation.
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Figure 5-8: Estimation error for the first 200 samples of 100 Monte Carlo simulations
with a fixed wrong initial orientation as [81.87◦ − 19.47◦ 135.00◦] for sensor one and
[135.00◦ 19.47◦ 98.13◦] for sensor two. Additionally, 5% simulated outliers and moderate
levels of STA are induced upon the accelerometer signal.
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5-3-4 Numerical Simulations for the Bias Estimation during Relative Sensor Ori-
entation Estimation with a Complementary Filter

In Section 2-2-5, we described how in [31] a tool was created that can be incorporated to
increase the accuracy of the estimation algorithm by estimating and removing the gyroscope
bias. In this section, we will test this method. We will make use of six different simulations
where every two simulations correspond in pairs which each other. In all six simulation
we will add a constant gyroscopic bias of [0.02 − 0.04 0.06] rad/s for sensor one and
[−0.08 0.07 0.03] rad/s for sensor two. During our first pair of simulations, we will add
noise, outliers by replacing 5% of the normalized accelerometer measurements, and at the
same time, we will also add low values of STA as described in earlier simulations. For our
second pair of simulation, we will increase the values of the STA to moderate, and for the
third pair of simulations, the levels of STA are set to high. In Table 5-4, the results for the
relative sensor orientation are found when no bias estimation is applied, and when the bias
estimation is applied to estimate the bias and remove it. In all cases, we see a clear difference
between the simulations that have a bias estimation algorithm and the ones that do not. The
simulations that did not enable the bias estimation algorithm from Section 2-2-5 have a clear
degradation in performance, while the ones that do enable the bias estimation can generate
accurate estimates of the relative sensor orientation.

Simulation Roll (φ̂) Pitch (θ̂) Yaw (ψ̂) σφ̂ σθ̂ σψ̂

1
Low STA

σda = 0.018
π m/rad

No bias estimation
2.7816◦ 3.0213◦ 2.2308◦ 0.0832◦ 0.1012◦ 0.0674◦

2
Low STA

σda = 0.018
π m/rad

With bias estimation
1.4643◦ 1.4692◦ 1.4606◦ 0.0223◦ 0.0240◦ 0.0203◦

3
Moderate STA
σda = 1.8

π m/rad
No bias estimation

3.1000◦ 3.3864◦ 2.4617◦ 0.1032◦ 0.1175◦ 0.0813◦

4
Moderate STA
σda = 1.8

π m/rad
With bias estimation

1.5907◦ 1.5952◦ 1.5861◦ 0.0259◦ 0.0265◦ 0.0300◦

5
High STA

σda = 18
π m/rad

No bias estimation
8.0458◦ 9.1270◦ 5.6161◦ 0.2688◦ 0.3007◦ 0.1914◦

6
High STA

σda = 18
π m/rad

With bias estimation
3.2322◦ 3.2381◦ 3.2387◦ 0.1213◦ 0.1197◦ 0.1268◦

Table 5-4: Results of the numerical simulations for the estimation of the relative sensor ori-
entation when the gyroscope measurements are corrupted by a constant gyroscopic bias of
[0.02 − 0.04 0.06] rad/s for sensor one and [−0.08 0.07 0.03] rad/s for sensor two. Per
simulation we enable or disable the bias estimation algorithm from [31].

In Table 5-5, the results regarding the accuracy of the bias estimate are given. We use
the RMSE values as our error metric, and see that the bias estimate is accurate during the
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Simulation b̂ω,1,x b̂ω,1,y b̂ω,1,z

2 Low STA
σda = 0.018

π m/rad 0.0095 rad/s 0.0075 rad/s 0.0121 rad/s

4 Moderate STA
σda = 1.8

π m/rad 0.0094 rad/s 0.0077 rad/s 0.0122 rad/s

6 High STA
σda = 18

π m/rad 0.0115 rad/s 0.0094 rad/s 0.0143 rad/s

Simulation b̂ω,2,x b̂ω,2,y b̂ω,2,z

2 Low STA
σda = 0.018

π m/rad 0.0125 rad/s 0.0096 rad/s 0.0107 rad/s

4 Moderate STA
σda = 1.8

π m/rad 0.0126 rad/s 0.0097 rad/s 0.0108 rad/s

6 High STA
σda = 18

π m/rad 0.0144 rad/s 0.0116 rad/s 0.0129 rad/s

Table 5-5: RMSE values obtained via the the numerical simulations for the estimation of the
bias estimation via [31]. The bias estimation method performs well until high levels of STA are
introduced, when this happens the bias estimate becomes inaccurate.

second and fourth simulation, but loses accuracy when high values of STA are induced upon
the accelerometer measurements. From this, we can conclude that the bias estimate could be
of help during experimental trials, whenever we except low or moderate values of STA.

To give more insight into the convergence of the bias estimate, we created Figure 5-9, which
shows the mean of the bias estimate for the first and second sensor, accompanied by three
standard deviations to show the spread during the second simulation. If we compare the
rate of convergence of the bias estimate with the rate of convergence of the relative sensor
orientation estimate from Figure 5-8, we observe that the bias estimation algorithm requires
approximately twice as much time to converge to a correct estimate.

5-3-5 Numerical Simulations for the use of a Varying β Value

This section will show the effects of having a dynamic value for our β parameter. As men-
tioned before, the value for β depends on the amount of drift expected from the integration
of the gyroscope noise [24]. For our proposed algorithm, a varying beta could be beneficial in
two cases; when we except no movement since the use of joint kinematic constraints requires
the movement of the sensors, and when we expect high values of STA at certain time inter-
vals. To create a simulated data-set for the first option, we remove the angular velocity and
accelerations in the first 200 samples of every movement cycle, as was previously depicted in
Figure 5-4a, and thus simulate that there is no movement of the sensor taking place. Dur-
ing this simulation, no outliers or STA are induced upon the accelerometer measurements,
since in the real world, this would also not happen when no movement occurs. During the
first simulation we only apply a static parameter value of β =

√
3σω, and during the second

simulation, we apply a much lower value of β, namely β = 0.01
√

3σω during the moments
that there is no movement, and the regular β =

√
3σω during the moments where we know
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(a) Convergence of the bias estimate, where the
constant where the constant gyroscopic bias is
[0.02 − 0.04 0.06] rad/s.

(b) Convergence of the bias estimate, where the
constant where the constant gyroscopic bias is
[−0.08 0.07 0.03] rad/s.

Figure 5-9: The first 3000 samples that show the convergence of the gyroscope bias estimate
for the first and second sensor with a mean and three standard deviations.

.

that there is movement. The reason behind this significant decrease in the second simulation
stems from equation Eq. (5-15) and Eq. (5-16). Here we see that the value of β determines
how much we allow the joint kinematic constraint calculations to influence the final filtered
estimate. Due to the no-movement taking place, the constraints used to create a correct esti-
mate will be less reliable. Therefore, it would be safer to trust the estimates of the gyroscope
more. The difference between the two simulations is depicted in Figure 5-10, error in the
three Euler angles is shown during the last Monte Carlo simulation.
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Error of the relative Euler angles with a static Beta

(a) No change in β occurs throughout the entire
simulation, where β =

√
3σω. The choice of β

purely depends on the amount of drift that we ex-
pect from the gyroscope measurement integration.
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(b) A constantly changing β occurs throughout the
entire simulation where β =

√
3σω for when move-

ment occurs and β = 0.01
√

3σω for when no move-
ment occurs.

Figure 5-10: The difference in error during the last Monte Carlo simulation of simulation one
and two. In both simulation we remove periodically remove all simulated movement and apply a
static versus a dynamic β.

.
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The results regarding the accuracy during the 100 Monte Carlo simulations of simulation
one and two are given in Table 5-6. Here we observe a clear decrease in the RMSE and the
standard deviation of the error for all three Euler angles when we apply a varying value for β.
For the second case, we will alter β according to the periodic property of the STA, as shown
in Figure 5-6. We simulated high levels of STA, as well as outliers for which the procedure
was mentioned before. Again, we choose to lower the value of β, but this time it will be
lowered by β = 0.6

√
3σω, for when the STA occur. It should be noted that we did experience

a significant increase in RMSE when the value for β was set lower than 0.6.
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Error of the relative Euler angles with static Beta for periodic STA

(a) No change in β occurs throughout the entire
simulation third simulation. Here, β =

√
3σω, which

is chosen depending on the amount of drift that we
expect from the gyroscope measurement integration.
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(b) A constantly changing β occurs throughout the
entire simulation where β =

√
3σω for when no high

level STA occur and β = 0.6
√

3σω for when we
observe high levels of STA.

Figure 5-11: The difference in error during the last Monte Carlo simulation of simulation one
and two. During Both simulations high levels of STA occur, we test the algorithm for accuracy
when static β is chosen versus a dynamic β.

.

In Table 5-6, the results for the third and fourth simulation are shown, where we change the
value for β according to the periodical appearance of STA. We observe that the decrease in
RMSE is minimal. Therefore, we can conclude that a varying β can be used when high levels
of STA are expected. Nevertheless, the results due to using this method are to be expected
minimal. This minimal increase in accuracy is because, during this simulation, both the
gyroscope signal and accelerometer signal are corrupted. The gyroscope measurements are
corrupted by noise, which was also the case for when no movement occurred, but additionally,
the accelerometer measurements are severely corrupted by high levels of STA. This is why
the effects of having a varying β are more fruitful during the simulations when no movements
occurred since, during those simulations, the accelerometer signal is not corrupted severely.

5-4 Experimental Results via an Optical Reference System

In this research project, we did not have access to an optical reference system due to the Covid-
19 virus. Luckily, we were able to obtain optical reference data along with corresponding
IMU data from MSc. I. Weygers from the KU Leuven, who is the author of [61]. We have
acquired three different data-sets, two of which are regular gait analyses, and one data-set
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Simulation Roll (φ̂) Pitch (θ̂) Yaw (ψ̂) σφ̂ σθ̂ σψ̂

1 No Movement
Static β 6.7231◦ 6.3519◦ 6.5718◦ 1.2506◦ 1.0058◦ 1.2388◦

2 No Movement
Dynamic β 3.8175◦ 3.8390◦ 3.7379◦ 0.6239◦ 0.5565◦ 0.6505◦

Simulation Roll (φ̂) Pitch (θ̂) Yaw (ψ̂) σφ̂ σθ̂ σψ̂

3 High STA
Static β 3.0001◦ 2.9958◦ 3.0128◦ 0.1193◦ 0.1031◦ 0.1211◦

4 High STA
Dynamic β 2.8666◦ 2.8527◦ 2.8758◦ 0.1323◦ 0.1145◦ 0.1290◦

Table 5-6: The results for when a varying β parameter is applied; in the first two simulations we
make use of a varying β to counter the negative effects on the accuracy due to no movement and
observe a great increase in accuracy. During the third and fourth simulation a varying value for
β is applied to counteract the negative effect of high levels of STA, where we observed a minimal
increase in accuracy.

is of a participant performing a forward lunge movement [17]. The IMU data-sets were
obtained via two MTw Awinda IMUs from Xsens. The optical motion analysis reference
system consisted of 13 infrared cameras (VICON Vero, Vicon Motion Systems Ltd). Both
systems were measured at a sample rate of 100 Hz. Hardware time synchronization was used to
capture inertial measurements and marker trajectories simultaneously. For the experimental
results in [61], eleven healthy human participants with no history of knee surgery before the
testing participated in the experiments conducted for [61]. It should be noted that for the
experimental results in this section, it is unknown from which of the eleven participants we
obtained the data. Additionally, it should be noted that these data-sets do not have the
IMUs placed on the places, as we stated in the introduction for the double sensor case (one
on the wrist and one on the upper arm). However, the results obtained from these data-sets
correspond to when they are placed upon the wrist and upper arm. For the first experiment,
the IMUs were attached latero-cranial on the shank and on the lateral side at mid-distance
on the thigh via Velcro strips [61]. For the second and third experiments, the sensors are
placed more anterior, i.e., to the front. This causes more movement of the sensor, and thus
higher levels of STA occur during these trials. Special 3-D printed cases were created that
contain reflective marker clusters, which could house the MTw Awinda sensor. This allowed
for simultaneously capturing data from the IMUs as well as data from the optical reference
system. At the start of each experiment, the participants were asked not to move for five
seconds. Subsequently, they were asked to perform either the forward lunge movement or a
walk. During the first and second experiments, low and moderate levels of STA are observed,
while in the third, high levels of STA are observed, which is due to the movement of the
muscle during the forward lunge movement and the placement of the sensors. To compare
an orientation estimation obtained via sensor measurement

(
q̂GS1
t , q̂GS2

t

)
to the orientation

obtained via the optical reference system
(
qOM1
t , qOM2

t

)
, the constant misalignment qM2S2 , and

qM1S1 are estimated from the relative orientation references qM1M2
t , and relative orientation

estimates q̂S1S2
t . The theory behind this was already explained in Section 2-3-3, with the
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objective function, as

qS1M1 � qM1M2
t � qM2S2 ≈ qS1G

t � qGO � qOG � qGS2
t ,

qM1M2
t � qM2S2 ≈ qM1S1 � qS1S2

t .
(5-31)

Together with the data-sets that were granted, we also obtained the results per data-set when
the proposed MEKF method from [61] was used. This allows us to compare our proposed
method versus the MEKF approach. In [61], the first five seconds are used to empirically define
the noise variance to create the covariance matrices for the MEKF. The initial orientations
were set to [1 0 0 0]> and the initial process covariance matrix was set as a six by six
identity matrix. The measurement noise covariance matrix and the covariance matrix for
the error induced by the joint acceleration rotation were both set to be a three by three
identity matrix. The values for r1 and r2 were estimated via the method presented in [52],
which minimized the sum of squared errors. For all three trials, we estimate the length from
the jc to the IMU with the method that minimizes the sum of absolutes as proposed in
[40] and numerically tested in Section 5-3-2. We choose this method since we have already
proven that this would be the most suitable method for experimental trials, where STA
and outliers may occur. Simultaneously, we have approximately used the first five seconds
of each trial to obtain the gyroscope’s covariance, from which we determine the values for
β. We found β = 1.72 · 10−1, β = 1.65 · 10−2 and β = 1.89 · 10−2 for the first, second
and third trial respectively.During the first experiment, our proposed complementary filter
performs better than the proposed MEKF from [61]. However, it should be noted that when
no STA would occur, it is to be expected that the MEKF from [61] would outperform our
proposed complementary filter. Since MEKF are known to be more accurate in comparison
to complementary filters. The RMSE values in three directions are shown in Table 5-8. Both
errors of the relative sensor orientation in Euler angels are shown in Figure 5-12. Here it is
observed how the error develops over time, and we see, although the errors deviate slightly
from each other, they have the same pattern.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

-5

-4

-3

-2

-1

0

1

2

3

4

5
Trial 1: Error of the relative sensor orientation in Euler angles

(a) The error in the relative sensor orientation for
our proposed complementary filter of Algorithm 4
when low levels of STA occur during the first trial.
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Trial 1: Error of the relative sensor orientation in Euler angles

(b) The error in the relative sensor orientation of
the MEKF method presented in [61] when low levels
of STA occur during the first trial.

Figure 5-12: Our proposed complementary filter presented in Algorithm 4 versus the MEKF from
[61]. We observe that our proposed method performs better than the proposed MEKF from [61]
when low level of STA occur.

.
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Trial 2: Error of the relative sensor orientation in Euler angles

(a) The error in the relative sensor orientation for
our proposed complementary filter of Algorithm 4
when moderate levels of STA occur during the sec-
ond trial. Here we clearly see that the algorithm is
robust against this disturbance.
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Trial 2: Error of the relative sensor orientation in Euler angles

(b) The error in the relative sensor orientation of the
MEKF method presented in [61] when low levels of
STA occur during the second trial. Here we observe
that the algorithm’s performance start to degrade
due to the increasing levels of STA.

Figure 5-13: The second trial where moderate levels of STA occur. We observe a clear difference
in performance when comparing our proposed complementary filter versus the MEKF from [61],
our proposed method performs better.

.

During the second trial, the sensors were placed more anterior before performing the gait
analyses, which causes moderate levels of STA to occur during this trial. We see in Table
5-8 that our proposed algorithm can reject the disturbance in the form of STA better than
the proposed MEKF from [61], and thus performs better. This is also visually represented in
Figure 5-13, where the error in the relative sensor orientation is shown.

In the third and last trial, which contains movement-data from a series of forward lunge
motions, high levels of STA are present. The high levels of STA are reflected in the results,
as shown in Table 5-8. We observe that both our proposed complementary filter and the
MEKF from [61] cannot create a reliable relative sensor orientation estimate. The decrease
in performance was expected if we take into account the numerical simulations performed
in Section 5-3-4, here it was already shown that when high levels of STA would occur, the
estimation of the relative sensor orientation would become unreliable. In Figure 5-14, the error
is depicted for both algorithms, where we observe that neither our proposed complementary
filter can generate an accurate measurement as well as the proposed MEKF from [61].

What might be of a positive influence on our purposed method’s accuracy is the elimination
of the gyroscope bias, as was presented in Section 2-2-5 and numerically tested in Section
5-3-4. We compare the three trials where during the first three, no bias estimation is used,
and during the last three, the bias estimation method from [31] is applied. The values for
β during the three trials are unchanged. The results are shown in Table 5-7. For the first
trial, we observe that the bias estimation has a small effect on the accuracy of the estimation
algorithm. We observe that the estimation of the bias leads to a small decrease regarding the
accuracy, which may indicate that the bias was of little influence. During the second trial, we
observed a clear enhancement regarding performance, which led us to believe that the bias
was of significant influence during the second trial. In the third and final trial, we observed a
considerable decrease regarding performance. The explanations for this would be that the bias
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Trial 3: Error of the relative sensor orientation in Euler angles

(a) The error in the relative sensor orientation for
our proposed complementary filter of Algorithm 4
when high levels of STA occur during the third trial.
It can be observed that our proposed method ex-
periences difficulties with the retention of a correct
relative sensor orientation.
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Trial 3: Error of the relative sensor orientation in Euler angles

(b) The error in the relative sensor orientation of the
MEKF method presented in [61] when high levels of
STA occur during the third trial. Here we observe
that the algorithm’s performance, similar to ours has
difficulties with the creation of a correct estimate of
the relative sensor orientation.

Figure 5-14: The third trial, where high levels of STA occur during the performance of a forward
lunge movement in combination with the placement of the sensors, which are placed more to
the front. Both estimation algorithms experience trouble regarding robustness against these high
levels of STA.

.

estimation algorithm is not able to correctly estimate the bias due to the high levels of STA;
therefore, a wrongly estimated bias is being subtracted from the gyroscope measurements
in the third trial, leading to inaccurate measurement, which corrupts the estimation of the
relative sensor orientation. From this, we can conclude that the bias estimation algorithm
from [31], presented in Section 2-2-5, can be used when low or moderate levels of STA are to
be expected.

Lastly, we can search for improvement regarding the accuracy of the third trial; this might be
possible using a varying β. When the forward lunge movement is performed, the moments are
easily detectable due to the movement generating spikes in the accelerometer measurements.
Hence we can detect when a forward lunge is performed, and with this information, we can
detect when high levels of STA occur. During the moment when no forward lunge movement
is being performed, and thus when the levels of STA are low or non-existent, we choose a
β = 1.89 · 10−2. Subsequently, when a forward lunge movement is preformed we choose to
lower the value to β = 0.6·1.89·10−2 = 1.13·10−2. From this we obtained 5.4943◦, 9.9747◦ and
6.8765◦ as values for the RMSE in the roll, pitch and yaw respectively. This means that the
use of varying value for β has led to a slight decrease in RMSE when compared to the values
obtained without varying β, as can be seen in Table 5-8. From this, we can conclude that the
use of varying value for β can lead to an increase in accuracy and should be studied in the
future. As mentioned in the numerical simulations, the effects are minimal due to the severely
corrupted accelerometer measurements. From the experimental results that are obtained in
this section, we can state that our proposed complementary filter can be used as a suitable
extension for prosthesis research since it is proven to be robust against most disturbances
that occur during a real-world setup. Additionally, we know that the complementary filter is
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Trial Roll (φ̂) Pitch (θ̂) Yaw (ψ̂)

1 Low
STA

without
bias estimation 0.9722◦ 1.4793◦ 1.0895◦

with
bias estimation 0.9863◦ 1.5734◦ 1.0777◦

2 Moderate
STA

without
bias estimation 1.2337◦ 2.5043◦ 2.7399◦

with
bias estimation 1.1123◦ 1.9120◦ 2.2068◦

3 High
STA

without
bias estimation 5.5601◦ 9.9807◦ 6.9118◦

with
bias estimation 30.8406◦ 28.8579◦ 56.8299◦

Table 5-7: The results for the three trials, when the bias estimation method from [31] is used. It
shows that the bias estimation method is helpful when low or moderate STA levels are expected.
During the forward lunge movement, which induced high levels of STA upon the accelerometer
measurements, the bias estimate became severely corrupted, which caused a significant decrease
in performance.

computationally efficient, making it an attractive research tool for prosthesis research.

Trial Roll (φ̂) Pitch (θ̂) Yaw (ψ̂)

1 Low
STA

Algorithm 4 0.9722◦ 1.4793◦ 1.0895◦

MEKF from [61] 1.5582◦ 1.4667◦ 1.1852◦

2 Moderate
STA

Algorithm 4 1.2337◦ 2.5043◦ 2.7399◦

MEKF from [61] 5.3134◦ 5.0609◦ 4.9964◦

3 High
STA

Algorithm 4 5.5601◦ 9.9807◦ 6.9118◦

MEKF from [61] 6.2792◦ 9.6570◦ 3.3983◦

Table 5-8: The comparison between the results that are obtained when our proposed method
is used versus the proposed MEKF approach from [61]. The values indicate that our proposed
method remains robust during the first two trials, while the method from [61] performs less well
when disturbances in the form of STA are introduced. When high levels of STA are introduced,
both algorithms have trouble regarding performance.
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Chapter 6

Discussion

In the introduction, we mentioned three options regarding the sensors to improve artificial
upper limb analysis further. In this section, we will discuss all significant findings per option
that have been created during this project and discuss the meaning behind those findings
consecutively. After this, we will cover how our findings relate to the work of others, where
we will discuss similarities and differences. At last, we will discuss the limitations of our
findings.

• Extract more information within state-of-the-art methods that require an accelerometer.

The first extensions to enhance prostheses evaluation and research were created in Chapter 3,
here we showed how to create a tilt estimation algorithm with only the use of an accelerometer.
During the numerical simulations and real-world experiments, we found that when the sensor
is only rotated, and no external linear accelerations are exerted upon the accelerometer, the
tilt estimation algorithm works well. We also found that when external linear accelerations
are exerted upon the accelerometer, the assumed measurement model is violated, and the tilt
estimation algorithm becomes unreliable. This entails that accelerometer-only tilt estimation
is not suitable for prosthesis research.

Another extension that we created stems from the desire to bypass the use of activity counts
(AC) from ActiGraph, which are used in [16]. We developed a new method to create a vector
magnitude (VM) by looking at the length of the gravity and accelerometer measurement
vector. We also introduced a novel scoring system that allows us to observe what type of
intensity is used while a movement is performed. From the VM and scoring system, we were
able to create histograms to indicate the level of contribution per arm and spiral plots, where
we chose to plot two spiral plots in one figure. Because of this, we created a new way to
observe what type of movement is conducted by the arms, while at the same time enabling
us to observe the intensity of the movement.

A limitation of the new method for creating VM is the choice regarding the standard devi-
ation bounds that we use. We saw that when low bounds are used, we can obtain accurate
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classifications for bilateral use, but practical difficulties regarding the classification when both
arms are at rest occur. When a higher bound was chosen, we observed accurate classification
for the situation where both arms are at rest, but experienced difficulties for the classification
of bilateral and unilateral movement.

• Add different sensors in the form of a gyroscope, which will translate to using an Inertial
Measurement Unit (IMU) instead of only using an accelerometer.

Extending the existing approach with a gyroscope opened up possibilities to use Sensor Fusion
(SF) algorithms to estimate the inclination accurately. Based on the proposed algorithm
from [24], we created an extension for prosthesis evaluation and research, which allowed for
inclination estimation that remained accurate despite assumed measurement model violations
and accelerometer outliers. We showed that our findings corresponded with the ones obtained
in [24] and determined that inclination estimation via Algorithm 3 is deemed as a suitable
extension for prosthesis research.

We also created a new method for the creation of VM from gyroscope measurements and
a corresponding scoring system that can indicate the intensity of movement. This gives
prosthesis researchers an additional option to choose from and therefore removes a particular
part of the limitations regarding prosthesis research that currently exists. Similar to the
accelerometer method, we found the same limitations and problems when we created the VM
and activity scores with the gyroscope measurements. By increasing the bound’s value, we
can classify the moments when both arms are at rest more accurately but lose the capability to
classify bilateral movement accurately. This results in an increase in the wrong classification
of unilateral movement and both arms at rest. By decreasing the value of the bounds, the
opposite occurs; when the value of the bounds is decreased, we increase the accuracy in
classifying bilateral movement correctly but lose accuracy in classifying both arms at rest
correctly. This causes a trade-off between the choice of the bound’s value for the classification
of movement.

• Adding multiple sensors, whereby several Inertial Measurement Units (IMUs) are used
to extract information for upper limb analyses.

Our last extension uses two IMUs placed upon two adjacent segments connected via a spherical
joint. Our algorithm integrates gyroscope data and corrects the resulting joint kinematics for
integration drift using shared information in the accelerometer and gyroscope measurements
of sensors placed on connecting segments, using a complementary filter. The complementary
filter can efficiently process large quantities of data, opening up for online use and use in a
non-clinical environment. Before testing our proposed complementary filter, we thoroughly
tested two methods to estimate the distance from the joint center (jc) to the IMU. The first
method is from [52], which uses a Gauss-Newton algorithm to minimize a sum of squared
errors cost function. The second method is from [40], which minimizes the sum of absolute
errors. The optimization method that we chose, to minimize the sum of absolute errors
objective function, was a backtracking line search in gradient descent in combination with
stopping criteria, such that the algorithm would stop iterating if the decrease in the cost
function would be smaller than 0.1%. We tested both methods and found that when the
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approximation of the angular acceleration is not low-pass filtered, the estimation results will
become inaccurate, similar to [52] we tested the estimation algorithms with an additional
low-pass filter on the approximation of the angular acceleration. After this, we observed
that the results for both methods became better, but were still inaccurate. This had to do
with the high levels of simulated gyroscopic noise. We discovered that with a low-pass filter
on the gyroscope measurement signal, we were able to overcome the problems regarding the
accuracy and hence obtained an accurate estimation of the distance vector. When additional
accelerometer outliers were added, the distance vector’s estimates became unreliable when
the first method from [52] was used, while the method from [40] showed promising robustness
properties. We also tested the second method against low, moderate, and high levels of
Soft-Tissue-Artifacts (STA), which is a common disturbance that can occur during prosthesis
research. After testing, we found that the method remained reliable until high levels of STA
were introduced. Hence, we found that this method should be used for prostheses evaluation
and research when relative sensor orientations want to be estimated.

After testing the two methods to obtain the distance vector, we tested our proposed filter
numerically and experimentally. Our simulations showed that the algorithm remains robust
against common real-world disturbances, among which are accelerometer outliers, and dif-
ferent levels of STA. We observed a clear degradation in performance when high levels of
STA were induced upon the accelerometer. We also introduced a gyroscope bias estimation
algorithm from [31], which we extended for a double sensor system. Again, we observed that
when high levels of STA occurred, the bias estimation algorithm became unreliable. After
this, the use of a varying value for β was tested. Two situations were created, where the first
contains moments when no movement occurs, which is a violation of the assumed measure-
ment model, and the second is when high levels of STA periodically occur. The value for β
was lowered whenever no movement occurred, and we saw an increase in accuracy compared
to when a fixed value for β was used. For the second occasion, where we lowered the value of
β when high levels of STA occurred, a small increase in accuracy was observed, the increase
is small due to both signals from the IMU being corrupted. The gyroscope measurements are
corrupted by high noise levels, while the accelerometer measurements are corrupted severely
by the high levels of STA.

During the experimental results, we were able to test our proposed method versus the
Multiplicative Extended Kalman Filter (MEKF) method that is proposed in [61]. We tested
both methods during three trials, where each trial contained an increasing amount of STA
levels. We observed that during the trials where low and moderate levels of STA occur,
our complimentary filter remained robust and performed more accurately than the proposed
MEKF of [61]. When high levels of STA occurred, both estimation methods could not cre-
ate an accurate relative sensor orientation estimate. Our proposed method is deemed as a
suitable extension for prosthesis research to estimate the relative sensor orientation.
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Chapter 7

Conclusion

In this work, we present several extensions that can be used to enhance prostheses’ evalua-
tion and research. The starting point was the analysis of the high rejection rates regarding
prostheses’ use, which led to the increased importance of assessing the amputees’ use of the
prosthesis. We found that there was potential for improving and further enhancing the devel-
opment of prosthesis evaluation and research methods. Hence, we formulated three scenario’s
that could serve as possible directions for prostheses research enhancement. We created a
single sensor case and a double sensor case. The single sensor case, which could be further
distinguished into two parts: one where only an accelerometer is used and the case where
an additional gyroscope is used. The double sensor case was defined as having two Inertial
Measurement Units (IMUs) per arm, where one is placed upon the wrist and the other upon
the upper arm.
Extensions for the first case, which only concerned the use of an accelerometer, were shown
in Chapter 3. Here we showed how Sensor Fusion (SF) might aid in the analysis of the upper
limb, but we also showed and discussed limitations regarding the created extension. The
extensions were split up into two parts; the extension to create an estimate for the sensor’s
inclination in the form of a unit-quaternion, and an extension to bypass the use of activity
counts (AC) from ActiGraph. We can answer the following research question that was posed
at the beginning of the introductory chapter due to our findings.

• How can we extract more information within state-of-the-art methods?
We attempted to extract more information with an accelerometer-only approach in
two ways. The first was the tilt estimation algorithm presented in Algorithm 2 in
Chapter 3, where we showed that we could create a correct tilt estimate only when
the sensor is rotated, and no external accelerations are induced upon the accelerometer.
External accelerations create violations in the assumed measurement model, which leads
to considerable errors. Hence, tilt estimation with an accelerometer-only scenario is not
a possible extension for prostheses research and evaluation.
The second attempt to extract more information from state-of-the-art methods draws
inspiration from [29] to create a novel method, from which we can create a vector
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magnitude (VM) from the accelerometer measurements. Simultaneously we created a
new scoring system, which can be used as an extension within state-of-the-art methods.
It should be noted that there is a limitation regarding this method, which consists of
the standard deviation bounds that can cause the wrong classification of a certain type
of movement.

In Chapter 4, we treat the extensions for the second case, where an additional gyroscope can
be used. An additional gyroscope opens up possibilities to use more advanced SF techniques
to acquire the sensor’s inclination. Additionally, we observed that the tools from [16] and the
tools created in Section 3-4 are limited since they only treat linear movement. With those
methods, the acceleration is analyzed while ignoring all rotational movements. In Chapter
4, the extension for the Activity Scoring System is created where we include information of
the rotational velocity from the arms. From the information obtained in Chapter 4, we can
answer the following question.

• How can we enhance prostheses evaluation when we add different sensors?
When different sensors were added in the form of an additional gyroscope, we were able
to create a magnetometer free tilt estimation using the proposed algorithm from [24].
This algorithm, which is shown in Algorithm 3 remains robust during violations of the
assumed measurement model, high levels of gyroscope noise, and accelerometer outliers.
Therefore, Algorithm 3 is deemed suitable as a tool to enhance existing prosthesis
research and evaluation.
Additionally, we were able to create a new form of VM with a corresponding scoring
system, which considers the rotational velocity and, thus, rotational movement, instead
of linear movement. The limitations of this method consist of the bounds that are
created from the standard deviations. When the bounds are low, the bilateral movement
classification is done accurately, but the classification of both arms at rest is done
consistently incorrect. When the bounds are increased in value, the bilateral movement
classification is done inaccurate, while the classification for both arms at rests is done
accurately.

In Chapter 5, we present a novel algorithm for the estimation of the relative sensor orientation.
IMUs can be attached to body segments, and their absolute orientations can be estimated.
However, the heading part of such orientation estimates is known to drift over time, resulting
in drifting joint kinematics. Chapter 5, described a novel joint kinematic estimation method
that incorporates the connection between adjacent segments within a SF algorithm that
remains accurate in the vicinity of common real-world disturbances. Our algorithm integrates
gyroscope data and corrects the resulting joint kinematics for integration drift using shared
information in the accelerometer and gyroscope measurements of sensors placed on connecting
segments, using a complementary filter. The complementary filter can efficiently process
large quantities of data, opening up possibilities for real-time usage and use in a non-clinical
environment. Due to our findings in Chapter 5, we can answer the following research question.

• How can we enhance prostheses evaluation when we add more different type
of sensors?
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Prosthesis evaluation can be enhanced by creating a novel method to estimate the rel-
ative sensor orientation, which is robust and computationally efficient. This is done by
using the constraints imposed by the human body itself in the form of rigidly connected
segments, accompanied by a complementary filter. We were able to create an accu-
rate estimation for the relative sensor orientation between the two sensors. Therefore,
it could be concluded that this method would work if the sensors were placed on the
wrist and upper arm. We have proven that this method is robust against high levels
of gyroscopic noise, accelerometer outliers, and up to moderate levels of Soft-Tissue-
Artifacts (STA). What we did find is that when too much STA occurs, the estimation
algorithm is not able to perform a correct estimation anymore and thus becomes un-
reliable. We tested our proposed method versus the Multiplicative Extended Kalman
Filter (MEKF) method proposed in [61] and showed that our estimation algorithm per-
forms better in the vicinity of low and moderate levels of STA. Therefore, our proposed
approach is deemed suitable as another extension to existing prosthesis evaluation and
research methods.

To answer our first research question, which served as the fundamental question during this
whole thesis project, we were required to develop several different methods, techniques, and
strategies to extract new clinically relevant information that can be used in prosthesis eval-
uation and research. Because we answered the three previous questions accordingly, we can
answer our main question for this research.

• What is the best way to enhance the analyses of upper limb prostheses? In
this research, we found that the best way to enhance upper limb prostheses’ analyses
is to start incorporating gyroscopes into the research process. This can either be in
the form of the single sensor case, where the participant wears an Inertial Measurement
Unit (IMU) around each wrist, or the double sensor system, where the participant is
required to wear two IMUs per arm, one on each wrist and one on each upper arm. The
additional gyroscope will allow us to use one of the many SF techniques, as discussed in
this report. All methods are created such that large quantities of data can be processed
in a computationally efficient way.

A recommendation for future studies could be to look at the current state of affairs regarding
the classification for when a VM is classified as zero. As seen in Chapter 3 and 4, a bound
that consists of a number of standard deviations is currently used, but we experienced that
this will lead to a trade-off between accuracy in the classification of bilateral movement and
movements when both arms are at rest. Another recommendation for future studies is to
research the effects of high levels of STA, and even more important, how to create some form
of robustness against it. A third recommendation would be to create a specif estimation
algorithm for the Self Grasping Hand (SGH), because of the clicking noise, which the SGH
creates when it is closed, it might be possible to detect how many clicks are performed. We
know that a certain amount of clicks correspond to a fixed position that the hand is in. With
this new information, we might be able to estimate the hand’s relative sensor orientation
with respect to the IMU that is placed upon the wrist without using a sensor on the hand
itself. We would also like to recommend future studies to explore the benefits of a varying
value for β; in this research, we only showed two occasions for which we showed the results
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of having a dynamic value for β. During the occasion when high levels of STA periodically
occurred, we only observed a minimal increase regarding accuracy. Therefore, this should
be explored further. Our final recommendation for future studies would be to create more
experimental data-sets to test Algorithm 4 more extensively. Due to the Covid-19 virus, we
could not create data-sets of ourselves, and therefore only used three experimental data sets,
which were granted by MSc. I. Weygers. In Appendix A, a draft version of a paper is shown,
which discusses the main concepts behind Chapter 5. For our final paper, we will most likely
create more experimental data.
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Draft Paper

The work presented in this thesis has lead to a first draft of a paper, this paper presents the
concepts and ideas of the proposed complementary filter from Chapter 5.
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Fast relative sensor orientation estimation in the vicinity of real-world
disturbances

Evan Remmerswaal1, Ive Weygers2, Gerwin Smit3 and Manon Kok1,

Abstract— We present a novel algorithm for the estimation of
the relative sensor orientation. Inertial measurement units can
be attached to body segments, and their absolute orientations
can be estimated. However, the heading part of such orientation
estimates is known to drift over time, resulting in drifting
joint kinematics. This study proposes a novel joint kinematic
estimation method that incorporates the connection between ad-
jacent segments within a sensor fusion algorithm that remains
accurate in the vicinity of common real-world disturbances. Our
algorithm integrates gyroscope data and corrects the resulting
joint kinematics for integration drift using shared information
in the accelerometer and gyroscope measurements of sensors
placed on connecting segments, using a complementary filter.
The complementary filter can efficiently process large quantities
of data, opening up possibilities for real-time usage and use in
a non-clinical environment.

I. INTRODUCTION

The capability to know joint kinematics in outside lab-
oratory environments is clinically relevant [1]. Body-worn
motion sensors are now used more often as a non-invasive,
objective, and accurate way to observe the movement of a
subject [2], [3]. These data-sets are mostly recorded over a
more extended period, e.g., one or two weeks [4]. Therefore,
capturing joint kinematics in a computationally efficient way
is sought after.

For the most basic orientation estimation, inertial sensor
fusion algorithms rely on the knowledge obtained from the
gyroscope, the accelerometer, and the magnetometer. In a
basic orientation estimation setup, the sensors only rotate and
will not translate. The accelerometers will then only measure
the local gravity vector since no linear acceleration is exerted
on the sensor [5]. From this measured gravity vector, it
is possible to deduce information about the inclination of
the sensor. Simultaneously, the magnetometer complements
the other inertial sensor measurements. This is because it
provides information about the heading of the sensor. In other
words, it provides information about the orientation around
the gravity vector, and this information cannot be deduced
from accelerometer measurements only. The magnetometer
can provide heading information all around the world except
at the magnetic poles since the magnetic field is vertical [5].
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The relative sensor orientation between two sensors on
adjacent segments, as seen in Fig. 1, could be obtained
from two correct absolute orientation estimates. The problem
with this method is that magnetic disturbances often occur
in an outside laboratory environment, which causes the
magnetic field to be mismeasured. The estimation of the
relative sensor orientation, while omitting the magnetometer
has been studied before. In [1], a novel joint kinematic es-
timation method is proposed, which tightly incorporates the
connection between adjacent segments within two different
approaches. Both an optimization-based smoothing and a
filtering approach were implemented to obtain drift-free joint
kinematics. The authors of [6] propose another optimization-
based solution that does not require a magnetometer to
be used. The method allows for the natural inclusion of
biomechanical constraints, handling nonlinearities, and using
all data to obtain the relative sensor orientation estimate.

Fig. 1: Relative sensor orientation between two Inertial
Measurement Units that are placed upon adjacent segments.

Although current methods allow for accurate relative sen-
sor orientation estimation, it is known that the optimization-
based methods inherently deal with high computational
complexity. Simultaneously, robustness against disturbances
that commonly occur during joint kinematic estimation can
cause the estimation algorithm’s accuracy to decrease rapidly.
This was already shown in [7], where the effect of Soft-
Tissue-Artifacts (STA) was explored. The STA is a common
disturbance that arises because human body segments are
non-rigid. The sensors are placed on soft tissue, which
can lead to the violation of the assumption that the sensor
position with respect to the joint is fixed at all times. These
types of disturbances are known as Soft Tissue-Artifacts
(STA) [8]. Another form of outliers that should be taken into
account is accelerometer outliers. In the real world, these can



be caused by the sensor or the body that the sensor is placed
upon banging or ticking against a hard surface; this will then
cause a spike in the accelerometer measurement.

In this paper, we present a novel algorithm, in the form of
a complementary filter, that can compute joint kinematics
without using a magnetometer, which is computationally
efficient. This type of algorithm is known to be robust against
outliers, and we also study and explore its robustness against
STA [9].

II. SENSOR MODELING

We are interested in estimating the relative sensor ori-
entation of two sensors, which are placed upon adjacent
segments. To this end, we will estimate the orientation of
each sensor. We will use the angular velocity to provide
information about the change in orientation and use joint
kinematic constraints to remove drift in the relative sensor
orientation. These joint kinematic constraints can come from
two consecutive segments of a human body that can be mod-
eled as two adjacent rigid segments, which are connected via
a spherical joint [1]. Spherical joints allow for no restriction
regarding rotational Degrees of Freedom (DoF) and thus
allow for rotational movement in all directions. Hence in
our model, each segment consists of an Inertial Measurement
Unit (IMU) with a corresponding sensor coordinate frame,
which we denote as Si, with index i (where i = 1, 2). The
sensor coordinate frame has its origin lay at the center of
the accelerometer triad, which is aligned with its casing.
We model the measurements of the gyroscope at each time
instance t as

ySi
ω,t = ωSi

t + eSi
ω,t, (1)

where ωSi
t denotes the angular velocity of the sensor and

eSi
ω,t the measurement noise of the i-th. Here eSi

ω,t is a zero-
mean Gaussian noise, distributed as N (0,Σω). It should be
noted that (1) can be optionally expanded with a gyroscope
bias.

For the accelerometer measurement model, we assume
that the accelerometer measures a gravity gG component,
accompanied by an additional linear acceleration of aG. Here
the superscript G denotes the local geographic frame in
which we want to navigate. The accelerometer measurements
ySi
a,t are hence modeled as

ySi
a,t = R

(
qSiG
t

) (
aG − gG

)
+ eSi

a,t. (2)

We choose to represent the orientation at time t by a
unit-quaternion denoted as qGSi

t . Here the superscript GSi
denotes that the quaternion represents a rotation from the i-th
sensor frame to the global frame. The operation R

(
qGSi
t

)

converts the unit-quaternion to a rotation matrix, describing
a similar rotation. Rotation matrices are square matrices,
with real entries. More specifically they can be characterized
as an orthogonal matrix with determinant equal to one.
Hence, the inverse operation in (2) is given by R

(
qGSi
t

)
=

(
R
(
qSiG
t

))>
. Furthermore, we assume that ySi

a,t in (2) has

unit norm and gG = [0 0 1]
>.

III. JOINT KINEMATIC MODELING

We know that a common point that serves as the intersec-
tion between two rigid body segments, named the joint center
(jc), should have a common expression for its acceleration
aGjc,t. Due to the measurement noises and model inaccuracies,
errors arise in the rotation from the first and second sensor
frame to the global frame. Hence, the difference in the
acceleration of the jc will have an induced error as

RGS1
t aS1

jc,t = RGS2
t aS2

jc,t + elink,t. (3)

Here, elink,t ∼ N (0,Σlink ) and the jc acceleration in both
the first and second sensor frame are calculated by utilizing
the accelerometer measurement ySi

a,t at a distance from the
IMU to the jc by using CSi

t as

aSi

jc,t = ySi
a,t − CSi

t r
Si
i ,

CSi
t =

[
ySi
ω,t×

]2
+
[
ẏSi
ω,t×

]
.

(4)

The [ · ×] represent a cross-product matrix and ẏSi
ω,t denotes

the angular acceleration of the i-th sensor at time t. The
vectors r1 and r2 display the distance from the IMU to the
jc.

IV. ESTIMATING THE RELATIVE SENSOR ORIENTATION
WITH A COMPLEMENTARY FILTER

We update both orientations qGS1
t and qGS2

t together,
which allows us to compensate for drift in the relative sensor
orientation qS1S2

t . This can be done by utilizing common
information present in the gyroscope and accelerometer
measurements of two adjacent IMU.

To estimate the orientation, only the integration of the
gyroscope measurement is required since the angular velocity
is the derivative of the orientation; hence direct integration
would lead to an orientation estimate, which we denote as
qGSi
ω . This would indeed be correct if the initial orientation

would be known, and if a perfect measurement model would
exist. However, this is never the case because the gyroscope
measurements contain bias and noise. The bias and noise
create a less accurate measurement; they also inhibit anyone
from obtaining the correct absolute orientation by just plainly
integrating the measured angular velocity. If one would
directly integrate the gyroscope measurement, drift will occur
due to integrating the noise and bias [5]. This entails that
orientation estimates and relative orientation estimate qS1S2

ω,t ,
from the gyroscope, are accurate on a short time scale but
will drift over a longer time horizon. To overcome drift in the
relative orientation, we can create an orientation estimate that
contains information about the joint kinematics, which we
denote as qGSi

jc . This relative orientation estimate, denoted
by qS1S2

jc,t , will, unlike qS1S2
ω,t , not drift and is accurate on

a long time scale, although it is more noisy. The accuracy
property of the gyroscope estimate on a short time scale and



the non-drifting property of the joint kinematics estimate can
be combined by using a complementary filter in which qGSi

jc

is low-pass filtered and qGSi
ω is high-pass filtered as

Q̂GSi(s) = G(s)QGSi
jc (s) + (1−G(s))QGSi

ω (s), (5)

where s denotes the Laplace variable. The transfer function
G(s), denotes a first-order low-pass filter as G(s) = 1

as+1 ,
where a is the filter time-constant and QGSi(s) represents
the orientation qGSi in the Laplace domain. The resulting
filtered orientation q̂GSi , is obtained via discretizing (5) using
backward Euler [9] and is given as

q̂GSi
t = (1− γt) qGSi

jc,t + γt q
GSi
ω,t ,

= (1− γt) qGSi
jc,t + γt

(
q̂GSi
t−1 + TωSi

q,t

)
,

(6)

where T denotes the sampling time, yt = a
a+T and ωSi

q,t

represents the angular velocity expressed in terms of a
quaternion of the i-th sensor. The use of the complementary
filter in this fashion was already done in [9], the novelty
in this work lies in the use of two sensors in combination
with joint kinematic constraints. Observing (6) it should be
noted that q̂GSi

t does not represent a valid rotation due to
the quaternion is no longer of unit length. Later on, it will
become clear that the deviation in length of this quaternion
is small due to the high-frequency rates of the sensors.

A. Orientation from gyroscope measurements

Similar to [9], we require the orientation from gyroscope
measurements. This is done by utilizing an Euler discretiza-
tion and assuming that there is a constant angular velocity
between two time-samples, the dynamics of the orientation
can be expressed in terms of the sampling time and the
angular velocity as [5]

qGSi
t = qGSi

t−1 � expq

(
T

2
ySi
ω,t

)
,

≈ qGSi
t−1 +

T

2
S
(
qGSi
t−1

)
ySi
ω,t,

(7)

where � denotes the quaternion product and expq denotes
the quaternion version of the vector defined as

expq(y) =
[
cosα v> sinα

]>
,

α = ‖y‖2, v =
y

α

(8)

Furthermore, for q = [q0 q1 q2 q3]
>

=
[
q0 q>v

]>
,

S(q) =

(
−qv

q0I3 − [qv×]

)
(9)

where I3 denotes a 3 × 3 identity matrix. By observing (6)
and (7), we have that the angular velocity is expressed in
terms of a quaternion as

ωSi
q,t =

1

2
S
(
q̂GSi
t−1

)
ySi
ω,t (10)

B. Orientation from joint kinematics

With the help of (3), the estimation of the orientation
from the joint kinematics can be obtained by minimizing
the following objective function, with ηt =

[
η>S1,t

η>S2,t

]>
as

min
ηt

V (ηt) = min
ηt

1

2

∥∥∥R
(
q̃GS1
t

)
(I3 + [ηS1,t×]) aS1

jc,t

−R
(
qGS2
t

)
(I3 + [ηS2,t×]) aS2

jc,t

∥∥∥
2

2
,

(11)

where ‖ · ‖2 denotes the two-norm. Inspired by [9], in (11),
we use (3) but write the orientation in terms of a linearization
point and an associated deviation instead of using unit-
quaternions as

R
(
qGSi
t

)
= R

(
q̃GSi
t

)
expR (ηSi,t) (12a)

expR (ηSi,t) = I3 + sinα[v×] + (1− cosα)[v×]2

≈ I3 + [ηSi,t×]
(12b)

where the approximation in (12b) assumes small ηSi,t. By
rewriting the problem in this fashion, we can optimize
over an orientation deviation in terms of a rotation vector,
rather than using a unit-quaternion. Therefore we avoid
issues regarding quaternion normalization. As an additional
consequence of using orientation deviation states instead of
a unit-quaternion, the length of the optimization variables is
reduced from four to three.

Like [10], [11] we solve the objective function of (11)
in a single gradient descent iteration, instead of solving the
problem for each time step. The benefit of doing a single
gradient descent iteration, is the decrease in computational
time and because of the high sampling frequency of the
sensors, the corrections that need to be made are typically
minor and the estimates will converge over time. Linearising
V (ηt) from (11) around q̃GSi

t = q̂GSi
t−1 and ηt = [0 0]

>

using (12b), the gradient descent steps is given by

η̂t = −µt∇V (ηt) (13a)

∇V (ηt) =

(
−R

(
q̂GS1
t−1

)[ [
aS1
jc,t×

]
03

]

+R
(
q̂GS2
t−1

)[
03

[
aS2
jc,t×

] ])>

(
R
(
q̂GS1
t−1

)
aS1

jc,t −R
(
q̂GS2
t−1

)
aS2

jc,t

)
(13b)

where µt is the gradient descent step length. The estimate
ηt can subsequently be used to compute qGSi

jc,t from (6) as

qGSi
jc,t = qGSi

t−1 � expq

(
1

2
η̂Si,t

)

≈ qGSi
t−1 +

1

2
S
(
qGSi
t−1

)
η̂Si,t

(14)



C. Resulting algorithm

Inserting (14) and (10) in (6) as

q̂GSi
t =q̂GSi

t−1 +
1

2
S
(
q̂GSi
t−1

)(
γtTy

Si
ω,t

−µt (1− γt)∇V (ηt))
(15)

The only thing that is left is choosing the values for γt
and µt. When the estimation mainly relies on the integration
of the gyroscope measurement and uses the accelerometer
measurements to correct for integration drift one typically
chooses γt ≈ 1 [10], [11]. Here, the scaling factor for
the gradient descent direction, µt (1− γt), is chosen to be

βT
‖∇V (ηt)‖ . This is done to enhance the algorithm’s robustness
against measurement model imperfections. The choice of
β depends on the amount of drift that is to be expected
from the gyroscope measurement integration. When the noise
is assumed to be eω,t ∼ N

(
0, σ2

ω

)
. Integration of the

gyroscope measurements in one dimension results in an
integration drift distributed as Teω,t ∼ N

(
0, T 2σ2

ω

)
[9].

It is known that the gyroscope measurement is a three-
dimensional vector, the standard deviation of the integration
drift for the unit quaternion is then given by

√
3σωT [9].

This is a good choice for βT . The resulting filter equation
with q̂GSi

t is as

q̂GSi
t ≈ q̂GSi

t−1 +
T

2
S
(
q̂GSi
t−1

)
ω̂Si
t , (16)

with

ω̂Si
t = ySi

ω,t − β
∇V (ηSi,t)

‖∇V (ηSi,t)‖
. (17)

Then the relative orientation can be computed as

q̂S1S2
t =

(
q̂GS1
t

)c
� q̂GS2

t , (18)

where the superscript c denotes the unit-quaternion conju-
gate, the final algorithm for the orientation estimation by
using a complementary filter is given in Algorithm 1. After
this, (18) can be used to obtain the relative sensor orientation.

V. NUMERICAL SIMULATION

To validate our algorithm’s workings, we perform several
numerical simulations in which we can adapt and test the al-
gorithm thoroughly. The data-set will contain the simulation
of two distinct IMU. Both of these IMU have their angular
velocities; to simulate the angular velocity measurement, we
require a rotational speed. Here a the rotational speed of
sin
(

π
100T t

)
rad/s will be assigned to IMU number one and

− sin
(

π
100T t

)
rad/s to number two. This entails that both

IMU rotates in the opposite direction of each other. This
rotational speed is chosen, because the maximal rotational
speed would then be one radiant per second, e.g., ≈ 57.3◦

per second, which is in the range of human-like movement.
One cycle will take 800 samples, e.g., 80 seconds since the
sampling frequency is set equal to 10 Hz. The first 200
samples the simulated IMU will not rotate, after not rotating
for 200 samples the IMU will start with rotating around the

Algorithm 1 Sensor orientation estimation using an Com-
plementary Filter with orientation deviation states

Input: Gyroscope & Accelerometer measurement ySi
ω,ty

Si
a,t,

Initial Orientation q̂GSi
1 , distance from IMU to jc r1 & r2,

tuning parameter β and sampling time T .
Output: Orientation estimate q̂GSi

t .
1: Compute the gradient at time t

∇V (ηt) =

(
−R

(
q̂GS1
t−1

)[ [
aS1
jc,t×

]
03

]

+R
(
q̂GS2
t−1

)[
03

[
aS2
jc,t×

] ])>

(
R
(
q̂GS1
t−1

)
aS1

jc,t −R
(
q̂GS2
t−1

)
aS2

jc,t

)
(19)

with ySi
a,t and q̂GSi

t−1
2: Obtain the updated orientation

q̂GSi
t ≈ q̂GSi

t−1 +
T

2
S
(
q̂GSi
t−1

)
ω̂t, (20)

with ω̂t and S
(
q̂GSt−1

)
as defined in (17) and (9)

respectively.

x-axis with the rotational speed as mentioned above, after
this, the IMU will stop rotating in the x direction and move
on by rotating for 200 samples in the y direction. The last 200
samples will be spent rotating around the z axis; after this,
the cycle will be repeated until 8000 samples are reached,
i.e., ten full cycles.

From this we can easily create a derivative which is
the angular acceleration. For IMU number one this will
be π

100T cos
(

π
100T t

)
rad/s2 and − π

100T cos
(

π
100T t

)
rad/s2

for the second IMU. The IMU also requires accelerometer
measurements, these can be constructed by deconstructing
(4). We first create the joint acceleration as a random signal
between 10 and -10 and rotate it, such that the signal is in
the first sensor frame. Together with the angular velocity,
angular acceleration, and the distance to the jc we are able
to create an acceleration signal for IMU one. This exact same
deconstruction can be applied to the second IMU to obtain
the acceleration signal for IMU two. The distances to the jc
are chosen to be r1 = [1 0 0]

> and r2 = [−1 0 0]
>.

After this, simulated noise is added, where eω,t ∼ N (0,Σω)
and ea,t ∼ N (0,Σa) with σω = 5π

180 rad/s and σa =
− g

100 m/s2. During each simulation the angular acceleration
is required for the calculation of the joint acceleration, this
done via a five-point stencil [12].

A. Gaussian noise with known characteristics

Inspired by [9], our first simulation considers a situation
where we have prior knowledge over the noise covariance
matrices and initial orientation. The parameter β is chosen
as explained in Section IV-C. As shown in Table I, desirable
value for the Root Mean Squared Error (RMSE) in all
three directions is obtained. This entails that the algorithm
performs well when no additional disturbances are added.



B. Accelerometer model inaccuracies

In the real world, accelerometer outliers can be caused
by the IMU or the body that the IMU is placed upon
banging or ticking against a hard surface. An example of this
would be that when the IMU is placed on the wrist of an
arm, and the participant bumps into something with his/her
arm. This will generate a spike in the accelerometer signal,
which can be categorized as an accelerometer outlier. In the
second simulation, we simulated these types of outliers to
test the robustness of Algorithm 1. The outliers are created
by replacing a percentage of the normalized accelerometer
data with outliers. The outliers are chosen to be sampled
from a Gaussian distribution with a covariance equal to an
identity matrix. In this example, we choose to replace 5%
of the normalized accelerometer data, as was similarly done
in [9]. As shown in Table I, the outliers have little influence
regarding the performance of the estimation algorithm.

C. Soft-Tissue Artifacts

Outliers that occur during banging or ticking against
a hard surface are not the only type of disturbance that
frequently occurs when performing evaluations that require
the IMU to be worn on the human body. STA may occur
due violations in the assumption that the sensor’s position
with respect to the jc is fixed at all times since the surface
on which the sensors are placed can move to some degree.
The STA can be simulated as an additive disturbance to the
acceleration measurements as a linear combination of the
angular acceleration measurements as [13]

da = Hω̇ (21)

Here the matrix H is a 3 × 3 matrix containing the STA
model parameters. During real-world setups and testing, the
elements of H will depend on multiple factors, i.e., sensor
placement and the participant’s physiology [13]. Similar to
[13], we choose element of H to be randomized as a zero-
mean Gaussian distribution, where the σda = 0.018

π m/rad,
which equals 0.057 m/rad.

The maximal value for the STA, with a standard devi-
ation as mentioned above, is around 4 · 10−3 m/s2 if we
apply an acceleration of this magnitude to a sensor, then
the displacement after 10−1 seconds would be roughly 40
µm, this is a rather small value but will serve as a good
approximation for low values of simulated STA. As can be
seen in Table I, the algorithm is able to reject the disturbances
induced by low values of STA consistently. By changing the
standard deviation used in our H matrix, we can simulate
both moderate and high STA levels. A good approximation
for moderate levels of STA is chosen to be σda = 1.8

π m/rad,
which roughly translate to a maximum displacement of 0.4
cm after 10−1 seconds. For high levels of STA we choose a
STA standard deviation of σda = 18

π m/rad, which translates
to a maximum displacement of 4 cm after 10−1 seconds.
Table I, shows that the estimation algorithm is robust for low
and moderate values of STA, and is not capable of rejecting
high levels of STA.

D. Wrong initial orientation

We want to see if the algorithm presented in Algo-
rithm 1 can converge while a wrong initial orientation is
given, and the measurements are subjected to noise, outliers,
and moderate STA. The wrong initial orientation can be
chosen arbitrarily, we chose a fixed wrong initial orienta-
tion as [81.87◦ − 19.47◦ 135.00◦] for sensor one and
[135.00◦ 19.47◦ 98.13◦] for sensor two. In Fig. 2 we
show the estimation error for the first 200 samples of 100
Monte Carlo simulations with the mean and a shaded area,
which corresponds to three standard deviations. This allows
us to capture 99.73 % of all the data created during this
simulation.

Mean Error for Roll and Pitch angles
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Fig. 2: Estimation error for the first 200 samples of 100
Monte Carlo simulations with a fixed wrong initial orien-
tation as 81.87◦, −19.47◦ and 135.00◦ for the roll, pitch
and yaw of sensor one respectively and 135.00◦, 19.47◦ and
98.13◦ for the roll, pitch and yaw of sensor two respectively.

We observe an clear convergence towards zero, but once
it has reached convergence around zero, the estimation error
starts to fluctuate around zero. This is due to the noise, the
accelerometer outliers and the STA that we have induced
on the simulated IMU. From the combined results obtained
above, we can conclude that the relative orientation estima-
tion algorithm presented in Algorithm 1 is robust against
noise, outliers, low and moderate levels of STA.

VI. EXPERIMENTAL RESULTS

In this research project, we did not have access to an
optical reference system due to the Covid-19 virus. Luckily,
we were able to obtain optical reference data along with
corresponding IMU data from MSc. I. Weygers from the
KU Leuven, who is the author of [1]. We have acquired
three different data-sets where two are regular gait analyses,
and one data-set is of a participant performing a forward
lunge movement [14]. The IMU data-sets were obtained via
two MTw Awinda IMU from Xsens. The optical motion
analysis reference system consisted of 13 infrared cameras
(VICON Vero, Vicon Motion Systems Ltd). Both systems
were measured at a sample rate of 100 Hz. Hardware time
synchronization was used to capture inertial measurements
and marker trajectories simultaneously. For the experimental
results in [1], eleven healthy human participants with no
history of knee surgery before the testing participated in the
experiments conducted for [1]. For the experimental results
in this section, it should be noted that it is unknown from



Simulation number Roll (φ̂) Pitch (θ̂) Yaw (ψ̂)

1
Known noise,
variance and

initial orientation
1.2968◦ 1.2922◦ 1.2927◦

2
5% outliers
magnitude
N (0, I)

1.4147◦ 1.4091◦ 1.4151◦

3
Low STA

σda = 0.018
π

m/rad
1.4124◦ 1.4102◦ 1.4089◦

4
Moderate STA

σda = 1.8
π

m/rad
1.5397◦ 1.5412◦ 1.5366◦

5
High STA

σda = 18
π

m/rad
3.0062◦ 3.0056◦ 3.0065◦

TABLE I: Effects on the RMSE of the relative sensor orientation with a complementary filter per simulation.

which of the eleven participants we obtained the data. For
the first experiment, the IMU was attached latero-cranial
on the shank and on the lateral side at mid-distance on
the thigh via Velcro strips [1]. For the second and third
experiments, the sensors are placed more anterior, i.e., to
the front. This causes more movement of the sensor, and
thus higher levels of STA occur during these trials. Special
3-D printed cases were created that contain reflective marker
clusters, which could house the MTw Awinda sensor. This
allowed for simultaneously capturing data from the IMU as
well as data from the optical reference system. At the start
of each experiment, the participants were asked not to move
for five seconds. Subsequently, they were asked to perform
either the forward lunge movement or a walk. During the
first and second experiments, low and moderate STA levels
are observed, while in the third, high levels of STA are
observed, which is due to the movement of the muscle
during the forward lunge movement and the placement of
the sensors. To compare an orientation estimation obtained
via sensor measurement

(
q̂GS1
t , q̂GS2

t

)
to the orientation

obtained via the optical reference system
(
qOM1
t , qOM2

t

)
,

the constant misalignment qM2S2 , and qM1S1 are estimated
from the relative orientation references qM1M2

t , and relative
orientation estimates q̂S1S2

t , with the objective function, as

qS1M1 � qM1M2
t � qM2S2 ≈ qS1G

t � qGO � qOG � qGS2
t ,

qM1M2
t � qM2S2 ≈ qM1S1 � qS1S2

t .
(22)

Together with the data-sets that were granted, we also ob-
tained the results per data-set when the proposed Multiplica-
tive Extended Kalman Filter (MEKF) method from [1] was
used. This allows us to compare our proposed method versus
the MEKF approach. In [1], the first five seconds are used to
empirically define the noise variance to create the covariance
matrices for the MEKF. The initial orientations were set to
[1 0 0 0]

> and the initial process clearance matrix was
set as a six by six identity matrix. The measurement noise
covariance matrix and the covariance matrix for the error
induced by the joint acceleration rotation were both set to be

a three by three identity matrix. The values for r1 and r2 were
estimated via the method presented in [15], which minimized
the sum of squared errors. We have approximately used the
first five seconds of each trial to obtain the gyroscope’s
covariance, from which we determine the values for β. We
found β = 1.72 · 10−1, β = 1.65 · 10−2 and β = 1.89 · 10−2

for the first, second and third trial respectively. The values for
r1 and r2 are estimated via [13], which minimizes the sum
of absolute errors. A useful property of this type of objective
function formulation is the robustness against outliers in the
data-set. The robustness is imposed since large residuals are
weighted by their absolute value and not by their squared
value in the objective function. With these parameters, the
results can be found in Table II. We observe that the MEKF
from [1] and our proposed complementary filter perform
about the same during the first experiment. It should be
noted that when no STA would occur, it is to be expected
that the MEKF from [1] would outperform our proposed
complementary filter. Since MEKF is known to be more
accurate in comparison to complementary filters. The RMSE
values in three directions are shown in Table II. During the
second trial, the sensors were placed more anterior before
performing the gait analyses, which causes moderate STA
levels to occur during this trial. We see in Table II that our
proposed algorithm can reject the disturbance in the form
of STA better than the proposed MEKF from [1], and thus
performs better. In the third and last trial, which contains
movement-data from a series of forward lunge motions, high
STA levels are present. The high levels of STA are reflected
in the results, as shown in Table II. We observe that both
our proposed complementary filter and the MEKF from [1]
cannot create a reliable relative sensor orientation estimate.
The decrease in performance was expected if we consider the
numerical simulations performed in Section V, here it was
already shown that when high levels of STA would occur, the
estimation of the relative sensor orientation would become
unreliable.



Trial Roll (φ̂) Pitch (θ̂) Yaw (ψ̂)

1 Low
STA

Algorithm 1 0.9722◦ 1.4793◦ 1.0895◦

MEKF from [1] 1.5582◦ 1.4667◦ 1.1852◦

2 Moderate
STA

Algorithm 1 1.2337◦ 2.5043◦ 2.7399◦

MEKF from [1] 5.3134◦ 5.0609◦ 4.9964◦

3 High
STA

Algorithm 1 5.5601◦ 9.9807◦ 6.9118◦

MEKF from [1] 6.2792◦ 9.6570◦ 3.3983◦

TABLE II: Results for Algorithm 1 versus the proposed
MEKF that is presented in [1]. We observe a difference in
performance for both methods. When low or moderate STA
levels occur, our proposed method remains accurate, while
the proposed MEKF from [1] becomes unreliable due to the
disturbances caused by STA.

We observe a clear degradation regarding the performance
of Algorithm 1, which is due to the increase in the levels of
STA experienced during each trial.

VII. CONCLUSIONS

By using the constraints imposed by the human body itself
in the form of rigidly connected segments, accompanied by
a complementary filter. We were able to create an accurate
estimation for the relative sensor orientation between the two
sensors placed on adjacent segments. We have proven that
this method is robust against high levels of gyroscope noise,
accelerometer outliers, and low and moderate STA levels. We
observed that when high levels of STA occur, the estimation
algorithm is not able to perform a correct estimation anymore
and thus becomes unreliable. Therefore, this could be a topic
for further research in the near future.
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test-retest reliability and long-term stability of magnetometer free
inertial sensor based 3d joint kinematics,” Sensors, vol. 18, no. 7,
p. 1980, 2018.

[8] A. Leardini, L. Chiari, U. Della Croce, and A. Cappozzo, “Human
movement analysis using stereophotogrammetry: Part 3. soft tissue
artifact assessment and compensation,” Gait & posture, vol. 21, no. 2,
pp. 212–225, 2005.

[9] M. Kok and T. B. Schön, “A fast and robust algorithm for orientation
estimation using inertial sensors,” IEEE Signal Processing Letters,
vol. 26, no. 11, pp. 1673–1677, 2019.

[10] S. Madgwick, “An efficient orientation filter for inertial and iner-
tial/magnetic sensor arrays,” Report x-io and University of Bristol
(UK), vol. 25, pp. 113–118, 2010.

[11] S. O. Madgwick, A. J. Harrison, and R. Vaidyanathan, “Estimation
of imu and marg orientation using a gradient descent algorithm,” in
2011 IEEE international conference on rehabilitation robotics. IEEE,
2011, pp. 1–7.

[12] T. Sauer, Numerical Analysis. Pearson, 2012, vol. 2.
[13] F. Olsson and K. Halvorsen, “Experimental evaluation of joint po-

sition estimation using inertial sensors,” in 2017 20th International
Conference on Information Fusion (Fusion). IEEE, 2017, pp. 1–8.

[14] H. De Vroey, F. Staes, I. Weygers, E. Vereecke, G. Van Damme,
H. Hallez, and K. Claeys, “Hip and knee kinematics of the forward
lunge one year after unicondylar and total knee arthroplasty,” Journal
of Electromyography and Kinesiology, vol. 48, pp. 24–30, 2019.

[15] T. Seel, T. Schauer, and J. Raisch, “Joint axis and position estimation
from inertial measurement data by exploiting kinematic constraints,” in
2012 IEEE International Conference on Control Applications. IEEE,
2012, pp. 45–49.



Appendix B

Different Prostheses and the
Self-Grasping Hand

There are currently several types of prostheses available; active, passive, and hybrid (com-
bination between active and passive) prostheses [38]. The active prostheses can be divided
into two main categories, myoelectric prostheses, and a body powered (BP) prostheses [53],
which can be seen in Figure B-1. The first is a prosthetic limb controlled by the rapidly rising
and falling of the membrane potential of the muscle membrane that is developed because of
the excitation of the central nervous system. A myoelectric prosthesis is thus based on the
principle that motions performed by a limb are preceded by currents in the muscle of that
specific limb [25]. The latter is an artificial limb whereby shoulder movement and movements
from the arm operate the device utilizing a shoulder harness and cable [37].

(a) BP prosthetic with hook and hand [42]. (b) The Michelangelo prosthetic hand [43].

Figure B-1: Two types of active prostheses; BP prosthesis and myoelectric prosthesis.

A passive prosthesis allows for no active movement of any of the joints and is considered
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102 Different Prostheses and the Self-Grasping Hand

the lightest device because they contain no motors and few mechanical systems [38]. Passive
prostheses can be divided into two categories, they can either be static or adjustable [30], and
are shown in Figure B-2. The static prostheses can not be moved at all, while the adjustable
prostheses feature an adjustable grasping mechanism or parts that can be adjusted to multiple
orientations, these adjustments are performed by the non-artificial upper limb [30]. Although
limited in their functionality, the passive prostheses are popular, since one out of three people
with a limb deficiency uses a passive type prosthesis [30].

(a) High-definition nonadjustable silicone cosmetic
upper limb prosthetic [47]

(b) A passive adjustable upper limb prosthesis [12]
from the 19-th century.

Figure B-2: Two types of passive prostheses; static prosthesis and adjustable prosthesis.

Although there is a wide variety in available prostheses, rejection rates of upper limb prosthe-
ses are high [6]. The percentage of amputees that do not actively wear and use his/her device
is estimated to be around 27% and the percentage of people that completely rejected the use
of an artificial limb is 20% [53, 6]. The cause of these high rejection rates stems from different
problems related to prostheses; e.g. pricing, life-like appearance, grip control, and weight [7].
Users of passive prosthetic hands have indicated that they experience functional difficulties
with the performance of pulling, gripping, holding, and releasing objects in activities of daily
living activities of daily living (ADLs) [30]. The static prostheses can hardly be improved
regarding functionality. Adjustable prostheses, however, provide a more fruitful perspective
when it comes to improvements. The first steps for improvement have already been taken. In

(a) The Self Grasping Hand (SGH) with cosmetic
glove [1] (b) The SGH without cosmetic glove [36]

Figure B-3: The SGH with and without cosmetic glove.
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[54] the SGH is presented, which can be seen in Figure B-3. The SGH is a passive prosthetic
hand that has articulating fingers and can perform the hook grip, power grip and pinch grip.
The gripping of objects is controlled via indirectly pushing an object to the hand, or directly
by pushing the prosthetic thumb against a fixed object [54]. The grip force of the SGH is
proportional to the applied push force applied by the amputee. When the amputee stops
exerting a push force, the grip force is locked and the object is being clutched. To release
the object, a button, which can be seen in Figure B-3b, has to be pushed after which the
object can be released by pushing the object slightly into the hand [54]. In recent research
the SGH was compared to other passive adjustable prostheses, it was found that activities
were performed 11% faster and required less user effort with the SGH and that the grasping
function of the SGH was used 54% more often [54].
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Appendix C

Parametizations

To understand the fundamentals of inertial Sensor Fusion (SF), it is first necessary to elab-
orate on the basics required to compute an orientation estimate successfully. Rotation ma-
trices, Euler angles, axis-angle representation, and unit quaternions are all key concepts for
representing rotations. Some of these parameterizations are not as intuitive in their use as
others. Therefore, a summary is given in this chapter. The different parameterizations and
their descriptions are ordered as follows. First, the rotation matrix description is given; af-
ter this, the Euler Angles are discussed, next to the axis-angle representation, and last, the
unit quaternions are presented. After this, we will discuss the interchangeable use of the
parameterizations and linearization. As of last, we will discuss Denavit-Hartenberg (DH)
transformation that is required for a kinematic chain model.

C-1 Rotation Matrices

In this study, only rotations in R3 are considered, and hence we only work with the special
orthogonal group SO(3). If we were to consider a rotation matrix R ∈ R3×3, it will entail the
following properties as specified in Eq. (C-4). To explain what a SO(3) is, it is first necessary
to correctly explain what a General Linear group is and what an Orthogonal group is.
If we consider the pair (Mn×n, ·), whereMn×n is defined as the set of all invertible matrices
and the product · is the regular matrix product. Then GL(R)n = (Mn×n, ·) is a group and is
referred to as an General Linear group. For the general linear group, letM be a 2× 2 matrix
as

M2×2 =
{

(a11, a12, a21, a22) ∈ R4 : a11a22 − a12a21 6= 0
}

(C-1)

and let the product be defined as

φ ((a11, a12, a21, a22) , (b11, b12, b21, b22)) :=
[
a11 a12
a21 a22

] [
b11 b12
b21 b22

]
= (a11b11 + a12b21, · · · ) .

(C-2)
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If we now again consider the rotation matrix R, The General Linear group can mathematically
be expressed as follows

GL(R)3 =
{
R ∈M3×3(R) : det(R) 6= 0

}
. (C-3a)

For a matrix to be part of the Orthogonal group O(3) an additional property is required, a
3× 3 orthogonal matrix has the property that RRT = RTR = I3

O(3) =
{
R ∈ GL(R)3 : R>R = I3

}
, (C-3b)

The special orthogonal group has an additional property of the determinant being one as

SO(3) = {R ∈ O(3) : det(R) = 1}, (C-4)

Considering the rotation matrix R and the two coordinate frames, U and V frame. A vector
x expressed in the V frame can be rotated to the U frame as

xU = RUV xV , (C-5a)

while going from the U to the V frame can be done by

xV = (RUV )TxU . (C-5b)

C-2 Euler Angles

Any rotation of a 3D body can be represented as three consecutive rotations around three
orthogonal axes. Representing a vector rotation in this way makes use of so-called Euler
angles. Each of these rotations is a simple extension of a 2D rotation matrix since it per-
forms a 2D rotation with respect to two axes while leaving the coordinate of the third axis
unchanged [26]. In this study, we adopt the convention that the rotations are performed in a
specific order; we choose to rotate around the z-axis, then rotate around the y-axis, and last,
we rotate around the x-axis. These rotations around the different axis all have a specific name.

1. Yaw is defined as a rotation of ψ about the z-axis. This generates the following rota-
tion matrix

Rz(ψ) =

 cosψ sinψ 0
− sinψ cosψ 0

0 0 1

 . (C-6)

2. Pitch is defined as a rotation of θ about the y-axis. This generates the following rotation
matrix
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Ry(θ) =

 cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ

 . (C-7)

3. Roll is defined as a rotation of φ about the x-axis. This generates the following rotation
matrix

Rx(φ) =

 1 0 0
0 cosφ sinφ
0 − sinφ cosφ

 . (C-8)

If we now consider that a 3D body in the V frame is rotated with respect to the U frame by
(ψ, θ, φ), we have to multiply the rotation matrices in the correct order to obtain the complete
rotation matrices.

RUV = RUV (φ)RUV (θ)RUV (ψ) (C-9)

By substituting Eq. (C-9) with Eq. (C-6), Eq. (C-7) and Eq. (C-8) the following rotation
matrix is obtained

RUV =

 cos θ cosψ cos θ sinψ − sin θ
sinφ sin θ cosψ − cosφ sinψ sinφ sin θ sinψ + cosφ cosψ sinφ cos θ
cosφ sin θ cosψ + sinφ sinψ cosφ sin θ sinψ − sinφ cosψ cosφ cos θ

 . (C-10)

A problem with Euler angles is that they are non-unique, this is due to wrapping and gimbal
lock [23]. Wrapping is the effect that occurs when a rotation is "wrapped" around its own
axis. This can only occur when 2πk is added to the angle of rotation. If we look at a rotation
of (π2 , 0, 0), we can easily observe that (π2 +2πk, 0, 0), where k can only be positive or negative
integers, will give the exact same rotation.

RGS =

 cos 0 cos π2 cos 0 sin π
2 − sin 0

sin 0 sin 0 cos π2 − cos 0 sin π
2 sin 0 sin 0 sin π

2 + cos 0 cos π2 sin 0 cos 0
cos 0 sin 0 cos π2 + sin 0 sin π

2 cos 0 sin 0 sin π
2 − sin 0 cos π2 cos 0 cos 0


=

 0 1 0
−1 0 0
0 0 1


(C-11)

Gimbal lock is the effect that occurs when two of the three gimbals end up in a parallel
arrangement. This creates a loss of one degree of freedom in a three-dimensional system. For
example, the rotations (π2 ,

π
2 , 0) and (π, π2 ,

π
2 ) will both give the same rotation matrix.
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RGS =

 cos π2 cos π2 cos π2 sin π
2 − sin π

2
sin 0 sin π

2 cos π2 − cos 0 sin π
2 sin 0 sin π

2 sin π
2 + cos 0 cos π2 sin 0 cos π2

cos 0 sin π
2 cos π2 + sin 0 sin π

2 cos 0 sin π
2 sin π

2 − sin 0 cos π2 cos 0 cos π2


=

 0 1 0
−1 0 0
0 0 1


=

 cos π2 cosπ cos π2 sin π − sin π
2

sin π
2 sin π

2 cosπ − cos π2 sin π sin π
2 sin π

2 sin π + cos π2 cosπ sin π
2 cos π2

cos π2 sin π
2 cosπ + sin π

2 sin π cos π2 sin π
2 sin π − sin π

2 cosπ cos π2 cos π2



(C-12)

C-3 Axis-Angle Representation

Another representation for a rotation is via axis-angle representation. The axis-angle rep-
resentation allows us to represent a rotation between two coordinate frames in terms of an
angle α and a unit vector n.

Figure C-1: A clockwise rotation of vector x by an angle α around the unit vector n [23].

For the explanation of the axis-angle representation, we adopt the same notation as used in
[23]. In Figure C-1, vector xV is shown which is rotated by an angle α around a vector of
unit length nV . The vector xV? represents the final vector after it is rotated by the angle α.

From Figure C-1, we can already conclude that xV can be decomposed into the orthogonal
and parallel component.

xV = xV‖ + xV⊥ (C-13a)
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The parallel component xV‖ can be written as

xV‖ =
(
xV · nV

)
nV , (C-13b)

which is due to the property of the inner product that allows us to write a inner product as
follows [49] (

xV · nV
)

= |xV ||nV | cosβ. (C-13c)

Here β is the angle between the two vectors of which the inner product is taken (in this case
xV and nV ). The same decomposition as found in Eq. (C-13a) can be applied to xV? . by
doing so, we obtain

xV? =
(
xV?

)
‖

+
(
xV?

)
⊥
, (C-14)

obviously both the parallel decomposition’s are equal to one another(
xV?

)
‖

= xV‖ , (C-15a)

and the perpendicular decomposition can be written as(
xV?

)
⊥

= xV⊥ cosα+
(
xV × nV

)
sinα, (C-15b)

Since,
(
xV?

)
‖
and

(
xV?

)
⊥

can be expressed in terms of xV , α and nV , it is possible to fill in
Eq. (C-14), by doing so the following expression is obtained

xV? =
(
xV · nV

)
nV +

(
xV −

(
xV · nV

)
nV
)

cosα+
(
xV × nV

)
sinα

= xV cosα+ nV
(
xV · nV

)
(1− cosα)−

(
nV × xV

)
sinα.

(C-16)

If we introduce a coordinate frame U , where xV? is equivalent to xU and substitute xU for xV?
in Eq. (C-16) we get

xU = xV cosα+ nV
(
xV · nV

)
(1− cosα)−

(
nV × xV

)
sinα. (C-17)

It should be noted that the combination of the unit vector n and the rotation angle α, or
η = nα, indicates the rotation vector or the axis-angle parameterization. We now show the
equivalence between the rotation matrix parameterization and the axis-angle parameteriza-
tion. Before doing so it is needed to shed some light on several properties of the cross product.
Given the vectors u and v we have [23],

v =

 v1
v2
v3

 , v =

 v1
v2
v3

 , (C-18)
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u× v = [u×]v = −[v×]u, [u×] ,

 0 −u3 u2
u3 0 −u1
−u2 u1 0

 . (C-19)

Moreover, multiple cross products between vectors can be expanded in terms of the inner
product. Let us introduce a vector w, which is also a 3 × 1 vector and hence structurally
equivalent to the vectors u and v then

u× (v × w) = v(w · u)− w(u · v). (C-20)

By utilizing these relations, Eq. (C-17) can be transformed into the following

xU = xV cosα+ nV
(
xV · nV

)
(1− cosα)−

(
nV × xV

)
sinα

= xV cosα+
(
nV ×

(
nV × xV

)
+ xV

)
(1− cosα)−

(
nV × xV

)
sinα

=
(
I3 − sinα

[
nV×

]
+ (1− cosα)

[
nV×

]2)
xV .

(C-21)

If we look at Eq. (C-5a) and Eq. (C-21), the rotation matrix parameterization can be written
as

RUV
(
nV , α

)
= I3 − sinα

[
nV×

]
+ (1− cosα)

[
nV×

]2
. (C-22)

It is worth noticing that the rotation matrix, RUV
(
nV , α

)
, can also be written as

RUV
(
nV , α

)
= exp

(
−α

[
nV×

])
. (C-23)

Like Euler Angles, this way of parameterization is prone to wrapping.

C-4 Unit Quaternions

The unit quaternion is a 4-dimensional parameterization q, which has its length equal to 1.
Hence the word "unit" in "unit quaternion".

q =
[
q0 q1 q2 q3

]>
=
[
q0
qv

]
, q ∈ R4, ‖q‖2 = 1 (C-24)

Describing a rotation using the unit quaternion parameterization can be done as follows

x̄U = qUV � x̄V �
(
qUV

)c
, (C-25)

here the conjugate of the quaternion is represented as

qc =
[
q0 −q>v

]>
, (C-26)
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and
x̄V =

[
0

(
xV
)>]>

. (C-27)

The quaternion multiplication operator is denoted as�, and represents the following operation

p� q =
[

p0q0 − pv · qv
p0qv + q0pv + pv × qv

]
= pLq = qRp. (C-28)

The superscripts L and R denote the left side multiplication and right side multiplication
respectively and are denoted as

pL ,

[
p0 −p>v
pv p0I3 + [pv×]

]
, qR ,

[
q0 −q>v
qv q0I3 − [qv×]

]
. (C-29)

Some additional important definitions with the left- and right hand side multiplication are

pLqR = qRpL (C-30)

and

(qc)L =
(
qL
)>

, (qc)R =
(
qR
)>

(C-31)

If we now fill in Eq. (C-25) with the left- and right hand side multiplication as defined in
Eq. (C-29), x̄U becomes

x̄U =
(
qUV

)L
(qvu)R x̄V

=
[
q0 −q>v
qv q0I3 + [qv×]

] [
q0 q>v
−qv q0I3 + [qv×]

] [
0
xV

]

=
[
q2

0 + q>v qv q0q
>
v − q0q

>
v − q>v [qv×]

qvq0 − q0qv − [qv×]qv qvq
>
v + q2

0I3 + 2q0 [qv×] + [qv×]2

] [
0
xV

]

=
[

1 01×3
03×1 qvq

>
v + q2

0I3 + 2q0 [qv×] + [qv×]2

] [
0
xV

]
.

(C-32)

By looking back at Eq. (C-5a) we can conclude that a rotation matrix can be written as
RUV = qvq

>
v + q2

0I3 + 2q0 [qv×] + [qv×]2. If we choose qUV
(
nV , α

)
to be as follows

qUV
(
nV , α

)
=
[

cos α2
−nV sin α

2

]
, (C-33)

and substituting q0 and qv by those values in Eq. (C-32) we are able to obtain
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x̄U =
[

1 01×3
03×1 (I3 + [nV×]2) sin2 α

2 + cos2 α
2 − 2 sin α

2 cos α2 [nV×] + sin2 α
2 [nV×]

](
0
xV

)

=

 1 01×3

03×1 I3 − 2 cos α2 sin α
2

[
nV×

]
+ 2 sin2 α

2

[
nV×

]2
[ 0

xV

]

=

 1 01×3

03×1 I3 − sinα
[
nV×

]
+ (1− cosα)

[
nV×

]2
[ 0

xV

]
.

(C-34)

C-5 Interchangeable Use of Parameterizations and Linearization

The four different parameterizations that have been discussed are all different in use. They all
bring positive as well as negative properties when utilizing them as parameterization. These
properties are summed up in the table below where we discuss whether they can represent
all the attitudes (Global), if for each SO(3) attitude only one representation exists (Unique)
and if the rotation parameterization is defined by 3 elements (Minimal).

Parameterization Global Unique Minimal

Rotation Matrix Yes Yes No-9 parameters
Euler Angles No No Yes-3 parameters
Axis Angle Yes No Yes-3 parameters
Quaternion Yes No No-4 parameters

Table C-1: Summary of the four different parameterizations that have been discussed in Appendix
C.

The parameterization one chooses to work with has a significant impact on the workings of the
algorithm. Most estimation algorithms assume that the unknown states and parameters are
represented in Euclidean space. For most of the parameterizations that have been discussed
previously, this does not hold [23]. Next, a method is discussed that brings forth a solution
to this problem. The group of three-dimensional rotations is referred to as special orthogonal
group SO(3). This SO(3) group is characterized by several constraints and is a so-called ma-
trix Lie group. A Lie group is a topological group that is also a smooth manifold. With every
Lie group, a Lie algebra is associated, a Lie algebra is a vector space, which is the tangent
space around the group’s identity element . For more detailed information on Lie groups
and Lie algebra, please refer to [18]. Because rotation is a matrix Lie group, there exists an
exponential map. Utilizing this information gives rise to the possibility of representing orien-
tations on SO(3) using unit quaternions or rotation matrices, while the orientation deviation
parameterization is represented by using a three-dimensional rotation vector. As a result, an
orientation qGSt can be encoded in terms of a linearization point, which is parameterized as
a unit quaternion or rotation matrix denoted by q̃GSt and R̃GSt respectively. An orientation
deviation can be indicated using a rotation vector of ηt.
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qGSt = exp
(
η̄Gt
2

)
� q̃GSt , RGSt = exp

([
ηGt ×

])
R̃GSt (C-35)

and for the quaternion exp operator and Eq. (C-23)

exp(η̄) =
(

cos ‖η‖2,
‖η‖2sin ‖η‖2

)
(C-36a)

exp([η×]) = I3 + sin (‖η‖2)
[

η

‖η‖2
×
]

+ (1− cos (‖η‖2))
[

η

‖η‖2
×
]2
. (C-36b)

We adopt the same mappings as in [23] for notational convenience

q = expq(η), expq : R3 →
{
q ∈ R4 : ‖q‖2 = 1

}
(C-37a)

R = expR(η), expR : R3 →
{
R ∈ R3×3 : RRT = I3,detR = 1

}
. (C-37b)

This enables us to write Eq. (C-35)

qGSt = expq

(
ηGt
2

)
� q̃GSt , RGSt = expR (ηnt ) R̃GSt , (C-38)

where the reverse mappings are defined as follows

η = logq(q) = arccos q0
sin arccos q0

qv, (C-39)

with logq :
{
q ∈ R4 : ‖q‖2 = 1} → R3,

η = logR(R) =

 (logR)32
(logR)13
(logR)21

 , (C-40)

with logR :
{
R ∈ R3×3 : RRT = I3,detR = 1

}
→ R3. Here logR represents the natural log-

arithm. It is also possible to make use of the following approximations. It should be noted
that for these approximations it is required that ηGt is small.

expq(η) ≈
(

1
η

)
logq(q) ≈ qv

expR(η) ≈ I3 + [η×]
logR(R) ≈ (R32 R13 R21)>

(C-41)
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C-6 Denavit Hartenberg Transformation

A DH transformation is composed of a rotation around the x-axis (angle φ), followed by two
translations along the x- and the z-axis (A, D) and, finally, a rotation around the z-axis
(angle ψ). This results in the following homogeneous transformation:

DH(ψ,D,A, φ) =


cosψ − sinψ cosφ sinψ sinφ A cosψ
sinψ cosψ cosφ − cosψ sinφ A sinψ

0 sinφ cosφ d
0 0 0 1

 . (C-42)

These transformations are composed to a tree of paths:

DHpath ({ψi, Di, Ai, φi}ni=1) :=
G∏
i=1

Hi =
n∏
i=1

DH (Ai, Di, φi, ψi) . (C-43)

A kinematic chain is constructed by having an initial transformation HGW̄ , where W̄ refers to
the local world frame, i.e., the chain root. From there, paths lead to each Inertial Measurement
Unit (IMU). Through this structure, each transformation is represented in the reference frame
of its predecessor. Hence, the pose of the kth IMU in the global frame is given by:

HGS
k = HGW̄

k∏
i=1

(Hi)HBS
k . (C-44)

According to the DH convention, per transformation, only one parameter may be variable. In
our case, i.e., for human motion capturing with given segment lengths and sensor to segment
calibrations, only (joint) angles are estimation variables. A chain state, xc, (i.e., a state-space
representing a kinematic chain) is, therefore, a set of variable angles. Consequently, the kth
IMU pose in the global frame depends on the angles to its path:

HGS
k = fk (xc) , (C-45)

where the right-hand side is given by Eq. (C-44). Note, HGW̄ is here assumed given and
fixed.
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