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A Monte Carlo method for simulating a multi-dimensional diffusion process conditioned on hitting a fixed
point at a fixed future time is developed. Proposals for such diffusion bridges are obtained by superimposing
an additional guiding term to the drift of the process under consideration. The guiding term is derived
via approximation of the target process by a simpler diffusion processes with known transition densities.
Acceptance of a proposal can be determined by computing the likelihood ratio between the proposal and the
target bridge, which is derived in closed form. We show under general conditions that the likelihood ratio is
well defined and show that a class of proposals with guiding term obtained from linear approximations fall
under these conditions.
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2 Schauer, Van der Meulen and Van Zanten

1. Introduction

1.1. Diffusion bridges

Suppose X is a d-dimensional diffusion with time dependent drift b : R+ × Rd → Rd and
dispersion coefficient σ : R+ × Rd → Rd×d′ governed by the stochastic differential equation
(SDE)

dXt = b(t,Xt) dt+ σ(t,Xt) dWt, X0 = u, (1.1)

where W is a standard d′-dimensional Brownian motion. When the process X is conditioned
to hit a point v ∈ Rd at time T > 0, the resulting process X? on [0, T ] is called the diffusion
bridge from u to v. In this paper we consider the problem of simulating realizations of this bridge
process. Since we are conditioning on an event of probability zero and in general no closed form
expression for the transition densities of the original process X or the bridge X? exist, this is
known to be a difficult problem.

This problem arises for instance when making statistical inference for diffusion models from
discrete-time, low-frequency data. In that setting the fact that the transition densities are unavail-
able implies that the likelihood of the data is not accessible. A successful approach initiated
by Roberts and Stramer (2001) is to circumvent this problem by viewing the continuous seg-
ments between the observed data points as missing data. Computational algorithms can then be
designed that augment the discrete-time data by (repeatedly) simulating the diffusion bridges
between the observed data points. This statistical application of simulation algorithms for diffu-
sion bridges was our initial motivation for this work. The present paper however focusses on the
simulation problem as such and can have other applications as well.

The simulation of diffusion bridges has received much attention over the past decade, see for
instance the papers Elerian et al. (2001), Eraker (2001), Roberts and Stramer (2001), Durham
and Gallant (2002), Stuart et al. (2004), Beskos and Roberts (2005), Beskos et al. (2006), Beskos
et al. (2008), Fearnhead (2008), Papaspiliopoulos and Roberts (2012), Lin et al. (2010), Bladt
and Sørensen (2012), Bayer and Schoenmakers (2013) to mention just a few. Many of these pa-
pers employ accept-reject-type methods. The common idea is that while sampling directly from
the law P? of the bridge process X? is typically impossible, sampling from an equivalent law P◦
of some proposal processX◦ might in fact be feasible. If this proposal is accepted with an appro-
priately chosen probability, depending on the Radon-Nikodym derivative (dP?/dP◦)(X◦), then
either exact or approximate draws from the target distribution P? can be generated. Importance
sampling and Metropolis-Hastings algorithms are the prime examples of methods of this type.

To be able to carry out these procedures in practice, simulating paths from the proposal process
has to be relatively easy and, up to a normalizing constant, an expression for the derivative
(dP?/dP◦)(X◦) has to be available that is easy to evaluate. The speed of the procedures greatly
depends on the acceptance probability, which in turn depends on (dP?/dP◦)(X◦). This can be
influenced by working with a cleverly chosen proposal processX◦. A naive choice might result in
a proposal process that, although its law is equivalent to that of the target bridge X?, has sample
paths that are with considerable probability rather different from those of X?. This then results
in small ratios (dP?/dP◦)(X◦) with large probability, which in turn leads to small acceptance
probabilities and hence to a slow procedure. It is therefore desirable to have proposals that are
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Guided proposals for multi-dimensional diffusion bridges 3

“close” to the target in an appropriate sense. In this paper we construct such proposals for the
multi-dimensional setting.

1.2. Guided proposals

We will consider so-called guided proposals, according to the terminology suggested in Pa-
paspiliopoulos and Roberts (2012). This means that our proposals are realizations of a process
X◦ that solves an SDE of the form (1.1) as well, but with a drift term that is adapted in order to
force the process X◦ to hit the point v at time T .

An early paper suggesting guided proposals is Clark (1990) (a paper that seems to have re-
ceived little attention in the statistics community). Clark (1990) considers the case d = 1 and σ
constant and advocates using proposals from the SDE dX◦t = b(X◦t ) dt +

v−X◦t
T−t dt + σ dWt.

Note that here the guiding drift term that drives the process to v at time T is exactly the drift term
of a Brownian bridge. In addition the drift b of the original process appears. The idea is that this
ensures that before time T , the proposal behaves similar to the original diffusion X . Delyon and
Hu (2006) have generalized the work of Clark (1990) in two important directions. Firstly, they
allow non-constant σ using proposals XO satisfying the SDE

dXO
t =

(
b(t,XO

t ) +
v −XO

t

T − t

)
dt+ σ(t,XO

t ) dWt. (O)

This considerably complicates proving that the laws of X◦ and the target bridge X? are abso-
lutely continuous. Further, Delyon and Hu (2006) consider the alternative proposals XM satisfy-
ing the SDE

dXM
t =

v −XM
t

T − t
dt+ σ(t,XM

t ) dWt. (M)

where the original drift of X is disregarded. This is a popular choice in practice especially with
a discretization scheme known as the Modified Brownian Bridge. Both proposals have their
individual drawbacks, see Section 1.3.

Another important difference is that they consider the multi-dimensional case. With more
degrees of freedom a proposal process that is not appropriately chosen has a much higher chance
of not being similar to the target process, leading to very low acceptance probabilities and hence
slow simulation procedures. In higher dimensions the careful construction of the proposals is
even more important for obtaining practically feasible procedures than in dimension one.

Our approach is inspired by the ideas in Clark (1990) and Delyon and Hu (2006). However,
we propose to adjust the drift in a different way, allowing more flexibility in constructing an
appropriate guiding term. This is particularly aimed at finding procedures with higher acceptance
probabilities in the multi-dimensional case. To explain the approach in more detail we recall that,
under weak assumptions the target diffusion bridgeX? is characterized as the solution to the SDE

dX?
t = b?(t,X?

t ) dt+ σ(t,X?
t ) dWt, X?

0 = u, t ∈ [0, T ), (?)

where
b?(t, x) = b(t, x) + a(t, x)∇x log p(t, x;T, v) (??)
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4 Schauer, Van der Meulen and Van Zanten

and a(t, x) = σ(t, x)σ′(t, x). In the bridge SDE the term a(t, x)∇x log p(t, x;T, v) is added
to the original drift to direct X? towards v from the current position X?

t = x in just the right
manner. Since equation (?) contains the unknown transition densities of the original process X
it cannot be employed directly for simulation. We propose to replace this unknown density by
one coming from an auxiliary diffusion process with known transition densities. So the proposal
process is going to be the solution X◦ of the SDE

dX◦t = b◦(t,X◦t ) dt+ σ(t,X◦t ) dWt, X◦0 = u, (◦)

where
b◦(t, x) = b(t, x) + a(t, x)∇x log p̃(t, x;T, v) (◦◦)

and p̃(s, x; t, v) is the transition density of a diffusion process X̃ for which above expression is
known in closed form. We note that in general our proposals are different from those defined in
Delyon and Hu (2006). First of all the diffusion a(t, x) of the original process appears in the drift
of the proposal process X◦ and secondly we have additional freedom since we can choose the
process X̃ .

The paper contains two main theoretical results. In the first we give conditions under which
the process X◦ is indeed a valid proposal process in the sense that its distribution P◦ (viewed
as Borel measure on C([0, T ],Rd)) is equivalent to the law P? of the target process X? and we
derive an expression for the Radon-Nikodym derivative of the form

dP?

dP◦
(X◦) ∝ exp

(∫ T

0

G(s,X◦s ) ds

)
,

where the functional G does not depend on unknown or inaccessible objects. In the second the-
orem we show that the assumptions of the general result are fulfilled if in (◦◦) we choose the
transition density p̃ of a process X̃ from a large class of linear processes. This is a suitable class,
since linear processes have tractable transition densities.

1.3. Comparison of proposals

Numerical experiments presented Van der Meulen and Schauer (2015) show that our approach
can indeed substantially increase acceptance rates in a Metropolis-Hastings sampler, especially
in the multi-dimensional setting. Already in a simple one-dimensional example however we can
illustrate the advantage of our method.

Consider the solution X of the SDE,

dXt = b(Xt) dt+ 1
2 dWt, X0 = u with b(x) = β1 − β2 sin(8x).

The corresponding bridgeX? is obtained by conditioningX to hit the point v ∈ R at time T > 0.
We take u = 0, v = π

2 and consider either the case β1 = β2 = 2 or β1 = 2, β2 = 0. We want to
compare the three mentioned proposals (O),(M) and (◦) in these two settings. The drift b satisfies
the assumptions for applying the Exact Algorithm of Beskos and Roberts (2005), but numerical
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experiments revealed the rejection probability is close to 1 in this particular example. Besides, our
main interest lies in comparing proposals that are suited for simulating general diffusion bridges
in the multivariate case as well. A simple choice for the guided proposal (◦) is obtained by taking
X̃ to be a scaled Brownian motion with constant drift ϑ. This gives b◦(s, x) = b(x) + v−x

T−s − ϑ
as the drift of the corresponding guided proposal. Here we can choose ϑ freely. In fact, far more
flexibility can be obtained by choosing X̃ a linear process as in theorem 2. In particular, we could
take ϑ to depend on t, resulting in an infinite dimensional class of proposals. For illustration
purposes, in this example we show that just taking a scaled Brownian motion with constant drift
ϑ for X̃ is already very powerful.

If β2 = 0 the process X is simply a Brownian motion with drift. It is folklore that the cor-
responding bridge X? is then in fact the standard Brownian bridge from u to v, independent of
the constant β1 (see for instance Gasbarra et al. (2007)). So in that case both proposal (M) and
proposal (◦) with ϑ = β1 coincide with the target bridge. However, the drift bO of the proposal
(O) is off by |b?(s, x)− bO(s, x)| = |β1| leading to bad acceptance rates if β1 6= 0, even for small
values of T . This seems to be the prime reason that proposal (O) is rarely used in practice.

Now if β2 = 2, both (O) and (M) fail to capture the true dynamics of (?). Roughly speaking, for
(M) the proposals fail to capture the multimodality of the marginal distributions of the true bridge,
while proposals with (O) arrive at values close to v too early due to the mismatch between pulling
term and drift. On the other hand the proposals (◦) can be quite close to the target bridge for good
choices of ϑ, see figure 1. Two effects are in place: incorporating the true drift into the proposal
results in the correct local behaviour of the proposal bridge (multimodality in this particular
example). Further, an appropriate choice of ϑ reduces the mismatch between the drift part and
guiding part of the proposal. The additional freedom in (◦) by choice of ϑ will be especially
useful, if one can find good values for ϑ in a systematic way. We now explain how this can be
accomplished.

Let P◦ϑ denote the law of X◦. One option to choose ϑ in a systematic way is to take the
information projection P◦ϑopt

defined by

ϑopt = argminϑDKL(P?‖P◦ϑ)

Here, the Kullback-Leibler divergence is given by

DKL(P?‖P◦ϑ) =

∫
log

(
dP?

dP◦ϑ

)
dP?.

This is a measure how much information is lost, when P◦ϑ is used to approximate P?. This ex-
pression is not of much direct use, as it depends on the unknown measure P?. However, given
a sample X◦ from P◦ϑ0

using a reference parameter ϑ0, the gradient of DKL(P?‖P◦ϑ) can be
approximated by

∇ϑ log
dP?

dP◦ϑ
(X◦)

dP?

dP◦ϑ0

(X◦).

This in turn can be used in an iterative stochastic gradient descent algorithm (details are given
in the appendix). The value ϑ = 1.36 used in Figure 1 was obtained in this way. From the trace
plot of the gradient descent algorithm displayed in figure 2 it appears the algorithm settles near
the optimal value shown in the right-hand figure.
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Figure 1. Samples from the true distribution of the bridge compared to different proposals for the example b(x) =
2 − 2 sin(8x). Top row: True bridge, proposals with drift bO(t, x) = b(x) + v−x

T−t
and bM(t, x) = v−x

T−t
. Bottom row:

b◦(s, x) = b(x) + v−x
T−t

− ϑ for different values of ϑ. The top-middle figure and bottom-left figure coincide.

1.4. Contribution of this paper

In this paper we propose a novel class of proposals for generating diffusion bridges that can be
used in Markov Chain Monte Carlo and importance sampling algorithms. We stress that these
are not special cases of the proposals from Delyon and Hu (2006) (specified in equations (O) and
(M)). An advantage of this class is that the drift of the true diffusion process is taken into account
while avoiding the drawbacks of proposals of the form (O). This is enabled by the increased
flexibility for constructing a pulling term in the drift of the proposal. A particular feature of our
choice is that no Itō-integral appears in the likelihood ratio between the true bridge and proposal
process. Furthermore, the dispersion coefficient σ does not need to be invertible. In a companion
paper (Van der Meulen and Schauer (2015)) we show how guided proposals can be used for
Bayesian estimation of discretely observed diffusions.

1.5. Organization

The main results of the paper are presented in Section 2. proofs are given in Sections 3–6.
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Figure 2. Left: trace plot of ϑ using the stochastic gradient descent algorithm. Right: ϑ 7→ DKL(P?‖P◦
ϑ), estimated

with 100000 simulated bridges.

1.6. General notations and conventions

1.6.1. Vector- and matrix norms

The transpose of a matrix A is denoted by A′. The determinant and trace of a square matrix A
are denoted by |A| and tr(A) respectively. For vectors, we will always use the Euclidean norm,
which we denote by ‖x‖. For a d × d′ matrix A, we denote its Frobenius norm by ‖A‖F =

(
∑d
i=1

∑d′

j=1A
2
ij)

1/2. The spectral norm, the operator norm induced by the Euclidean norm will
de denoted by ‖A‖, so

‖A‖ = sup{‖Ax‖, x ∈ Rd
′

with ‖x‖ = 1}.

Both norms are submultiplicative, ‖Ax‖ ≤ ‖A‖F ‖x‖ and ‖Ax‖ ≤ ‖A‖‖x‖. The identity matrix
will be denoted by Id.

1.6.2. Derivatives

For f : Rm → Rn we denote by Df the m× n-matrix with element (i, j) given by Dijf(x) =
(∂fj/∂xi)(x). If n = 1, then Df is the column vector containing all partial derivatives of f ,
that is ∇xf from the first section. In this setting we write the i-th element of Df by Dif(x) =
(∂f/∂xi)(x) and denote D2f = D( Df) so that D2

ijf(x) = ∂2f(x)/(∂xi∂xj). If x ∈ Rn and
A ∈ Rn×n does not depend on x, then D(Ax) = A′. Further, for f : Rn → Rn we have

D(f(x)′Af(x)) = ( Df(x))′(A+A′)f(x).

Derivatives with respect to time are always denoted as ∂/∂t.
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8 Schauer, Van der Meulen and Van Zanten

1.6.3. Inequalities

We write x . y to denote that there is a universal (deterministic) constant C > 0 such that
x ≤ Cy.

2. Main results

2.1. Setup

We continue to use the notation of the introduction, so the processX is the unconditioned process
defined as the solution to the SDE (1.1). We assume throughout that the functions b and σ are
Lipschitz in both arguments, satisfy a linear growth condition in their second argument and that
σ is uniformly bounded. These conditions imply in particular that the SDE has a unique strong
solution (e.g. Karatzas and Shreve (1991)). The auxiliary process X̃ whose transition densities
are used in the proposal process is defined as the solution of an SDE like (1.1) as well, but with
drift b̃ instead of b and dispersion σ̃ instead of σ. The functions b̃ and σ̃ are assumed to satisfy
the same Lipschitz, linear growth and boundedness conditions as b and σ. We write a = σσ′ and
ã = σ̃σ̃′.

The processes X and X̃ are assumed to have smooth transition densities with respect to
Lebesgue measure. More precisely, denoting the law of the process X started in x at time s
by P(s,x), we assume that that for 0 ≤ s < t and y ∈ Rd

P(s,x)(Xt ∈ dy) = p(s, x; t, y) dy

and similarly for the process X̃ , whose transition densities are denoted by p̃ instead of p. The
infinitesimal generators of X and X̃ are denoted by L and L̃, respectively, so that

(Lf)(s, x) =

d∑
i=1

bi(s, x) Dif(s, x) +
1

2

d∑
i,j=1

aij(s, x) D2
ijf(s, x), (2.1)

for f ∈ C1,2(R × Rd,R), and similarly for L̃ (with b̃ and ã). Under regularity conditions,
which we assume to be fulfilled, we have that the transition densities of X̃ satisfy Kolmogorov’s
backward equation:

∂

∂s
p̃(s, x; t, y) + (L̃p̃)(s, x; t, y) = 0

(here L̃ acts on s, x). (See for instance Karatzas and Shreve (1991), p. 368, for sufficient regular-
ity conditions.)

We fix a time horizon T > 0 and a point v ∈ Rd such that for all s ≤ T and x ∈ Rd it holds
that p(s, x;T, v) > 0 and p̃(s, x;T, v) > 0. The target bridge process X? = (X?

t : t ∈ [0, T ]) is
defined by conditioning the original process X to hit the point v at time T . The proposal process
X◦ = (X◦t : t ∈ [0, T ]) is defined as the solution of (◦)–(◦◦). In the results ahead we will impose
conditions on the transition densities p̃ of X̃ that imply that this SDE has a unique solution. All
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Guided proposals for multi-dimensional diffusion bridges 9

processes are assumed to be defined on the canonical path space and (Ft) is the corresponding
canonical filtration.

For easy reference, the following table briefly describes the various processes around.

X original, unconditioned diffusion process
X? corresponding bridge, conditioned to hit v at time T , defined through (?)
X◦ proposal process defined through (◦)
X̃ auxiliary process whose transition densities p̃ appear in the definition of X◦.

We denote the laws of X , X? and X◦ viewed as measures on the space Cd([0, t],Rd) of contin-
uous functions from [0, t] to Rd equipped with Borel-σ-algebra by Pt, P?t and P◦t respectively. In
case t = T we drop the subscript T .

2.2. Main results

The end-time T and the end-point v of the conditioned diffusion will be fixed throughout. To
emphasize the dependence of the transition density on the first two arguments and to shorten
notation, we will often write

p(s, x) = p(s, x;T, v).

Motivated by the guiding term in the drift of X? (see (??)), we further introduce the notations

R(s, x) = log p(s, x), r(s, x) = DR(s, x), H(s, x) = −D2R(s, x).

Here D acts on x. Similarly the functions R̃, r̃ and H̃ are defined by starting with the transition
densities p̃ in the place of p.

The following proposition deals with the laws of the processes X , X◦ and X? on the interval
[0, t] for t < T (strict inequality is essential). Equivalence of these laws is clear from Girsanov’s
theorem. The proposition gives expressions for the corresponding Radon-Nikodym derivatives,
which are derived using Kolmogorov’s backward equation. The proof of this result can be found
in Section 3.

Proposition 1. Assume for all x, y ∈ Rd and t ∈ [0, T )

‖r̃(t, x)‖ . 1 +
‖x− v‖
T − t

, ‖r̃(t, y)− r̃(t, x)‖ . ‖y − x‖
T − t

. (2.2)

Define the process ψ by

ψ(t) = exp

(∫ t

0

G(s,X◦s ) ds

)
, t < T, (2.3)

where

G(s, x) = (b(s, x)− b̃(s, x))′r̃(s, x)

− 1

2
tr
(

[a(s, x)− ã(s, x)]
[
H̃(s, x)− r̃(s, x)r̃(s, x)′

])
.
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10 Schauer, Van der Meulen and Van Zanten

Then for t ∈ [0, T ) the laws Pt, P◦t and P?t are equivalent and we have

dPt
dP◦t

(X◦) =
p̃(0, u;T, v)

p̃(t,X◦t ;T, v)
ψ(t),

dP?t
dP◦t

(X◦) =
p̃(0, u;T, v)

p(0, u;T, v)

p(t,X◦t ;T, v)

p̃(t,X◦t ;T, v)
ψ(t). (2.4)

Proposition 1 is not of much use for simulating diffusion bridges unless its statements can be
shown to hold in the limit t ↑ T as well. One would like to argue that in fact we have equivalence
of measures on the whole interval [0, T ] and that

dP?T
dP◦T

(X◦) =
p̃(0, u;T, v)

p(0, u;T, v)
ψ(T ). (2.5)

As ψ(T ) does not depend on p, samples from X◦ can then be used as proposals for X? in a
Metropolis-Hastings sampler, for instance. Numerical evaluation of ψ(T ) is somewhat simplified
by the fact that no stochastic integral appears in its expression. To establish (2.5) we need to put
appropriate conditions on the processes X and X̃ that allow us to control the behaviour of the
bridge processes X∗ and X◦ near time T .

Assumption 1. For the auxiliary process X̃ we assume the following:

(i) For all bounded, continuous functions f : [0, T ]×Rd → R the transition densities p̃ of X̃
satisfy

lim
t↑T

∫
f(t, x)p̃(t, x;T, v) dx = f(T, v). (2.6)

(ii) For all x, y ∈ Rd and t ∈ [0, T ), the functions r̃ and H̃ satisfy

‖r̃(t, x)‖ . 1 + ‖x− v‖(T − t)−1

‖r̃(t, x)− r̃(t, y)‖ . ‖y − x‖(T − t)−1

‖H̃(t, x)‖ . (T − t)−1 + ‖x− v‖(T − t)−1.

(iii) There exist constants Λ̃, C̃ > 0 such that for 0 < s < T ,

p̃(s, x;T, v) ≤ C̃(T − s)−d/2 exp

(
−Λ̃
‖v − x‖2

T − s

)
uniformly in x.

Roughly speaking, Assumption 1 requires that the process X̃ , which we choose ourselves, is
sufficiently nicely behaved near time T .
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Guided proposals for multi-dimensional diffusion bridges 11

Assumption 2. For M > 1 and u ≥ 0 define gM (u) = max(1/M, 1 − Mu). There exist
constants Λ, C > 0, M > 1 and a function µt(s, x) : {s, t : 0 ≤ s ≤ t ≤ T} × Rd → Rd with
‖µt(s, x) − x‖ < M(t − s)‖x‖ and ‖µt(s, x)‖2 ≥ gM (t − s)‖x‖2, so that for all s < t ≤ T
and x, y ∈ Rd,

p(s, x; t, y) ≤ C(t− s)−d/2 exp

(
−Λ
‖y − µt(s, x)‖2

t− s

)
.

Assumption 2 refers to the generally unknown transition densities of X . In case the drift
of X is bounded, assumption 2 is implied by the stronger Aronson’s inequality (cf. Aronson
(1967)). However, assumption 2 also holds for example for linear processes which in general
have unbounded drift.

Assumption 3. There exist an ε ∈ (0, 1/6) and an a.s. finite random variable M such that for
all t ∈ [0, T ], it a.s. holds that

‖X◦t − v‖ ≤M(T − t)1/2−ε.

This third assumption requires that the proposal process X◦ does not only converge to v as
t ↑ T , as it obviously should, but that it does so at an appropriate speed. A requirement of this
kind can not be essentially avoided, since in general two bridges can only be equivalent if they
are pulled to the endpoint with the same force. Theorem 2 below asserts that this assumption
holds in case X̃ is a linear process, provided its diffusion coefficient coincides with that of the
process X at the final time T .

We can now state the main results of the paper.

Theorem 1. Suppose that Assumptions 1, 2 and 3 hold and that ã(T, v) = a(T, v). Then the
laws of the bridgesX? andX◦ are equivalent on [0, T ] and (2.5) holds, with ψ as in Proposition
1.

We complement this general theorem with a result that asserts, as already mentioned, that
Assumptions 1 and 3 hold for a class of processes X̃ given by linear SDEs.

Theorem 2. Assume X̃ is a linear process with dynamics governed by the stochastic differential
equation

dX̃t = B̃(t)X̃t dt+ β̃(t) dt+ σ̃(t) dWt, (2.7)

for non-random matrix and vector functions B̃, β̃ and σ̃.

(i) If B̃ and β̃ are continuously differentiable on [0, T ], σ̃ is Lipschitz on [0, T ] and there exists
an η > 0 such that for all s ∈ [0, T ] and all y ∈ Rd,

y′ã(s)y ≥ η‖y‖2,

then X̃ satisfies Assumption 1.
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12 Schauer, Van der Meulen and Van Zanten

(ii) Suppose moreover that ã(T ) = a(T, v), that there exists an ε > 0 such that for all s ∈
[0, T ], x ∈ Rd and y ∈ Rd

y′a(s, x)y ≥ ε‖y‖2, (2.8)

and that b is of the form b(s, x) = B(s, x)x+β(s, x), whereB is a bounded matrix-valued
function and β is a bounded vector-valued function. Then there exists an a.s. finite random
variable M such that, a.s.,

‖X◦t − v‖ ≤M

√
(T − t) log log

(
1

T − t
+ e

)
for all t ∈ [0, T ]. In particular, Assumption 3 holds for any ε > 0.

The proofs of Theorems 1 and 2 can be found in Sections 4–6.

Remark 1. Extending absolute continuity of X? and X◦ on [0, T − ε] (ε > 0) to absolute
continuity on [0, T ] is a subtle issue. This can already be seen from a very simple example in the
one-dimensional case. Suppose d = d′ = 1, v = 0, b ≡ 0 and σ(t, x) ≡ 1. That is, X? is the
law of a Brownian bridge from 0 at time 0 to 0 at time T satisfying the stochastic differential
equation

dX?
t = − X?

t

T − t
dt+ dWt.

Suppose we take X̃t = σ̃ dWt, so that X◦ satisfies the stochastic differential equation

dX◦t = − 1

σ̃2

X◦t
T − t

dt+ dWt.

It is a trivial fact that X◦ and X? are absolutely continuous on [0, T ] if σ̃ = 1 (this also follows
from theorem 2). It is natural to wonder whether this condition is also necessary. The answer to
this question is yes, as we now argue. Lemma 6.5 in Hida and Hitsuda (1993) gives a general re-
sult on absolute continuity of Gaussian measures. From this result it follows that X◦ and X? are
absolutely continuous on [0, T ] if and only if for the symmetrized Kullback-Leibler divergences

dt = E
[
log

dP?t
dP◦t

(X?)

]
+ E

[
log

dP◦t
dP?t

(X◦)

]
it holds that supt∈[0,T ) dt < ∞. We consider the second term. Denoting α = 1/σ̃2, Girsanov’s
theorem gives

log
dP◦t
dP?t

(X◦) =

∫ t

0

(1− α)
X◦s
T − s

dWs +
1

2

∫ t

0

(α− 1)2

(
X◦s
T − s

)2

ds

By Itō’s formula X◦t
T−t = (1− α)

∫ t
0

X◦s
(T−s)2 ds+

∫ t
0
−1
T−s dWs.

This is a linear equation with solution

X◦t
T−t = − (T − t)−1+α ∫ t

0
(T − s)−α dWs,
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Guided proposals for multi-dimensional diffusion bridges 13

hence

E
[(

X◦t
T−t

)2
]

= (T − t)−2+2α ∫ t
0

(T − s)−2α
ds

For t < T ,
∫ t

0
E
[(

X◦s
T−s

)2
]

ds <∞, so E
[∫ t

0
X◦s
T−s dWs

]
= 0. Therefore

E
[
log

dP◦t
dP?t

(X◦)

]
=

1

2
(α− 1)2

∫ t

0

(T − s)−2+2α
∫ s

0

(T − τ)
−2α

dτ ds.

Unless, α = 1, this diverges for t ↑ T . We conclude that the laws of X? and X◦ are singular if
α 6= 1.

Remark 2. For implementation purposes integrals in likelihood ratios and solutions to stochas-
tic differential equations need to be approximated on a finite grid. This is a subtle numerical
issue as the drift of our proposal bridge has a singularity near its endpoint. In a forthcoming
work Van der Meulen and Schauer (2015) we show how this problem can be dealt with. The
main idea in there is the introduction of a time-change and space-scaling of the proposal process
that allows for numerically accurate discretisation and evaluation of the likelihood.

3. Proof of Proposition 1

We first note that by equation (2.2), r̃ is Lipschitz in its second argument on [0, t] and satisfies a
linear growth condition. Hence, a unique strong solution of the SDE for X◦ exists.

By Girsanov’s theorem (see e.g. Liptser and Shiryaev (2001)) the laws of the processesX and
X◦ on [0, t] are equivalent and the corresponding Radon-Nikodym derivative is given by

dPt
dP◦t

(X◦) = exp
(∫ t

0

β′s dWs −
1

2

∫ t

0

‖βs‖2 ds
)
,

where W is a Brownian motion under P◦t and βs = β(s,X◦s ) solves σ(s,X◦s )β(s,X◦s ) =
b(s,X◦s ) − b◦(s,X◦s ). (Here we lightened notation by writing βs instead of β(s,X◦s ). In the
remainder of the proof we follow the same convention and apply it to other processes as well.)
Observe that by definition of r̃ and b◦ we have βs = −σ′sr̃s and ‖βs‖2 = r̃′sasr̃s, hence

dPt
dP◦t

(X◦) = exp
(
−
∫ t

0

r̃′sσs dWs −
1

2

∫ t

0

r̃′sasr̃s ds
)
.

Denote the infinitesimal operator of X◦ by L◦. By definition of X◦ and R̃ we have L◦R̃ =
LR̃+ r̃′ar̃. By Itō’s formula, it follows that

R̃t − R̃0 =

∫ t

0

( ∂
∂s
R̃+ LR̃

)
ds+

∫ t

0

r̃′sasr̃s ds+

∫ t

0

r̃′sσs dWs.
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14 Schauer, Van der Meulen and Van Zanten

Combined with what we found above we get dPt

dP◦t
(X◦) = e−(R̃t−R̃0)e

∫ t
0
Gs ds, where(

∂
∂s R̃+ LR̃

)
+ 1

2 r̃
′ar̃. By Lemma 1 ahead the first term between brackets on the right-hand-side

of this display equals LR̃− L̃R̃− 1
2 r̃
′ãr̃. Substituting this in the expression for G gives

G = (b− b̃)′r̃ − 1

2
tr
(

(a− ã)H̃
)

+
1

2
r̃′(a− ã)r̃,

which is as given in the statement of the theorem. Since−(R̃t− R̃0) = log p̃(0, u)/p̃(t,X◦t ), we
arrive at the first assertion of the proposition.

To prove the second assertion, let 0 = t0 < t1 < t2 < · · · < tN < t < T
and define x0 = u. If g is a bounded function on R(N+1), then standard calculations show
E
[
g(X?

t1 , . . . , X
?
tN , X

?
t ) 1
p(t,X?

t )

]
= E

[
g(Xt1 , . . . , XtN , Xt)

1
p(0,u)

]
, using the abbreviation

p(t, x) = p(t, x;T, v). Since the grid and g are arbitrary, this proves that for t < T ,

dP?t
dPt

(X) =
p(t,Xt;T, v)

p(0, u;T, v)
. (3.1)

Combined with the first statement of the proposition, this yields the second one.

Lemma 1. R̃ satisfies the equation

∂

∂s
R̃+ L̃R̃ = −1

2
r̃′ãr̃.

Proof. First note that

D2
ijR̃(s, x) =

D2
ij p̃(s, x)

p̃(s, x)
−
(

DiR̃(s, x)
)(

DjR̃(s, x)
)
. (3.2)

Next, Kolmogorov’s backward equation is given by

∂

∂s
p̃(s, x) +

(
L̃p̃
)

(s, x) = 0.

Dividing both sides by p̃(s, x) and using (2.1) we obtain

∂

∂s
R̃(s, x) = −

d∑
i=1

b̃i(s, x) DiR̃(s, x)− 1

2

d∑
i,j=1

ãij(s, x)
D2
ij p̃(s, x)

p̃(s, x)

Now substitute (3.2) for the second term on the right-hand-side and re-order terms to get the
result.
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4. Proof of Theorem 1

Auxiliary lemmas used in the proof are gathered in Subsection 4.1 ahead. As before we use the
notation p(s, x) = p(s, x;T, v) and similar for p̃. Moreover, we define p̄ = p̃(0,u)

p(0,u) . The main
part of the proof consists in proving that p̄ψ(T ) is indeed a Radon-Nikodym derivative, i.e. that
it has expectation 1. For ε ∈ (0, 1/6) as in Assumption 3, m ∈ N and a stochastic process
Z = (Zt, t ∈ [0, T ]), define

σm(Z) = T ∧ inf
t∈[0,T ]

{|Zt − v| ≥ m(T − t)1/2−ε}.

We suppress the dependence on ε in the notation. We write σm = σm(X), σ?m = σm(X?), and
σ◦m = σm(X◦). Note that σ◦m ↑ T holds in probability, by Assumption 3.

By Proposition 1, for any t < T and bounded, Ft-measurable f , we have

E
[
f(X?)

p̃(t,X?
t )

p(t,X?
t )

]
= E [f(X◦)p̄ ψ(t)] . (4.1)

By Corollary 1 in Subsection 4.1, for each m ∈ N, sup0≤t≤T ψ(t) is uniformly bounded on the
event {T = σ◦m}. Hence, by dominated convergence,

E
[
p̄ ψ(T )1T=σ◦m

]
= lim

t↑T
E
[
p̄ ψ(t)1t≤σ◦m

]
≤ lim

t↑T
E [p̄ ψ(t)] = lim

t↑T
E
[
p̃(t,X?

t )

p(t,X?
t )

]
= 1.

Here the final two equalities follow from equation (4.1) and Lemma 3, respectively. Taking the
limit m → ∞ we obtain E [p̄ ψ(T )] ≤ 1, by monotone convergence. For the reverse inequality
note that by similar arguments as just used we obtain

E [p̄ ψ(T )] ≥ E
[
p̄ ψ(T )1T=σ◦m

]
= lim

t↑T
E
[
p̄ ψ(t)1t≤σ◦m

]
= lim

t↑T
E
[
p̃(t,X?

t )

p(t,X?
t )

1t≤σ?
m

]
.

By Lemma 5, the right-hand-side of the preceding display tends to 1 as m → ∞. We conclude
that p̄E [ψ(T )] = 1.

To complete the proof we note that by equation (4.1) and Lemma 3 we have p̄E [ψ(t)]→ 1 as
t ↑ T . In view of the preceding and Scheffé’s Lemma this implies that ψ(t)→ ψ(T ) in L1-sense
as t ↑ T . Hence for s < T and a bounded, Fs-measurable functional g,

E [g(X◦)p̄ψ(T )] = lim
t↑T

E
[
g(X◦)

p̃(t,X◦t )

p(t,X◦t )

(
p̄
p(t,X◦t )

p̃(t,X◦t )
ψ(t)

)]
.

Proposition 1 implies that for t > s, the expectation on the right equals

E
[
g(X?)

p̃(t,X?
t )

p(t,X?
t )

]
.

By Lemma 3 this converges to E g(X?) as t ↑ T and we find that E g(X◦)p̄ψ(T ) = E g(X?).
Since s < t and g are arbitrary, this completes the proof.
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16 Schauer, Van der Meulen and Van Zanten

4.1. Auxiliary results used in the proof of Theorem 1

Lemma 2. Suppose Assumptions 1(iii) and 2 apply. For

ft(s, x) =

∫
p(s, x; t, z) p̃(t, z;T, v) dz 0 ≤ s < t < T, x ∈ Rd, (4.2)

there exist positive constants c and λ such that

ft(s, x) ≤ c(T − s)−d/2 exp

(
−λ‖v − x‖

2

T − s

)
.

Proof. Let C, C̃,Λ and Λ̃ be the constant appearing in assumptions 1(iii) and 2. Define Λ̄ =
min(Λ, Λ̃)/2. Denote by ϕ(z;µ,Σ) the N(µ,Σ)-density, evaluated at z. Then there exists a
C̄ > 0 such that

ft(s, x) ≤ C̄
∫
ϕ(z;µt(s, x), Λ̄−1(t− s)Idd)ϕ(v − z; 0, Λ̄−1(T − t)Idd) dz

= C̄ϕ(v;µt(s, x), Λ̄−1(T − s)Idd).

Using the second assumed bound on µt(s, x) and the fact that gM (t− s) ≥ 1/M we get

‖v − µt(s, x)‖2 ≥M−1‖v − x‖2 + (1− gM (t− s))‖v‖2 − 2v′(µt(s, x)− gM (t− s)x).

By Cauchy-Schwarz, the triangle inequality and the first assumed inequality we find

|v′(µt(s, x)− gM (t− s)x)| ≤ ‖v‖‖x‖ (M(t− s) + 1− gM (t− s)) .

We conclude that

‖v − µt(s, x)‖2

T − s
≥ 1

M

‖v − x‖2

T − s
+

1− gM (t− s)
T − s

‖v‖2

− 2

(
M(t− s)
T − s

+
1− gM (t− s)

T − s

)
‖v‖‖x‖.

By definition of gM , the multiplicative terms appearing in front of ‖v‖2 and ‖v‖‖x‖ are both
bounded. As there exist constants D1 > 0 and D2 ∈ R such that the third term on the right-
hand-side can be lower bounded by D1‖v − x‖2 +D2 the result follows.

The following lemma is similar to Lemma 7 in Delyon and Hu (2006).

Lemma 3. Suppose Assumptions 1(i), 1(iii) and 2 apply. If 0 < t1 < t2 < · · · < tN < t < T
and g ∈ Cb(RNd), then

lim
t↑T

E
[
g(X?

t1 , . . . , X
?
tN )

p̃(t,X?
t )

p(t,X?
t )

]
= E

[
g(X?

t1 , . . . , X
?
tN )
]
.
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Lemma 4. Assume

1. b(s, x), b̃(s, x), a(s, x) and ã(s, x) are locally Lipschitz in s and globally Lipschitz in x;
2. ã(T, v) = a(T, v).

Then for all x and for all s ∈ [0, T ),

‖b(s, x)− b̃(s, x)‖ . 1 + ‖x− v‖ (4.3)

and
‖a(s, x)− ã(s, x)‖F . (T − s) + ‖x− v‖. (4.4)

If in addition r̃ and H̃ satisfy the bounds

‖r̃(s, x)‖ . 1 + ‖x− v‖(T − s)−1

‖H̃(s, x)‖F . (T − s)−1 + ‖x− v‖(T − s)−1,

then

|G(s, x)| . 1 + (T − s) + ‖x− v‖+
‖x− v‖
T − s

+
‖x− v‖2

T − s
+
‖x− v‖3

(T − s)2
.

Proof. Since |tr (AB)| ≤ ‖A‖F ‖B‖F and ‖AB‖F ≤ ‖A‖F ‖B‖F for compatible matrices A
and B, we have

|G(s, x)| ≤ ‖b(s, x)− b̃(s, x)‖‖r̃(s, x)‖+

‖a(s, x)− ã(s, x)‖F
(
‖H̃(s, x)‖F + ‖r̃(s, x)‖2

)
. (4.5)

Bounding ‖b(s, x)− b̃(s, x)‖ proceeds by using the assumed Lipschitz properties for b and b̃. We
have

‖b(s, x)− b̃(s, x)‖ ≤ ‖b(s, x)− b(s, v)‖+ ‖b(s, v)− b̃(s, v)‖+ ‖b̃(s, v)− b̃(s, x)‖

≤ Lb‖x− v‖+ ‖b(s, v)− b̃(s, v)‖+ Lb̃‖v − x‖,

where Lb and Lb̃ denote Lipschitz constants. Since b(·, v) and b̃(·, v) are continuous on [0, T ],
we have ‖b(s, v)− b̃(s, v)‖ . 1. This inequality together with preceding display gives (4.3).

Bounding ‖a(s, x)− ã(s, x)‖F proceeds by using the assumed Lipschitz properties for a and
ã together with ã(T, v) = a(T, v). We have

‖a(s, x)− ã(s, x)‖F ≤ ‖a(s, x)− a(T, x)‖F + ‖a(T, x)− a(T, v)‖F + ‖a(T, v)− ã(T, v)‖F
+ ‖ã(T, v)− ã(s, v)‖F + ‖ã(s, v)− ã(s, x)‖F

. (T − s) + ‖x− v‖.

The final result follows upon plugging in the derived estimates for ‖b(s, x) − b̃(s, x)‖ and
‖a(s, x)− ã(s, x)‖F into equation (4.5) and subsequently using the bounds on r̃ and H̃ from the
assumptions of the lemma.
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Corollary 1. Under the conditions of Lemma 4, for all ε ∈ (0, 1/6) there is a positive constant
K (not depending on m) such that for all t ∈ [0, T )

ψ(t)1t≤σ◦m ≤ exp
(
Km3

)
.

Proof. On the event {t ≤ σ◦m} we have

‖X◦s − v‖ ≤ m(T − s)1/2−ε for all s ∈ [0, t].

Together with the result of Lemma 4, this implies that there is a constant C > 0 (that does not
depend on m) such that for all s ∈ [0, t]

|G(s,X◦s )| ≤ C
(

1 +m(T − s)1/2−ε +m(T − s)−1/2−ε +m2(T − s)−2ε +m3(T − s)−1/2−3ε
)

≤ Cm3
(

1 + (T − s)1/2−ε + (T − s)−1/2−3ε
)
.

Hence,

ψ(t)1t≤σ◦m ≤ exp

(
Cm3

∫ T

0

(
1 + (T − s)1/2−ε + (T − s)−1/2−3ε

)
ds

)
≤ exp

(
Km3

)
,

for some constant K.

Lemma 5. Suppose Assumptions 1(i), 1(iii) and 2 apply. Then

lim
m→∞

lim
t↑T

E
[
p̃(t,X?

t )

p(t,X?
t )

1t≤σ?
m

]
= 1.

Proof. First,

E
[
p̃(t,X?

t )

p(t,X?
t )

1t≤σ?
m

]
= E

[
p̃(t,X?

t )

p(t,X?
t )

]
− E

[
p̃(t,X?

t )

p(t,X?
t )

1t>σ?
m

]
.

Hence, by Lemma 3, it suffices to prove that the second term tends to 0. For t < T

p(0, u)E
[
p̃(t,X?

t )

p(t,X?
t )

1t>σ?
m

]
= E [p̃(t,Xt)1t>σm

]

= E [E [p̃(t,Xt)1t>σm | Fσm ]] = E [1t>σmE [p̃(t,Xt) | Fσm ]]

= E
[
1t>σm

∫
p(σm, Xσm

; t, z)p̃(t, z) dz

]
= E [1t>σm

ft(σm, Xσm
)] ,

where ft is defined in equation (4.2). Here we used (3.1) and the strong Markov property. By
Lemma 2,

E [ft(σm, Xσm
)] . E

[
(T − σm)−d/2 exp

(
−λ‖v −Xσm

‖2

T − σm

)]
.
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Since ‖v −Xσm
‖ = m(T − σm)1/2−ε, the right-hand-side can be bounded by a constant times

E
[
(T − σm)−d/2 exp

(
−λm2(T − σm)−2ε

)]
. Note that this expression does not depend on t.

The proof is concluded by taking the limit m → ∞. Trivially, T − σm ∈ [0, T ], so that the
preceding display can be bounded by

C sup
τ∈[0,∞)

τ−d/2 exp
(
−λm2τ−2ε

)
≤ C

(
d

4λm2eε

) d
4ε

.

This tends to 0 as m→∞.

5. Proof of Theorem 2(i)

It is well known (see for instance Liptser and Shiryaev (2001)) that the linear process X̃ is a
Gaussian process that can be described in terms of the fundamental d × d matrix Φ(t), which
satisfies

Φ(t) = Id +

∫ t

0

B̃(τ)Φ(τ) dτ.

We define Φ(t, s) = Φ(t)Φ(s)−1,

µt(s, x) = Φ(t, s)x+

∫ t

s

Φ(t, τ)β̃(τ) dτ (5.1)

and

Kt(s) =

∫ t

s

Φ(t, τ)a(τ)Φ(t, τ)′ dτ. (5.2)

To simplify notation, we use the convention that whenever the subscript t is missing, it has the
value of the end time T . So we write µ(s, x) = µT (s, x) and K(s) = KT (s). The Gaussian
transition densities of the process X̃ can be explicitly expressed in terms of the objects just
defined. In particular we have

R̃(s, x) = −d
2

log(2π)− 1

2
log |K(s)| − 1

2
(v − µ(s, x))′K(s)−1(v − µ(s, x)). (5.3)

This will allow us to derive explicit expressions for all the functions involved in Assumption 1.
For future purposes, we state a number of properties of Φ(t, s), which are well known in

literature on linear differential equations (proofs can be found for example in Sections 2.1.1 up
till 2.1.3 in Chicone (1999)).

• Φ(t, s)Φ(s, τ) = Φ(t, τ), Φ(t, s)−1 = Φ(s, t) and ∂Φ
∂s (t, s) = −Φ(t, s)B(s).

• There is a constant C ≥ 0 such that for all s, t ∈ [0, T ], ‖Φ(t, s)‖ ≤ C (this is a conse-
quence of Gronwall’s lemma).

• |Φ(t, s)| = exp
(∫ t

s
tr(B̃(u)) du

)
(Liouville’s formula).

• If B̃(t) ≡ B̃ does not depend on t, Φ(t, s) = exp(B̃(t− s)) =
∑∞
k=0

1
k! B̃

k(t− s)k.
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By Theorem 1.3 in Chicone (1999), we have that the mappings (t, s, x) 7→ µt(s, x) and (t, s) 7→
Φt(s) are continuously differentiable.

The following lemma provides the explicit expressions for the functions r̃ and H̃ .

Lemma 6. For s ∈ [0, T ) and x ∈ Rd

r̃(s, x) = DR̃(s, x) = Φ(T, s)′K(s)−1(v − µ(s, x))

and

H̃(s, x) = H̃(s) = −Dr̃(s, x) = Φ(T, s)′K(s)−1Φ(T, s)

=

(∫ T

s

Φ(s, τ)ã(τ)Φ(s, τ)′ dτ

)−1

. (5.4)

Moreover, we have the relation r̃(s, x) = H̃(s)(v(s)− x) where

v(s) = Φ(s, T )v −
∫ T

s

Φ(s, τ)β̃(τ) dτ. (5.5)

Proof. We use the conventions and rules on differentiations outlined in Section 1.6. Since K(s)
is symmetric

r̃(s, x) = −D(v − µ(s, x))K(s)−1(v − µ(s, x))

= Φ(T, s)′K(s)−1(v − µ(s, x)),

where we used Dµ(s, x) = Φ(s)′.
By equation (5.1),

v − µ(s, x) = v − Φ(T, s)x−
∫ T

s

Φ(T, τ)β̃(τ) dτ. (5.6)

The expression for H̃ now follows from

H̃(s) = −D(Φ(T, s)′K(s)−1(v − µ(s, x)))

= D(Φ(T, s)′K(s)−1Φ(T, s)x) = Φ(T, s)′K(s)−1Φ(T, s),

where the second equality follows from equation (5.6).
The final statement follows upon noting that

r̃(s, x) = Φ(T, s)′K(s)−1Φ(T, s)Φ(s, T )(v − µ(s, x))

= H̃(s)Φ(s, T )(v − µ(s, x)) = H̃(s)(v(s)− x).

The last equality follows by multiplying equation (5.6) from the left with Φ(s, T ).

In the following three subsections we use the explicit computations of the preceding lemma
to verify Assumption 1, in order to complete the proof statement (i) of Theorem 2.
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5.1. Assumption 1(i)

Lemma 7. If f : [0, T ]× Rd → R is bounded and continuous then

lim
t→T

∫
f(t, z)p̃(t, z;T, v) dz = f(T, v).

Proof. The log of the transition density of a linear process is given in equation (5.3). Using v as
defined in (5.5) and the expression for µ as given in (5.1), we get

µ(t, x) = Φ(T, t) (x+ Φ(t, T )v − v(t)) = Φ(T, t)(x− v(t)) + v.

This gives

A(t, x) := (v − µ(t, x))′K(t)−1(v − µ(t, x)) = (Φ(T, t)(x− v(t))′K(t)−1Φ(T, t)(x− v(t))

It follows that we can write∫
f(t, x)p̃(t, x;T, v) dz =

∫
f(t, x)√
|K(t)|

(2π)−d/2 exp

(
−1

2
A(t, x)

)
dx.

Upon substituting z = Φ(T, t)(x− v(t)) this equals∫
f(t,Φ(t, T )z + v(t))(2π)−d/2

1√
|K(t)|

exp

(
−1

2
z′K(t)−1z

)
|Φ(t, T )|dz.

We can rewrite this expression as E [Wt] where

Wt = |Φ(t, T )|f(t,Φ(t, T )Zt + v(t)).

and Zt denotes a random vector with N(0,K(t))-distribution. As t ↑ T , Zt converges weakly
to a Dirac mass at zero. As Φ(t, T ) converges to the identity matrix and v(t) → v, we get that
Φ(t, T )Zt + v(t) converges weakly to v. By the continuous mapping theorem and continuity
of f , Wt converges weakly to f(T, v). Since the limit is degenerate, this statement holds for
convergence in probability as well. By boundedness of f , we get E [Wt]→ f(T, v).

5.2. Assumption 1(ii)

Lemma 8. There exists a positive constant C such that for all s ∈ [0, T ) and x, y ∈ Rd

(T − s)‖H̃(s)‖ ≤ C, (5.7)

‖r̃(s, x)‖ ≤ C
(

1 +
‖v − x‖
T − s

)
, (5.8)

‖r̃(s, y)− r̃(s, x)‖ ≤ C ‖y − x‖
T − s

(5.9)

‖v − x‖
T − s

≤ C (1 + ‖r̃(s, x)‖) . (5.10)
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Proof. In the proof, we use the relations proved in Lemma 6. From this lemma it follows that

H̃(s)−1 =

∫ T

s

Φ(s, τ)a(τ)Φ(s, τ)T dτ.

Since Φ(s, τ) is uniformly bounded and τ 7→ ã(τ) is continuous, it easily follows that
y′H̃(s)−1y ≤ c̃(T − s)‖y‖2 for all y ∈ Rd. By uniform ellipticity of ã, there exists a con-
stant c1 > 0 such that for all y ∈ Rd

y′Φ(s, τ)ã(τ)Φ(s, τ)′y ≥ c1y′Φ(s, τ)Φ(s, τ)′y.

Secondly, there exists a constant c2 > 0 such that y′Φ(s, τ)Φ(s, τ)′y ≥ c2‖y‖2 uniformly in
s, τ ∈ [0, T ]. To see this, suppose this second claim is false. Then for each n ∈ N there are
sn, τn ∈ [0, T ], yn ∈ Rd \ {0} such that ‖Φ(sn, τn)′yn‖2 ≤ 1

n‖yn‖
2, or letting zn = yn/‖yn‖,

‖Φ(sn, τn)′zn‖2 ≤
1

n
.

By compactness of the set [0, T ]2 × {z ∈ Rd, ‖z‖ = 1} and by continuity of Φ, there exists a
convergent subsequence sni

, τni
, zni

→ s∗, τ∗, z∗, such that, ‖Φ(s∗, τ∗)′z∗‖2 = 0 with z∗ 6= 0.
This contradicts Liouville’s formula.

Integrating over τ ∈ [s, T ] gives

y′H̃(s)−1y ≥ c(T − s)‖y‖2, (5.11)

where c = c1c2. Hence, we have proved that

c‖y‖2 ≤ y′((T − s)H̃(s))−1y ≤ c̃‖y‖2.

Since H̃ is symmetric, this says that the eigenvalues of the matrix ((T−s)H̃(s))−1 are contained
in the interval [c, c̃]. This implies that the eigenvalues of (T − s)H̃(s) are in [1/c̃, 1/c]. Since the
operator norm of a positive definite matrix is bounded by its largest eigenvalue, it follows that
(T − s)‖H̃(s)‖ ≤ 1/c.

To prove the second inequality, note that

r̃(s, x) = H̃(s)(v(s)− x) = H̃(s) [v(s)− v(T ) + v − x]

= (T − s)H̃(s)

[
−v(T )− v(s)

T − s
+
v − x
T − s

.

]
Now

v(T )− v(s) = (Φ(T, T )− Φ(s, T )) v +

∫ T

s

Φ(s, τ)β̃(τ) dτ.

As s 7→ Φ(s, T ) is continuously differentiable, we have

‖v(T )− v(s)‖ ≤ C1(T − s) +

∫ T

s

‖Φ(s, τ)‖‖β̃(τ)‖ dτ ≤ C2(T − s).
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Hence,

‖r̃(s, x)‖ ≤ (T − s)‖H̃(s)‖
(
C2 +

‖v − x‖
T − s

)
which yields (5.8). Also,

‖r̃(s, x)− r̃(s, y)‖ = ‖H̃(s)(y − x)‖ . ‖y − x‖
T − s

.

For obtaining the fourth inequality of the lemma,

H̃(s)(v − x) = r̃(s, x) + H̃(s)(v(T )− v(s)).

Upon multiplying both sides by ((T − s)H̃(s))−1 this gives

‖v − x‖
T − s

≤ ‖((T − s)H̃(s))−1‖‖r(s, x)‖+
‖v(T )− v(s)‖

T − s
.

Substitution of the derived bounds on H̃(s)−1 and v(T )− v(s) completes the proof.

5.3. Assumption 1(iii)

Lemma 9. There exist positive constants C and Λ such that for all s ∈ [0, T )

p̃(s, x;T, v) ≤ C(T − s)−d/2 exp

(
−Λ
‖v − x‖2

T − s

)
. (5.12)

Proof. Using the relations from Lemma 6 together with equation (5.3), some straightforward
calculations yield

R̃(s, x) = −d
2

log(2π)− 1

2
log |K(s)| − 1

2
r̃(s, x)′H̃(s)−1r̃(s, x).

By (5.11), there exists a positive constant c1 > 0 such that

r̃(s, x)′H̃(s)−1r̃(s, x) ≥ c1(T − s)‖r̃(s, x)‖2.

By equation (5.10) the right-hand-side is lower bounded by

c1

{
max

(
‖x− v‖√
T − s

− c2
√
T − s, 0

)}2

for some positive constant c2. Now if a ≥ 0 and b ∈ [0, c2], then there exist c3, c4 > 0 such
that (max(a− b, 0))

2 ≥ c3a
2 − c4 (this is best seen by drawing a picture). Applying this with

a = ‖v − x‖/
√
T − s and b = c2

√
T − s gives

r̃(s, x)′H̃(s)−1r̃(s, x) ≥ c1
(
c3
‖v − x‖2

T − s
− c4

)
.
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This yields the exponential bound in (5.12).
Since H̃(s)−1 = Φ(s, T )K(s)Φ(s, T )T we have |K(s)| = |Φ(T,s)|2

|H̃(s)|
. Multiplying both sides

by (T − s)−d gives

(T − s)−d|K(s)| = |Φ(T, s)|2

|(T − s)H̃(s)|
.

Since the eigenvalues of (T −s)H̃(s) are bounded by 1/c uniformly over s ∈ [0, T ] (see Lemma
8) and the determinant of a symmetric matrix equals the product of its eigenvalues, we get

(T − s)−d|K(s)| ≥ |Φ(T, s)|2cd = cd exp

(
2

∫ T

s

tr(B̃(u)) du

)
.

by Liouville’s formula. Now it follows that the right-hand-side of the preceding display is
bounded away from zero uniformly over s ∈ [0, T ].

6. Proof of Theorem 2(ii)

Auxiliary results used in the proof are gathered in Subsection 6.1 ahead.
By (5.10) in Lemma 8 we have ‖x − v‖ . (T − t)(1 + ‖r̃(t, x)‖). Therefore we focus on

bounding ‖r̃(t, x)‖. Define w to be the positive definite square root of a(T, v). Then it follows
from our assumptions that ‖w‖ < ∞ and ‖w−1‖ < ∞, hence we can equivalently derive a
bound for Z̃(s, x) = w r̃(s, x). We do this in two steps. First we obtain a preliminary bound by
writing an SDE for Z̃ and bounding the terms in the equation. Next we strengthen the bound
using a Gronwall-type inequality.

By Lemma 11, Z̃ satisfies the stochastic differential equation

dZ̃(s,X◦s ) = −wH̃(s)σ(s,X◦s ) dWs + Υ(s,X◦s ) ds+ ∆(s,X◦s )Z̃(s,X◦s ) ds, (6.1)

where

∆(s,X◦s ) = w
(
H̃(s) (ã(s)− a(s,X◦s ))− B̃(s)

)
w−1 (6.2)

Υ(s,X◦s ) = wH̃(s)
(
b̃(s,X◦s )− b(s,X◦s )

)
. (6.3)

Define J̃(s) = wH̃(s)w. For ∆ we have the decomposition ∆ = ∆1 + ∆2 + ∆3, with

∆1(s,X◦s ) =
1

T − s
(
Id− w−1a(s,X◦s )w−1

)
(6.4)

∆2(s,X◦s ) =

(
J̃(s)− 1

T − s

)(
Id− w−1a(s,X◦s )w−1

)
∆3(s) = w

[
H̃(s) (ã(s)− ã(T ))− B̃(s)

]
w−1.
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To see this, we calculate ∆1(s,X◦s ) + ∆2(s,X◦s ) = J̃(s)
(
Id− w−1a(s,X◦s )w−1

)
and

∆(s,X◦s )−∆1(s,X◦s )−∆2(s,X◦s ) = w
[
H̃(s)ã(s)− B̃(s)

]
w−1 − J̃(s).

Upon substituting J̃(s) = wH̃(s)a(T, v)w−1 = wH̃(s)ã(T )w−1 into this display we end up
with exactly ∆3(s).

For Υ we have a decomposition Υ = Υ1Z̃ + Υ2 with

Υ1(s,X◦s ) = wH̃(s)(B(s,X◦s )− B̃(s))H̃−1(s)w−1

Υ2(s,X◦s ) = wH̃(s)[β̃(s)− β(s)− (B(s,X◦s )− B̃(s))v(s)].

Here, v(s) is as defined in (5.5). To prove the decomposition, first note that Υ, Υ1 and Υ2 share
the factor wH̃(s). Therefore, it suffices to prove that

b̃(s, x)− b(s, x)− (B(s, x)− B̃(s))H̃−1(s)w−1Z̃(s, x)

= β̃(s)− β(s, x)− (B(s, x)− B̃(s))v(s). (6.5)

By Lemma 6, Z̃(s, x) = wr̃(s, x) = wH̃(s) (ṽ(s)− x). Upon substituting this into the left-
hand-side of the preceding display we obtain(

B̃(s)−B(s, x)
)
x+ β̃(s)− β(s, x)−

(
B(s, x)− B̃(s)

)
(ṽ(s)− x) ,

which is easily seen to be equal to the right-hand-side of (6.5). Thus, (6.1) can be written as

dZ̃(s,X◦s ) = −wH̃(s)σ(s,X◦s ) dWs

+ [∆1(s,X◦s ) + ∆2(s,X◦s ) + ∆3(s) + Υ1(s,X◦s )] Z̃(s,X◦s ) ds+ Υ2(s,X◦s ) ds. (6.6)

Next, we derive bounds on ∆1, ∆2, ∆3, Υ1 and Υ2.

• By Lemma 12 it follows that there is a ε0 ∈ (0, 1/2) such that

y′∆1(s,X◦s )y ≤ 1− ε0

T − s
‖y‖2 for all s ∈ [0, T ) and y ∈ Rd.

• By Lemma 13, ‖J̃(s) − Id/(T − s)‖ is bounded for s ∈ [0, T ]. As σ is bounded, this
implies ∆2 can be bounded by deterministic constant C1 > 0.

• For ∆3, we employ the Lipschitz property of ã to deduce that there is a deterministic
constant C2 > 0 such that

‖∆3(s)‖ ≤ (T − s)‖H̃(s)‖
∥∥∥∥ ã(s)− ã(T )

T − s

∥∥∥∥+ ‖B̃(s)‖ ≤ C2.

• Since (s, x) 7→ B(s, x) is assumed to be bounded, there exists a deterministic constant
C3 > 0 such that

‖Υ1(s,X◦s )‖ ≤ ‖B(s,X◦s )− B̃(s)‖ ≤ C3.
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• Similarly, using that s 7→ ṽ(s) is bounded on [0, T ], we have the existence of a determin-
istic constant C4 such that

(T − s)‖Υ2(s)‖ =

‖w‖(T − s)
∥∥∥H̃(s)

∥∥∥ [‖β̃(s)‖+ ‖β(s,X◦s )‖+ ‖B(s,X◦s )− B̃(s)‖‖v(s)‖
]
≤ C4.

Now we set A(s, x) = ∆1(s, x) + ∆2(s, x) + ∆3(s) + Υ1(s, x) and let Ψ(s) be the principal
fundamental matrix at 0 for the corresponding random homogeneous linear system

dΨ(s) = A(s,X◦s )Ψ(s) ds, Ψ(0) = Id. (6.7)

Since s 7→ A(s,X◦s ) is continuous for each realization X◦, Ψ(s) exists uniquely (Chicone
(1999), Theorem 2.4). Using the just derived bounds, for all y ∈ Rd

y′A(s,X◦s )y ≤ 1− ε0

T − s
‖y‖2 + C1 + C2 + C3.

By Lemma 14, this implies existence of a positive constant C such that

‖Ψ(t)Ψ(s)−1‖ ≤ C
(
T − s
T − t

)1−ε0
, 0 ≤ s ≤ t < T.

By Lemma 15, for s < T we can represent Z̃ as

Z̃(s,X◦s ) = Ψ(s)Z̃(0, u) + Ψ(s)

∫ s

0

Ψ(h)−1Υ2(h) dh−Ms, (6.8)

where

Ms = Ψ(s)

∫ s

0

Ψ(h)−1wH̃(h)σ(h,X◦h) dWh. (6.9)

Bounding ‖Z̃(s,X◦)‖ can be done by bounding the norm of each term on the right-hand-side of
equation (6.8).

The norm of the first term can be bounded by ‖Z̃(0, u)‖‖Ψ(s)‖ . (T − s)ε0−1. The norm of
the second one can be bounded by∫ s

0

(
T − h
T − s

)1−ε0 1

T − h
‖Υ2(h)(T − h)‖ dh . (T − s)ε0−1.

For the third term, it follows from Lemma 16, applied with U(s, h) = wH̃(h)σ(h,X◦h), that
there is an a.s. finite random variable M such that for all s < T ‖Ms‖ ≤ M(T − s)ε0−1.

Therefore, there exists a random variable M
′

such that

‖Z̃(s,X◦s )‖ ≤M ′(T − s)ε0−1. (6.10)
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We finish the proof by showing that the bound obtained can be improved upon. We go back to
equation (6.1) and consider the various terms. By inequality (4.3) and the inequalities of Lemma
8 we can bound

‖Υ(s, x)‖ . ‖H̃(s)‖ (1 + ‖x− v‖) . (T − s)−1 +
‖v − x‖
T − s

. 1 + (T − s)−1 + ‖Z̃(s, x)‖.

Similarly, using inequality (4.4)

‖∆(s, x)‖ . 1 +
‖v − x‖
T − s

. 1 + ‖Z̃(s, x)‖.

The quadratic variation 〈L〉 of the martingale part Lt =
∫ t

0
wH̃(s)σ(s,X◦s ) dWs is given by

〈L〉t =
∫ t

0
wH̃(s)a(s,X◦s )H̃(s)w ds. Hence, by the boundedness of ‖H̃(s)(T − s)‖ we have

‖ 〈L〉t ‖ .
∫ t

0

1

(T − s)2
ds =

1

T − t
− 1

T
≤ 1

T − t
.

By the Dambis-Dubins-Schwarz time-change theorem and the law of the iterated logarithm of
Brownian motion, it follows that there exists an a.s. finite random variable N such that ‖Lt‖ ≤
Nf(t) for all t < T , where

f(t) =

√
1

T − t
log log

(
1

T − t
+ e

)
.

Taking the norm on the left- and right-hand-side of equation (6.1), applying the derived bounds
and using that

∫ t
0
(T − s)−1 ds .

√
1/(T − t) we get with ρ(s) = ‖Z̃(s,X◦s )‖ that ρ(t) ≤

Nf(t)+C
∫ t

0

(
ρ(s) + ρ2(s)

)
ds, t < T for some positive constant C. The bound (6.10) derived

above implies that ρ is integrable on [0, T ]. The proof of assertion (ii) of Theorem 2 is now
completed by applying Lemma 17.

6.1. Auxiliary results used in the proof of Theorem 2(ii)

Lemma 10. Define V (s) = w−1H̃(s)−1w−1 and V ′(s) = ∂
∂sV (s). It holds that s 7→ V ′(s)

is Lipschitz on [0, T ] and V ′(s)→ −Id as s ↑ T .

Proof. By equation (5.4)

Φ(T, s)H̃(s)−1Φ(T, s)′ =

∫ T

s

Φ(T, τ)ã(τ)Φ(T, τ)′ dτ.

Taking the derivative with respect to s on both sides and reordering terms gives

∂

∂s
H̃(s)−1 = −ã(s) + B̃(s)H̃(s)−1 + H̃(s)−1B̃(s)′,
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and hence V ′(s) = w−1
(
−ã(s) + B̃(s)H̃(s)−1 + H̃(s)−1B̃(s)′

)
w−1. Since ‖Φ(s, τ)‖ ≤ C

for all s, τ ∈ [0, T ], it follows that s 7→ V ′(s) is Lipschitz on [0, T ]. Furthermore, V ′(s) →
−w−1a(T )w−1 = −Id, as s ↑ T .

Lemma 11. We have

dr̃(s,X◦s ) = −H̃(s)σ(s,X◦s ) dWs

+ H̃(s)
(
b̃(s,X◦s )− b(s,X◦s )

)
ds

+
(
H̃(s) (ã(s)− a(s,X◦s ))− B̃

)
r̃(s,X◦s ) ds,

where B̃ = Db̃.

Proof. In the proof, we will omit dependence on s and X◦s in the notation. By Itō’s formula

dr̃ =
∂

∂s
r̃ ds− H̃dX◦. (6.11)

For handling the second term we plug-in the expression for X◦ from its defining stochastic
differential equation. This gives

H̃ dX◦ = H̃b ds+ H̃ar̃ ds+ H̃σ dW. (6.12)

For the first term, we compute the derivative of r̃(s, x) with respect to s. For this, we note that by
Lemma 1 ∂

∂s R̃ = −L̃R̃ − 1
2 r̃
′ãr̃, with L̃R̃ = b̃′r̃ − 1

2 tr
(
ãH̃
)
. Next, we take D on both sides

of this equation. Since we assume R̃(s, x) is differentiable in (s, x) we have D
(

(∂/∂s)R̃
)

=

(∂/∂s)r̃. Further, D
(
L̃R̃
)

= B̃r̃ − H̃b̃ and D
(

1
2 r̃
′ãr̃
)

= −H̃ãr̃. Therefore, ∂
∂s r̃ = −B̃r̃ +

H̃b̃+H̃ãr̃. Plugging this expression together with (6.12) into equation (6.11) gives the result.

Lemma 12. There exists an ε0 ∈ (0, 1/2) such that for 0 ≤ s < T , x, y ∈ Rd

y′∆1(s, x)y ≤
(

1− ε0

T − s

)
‖y‖2,

with ∆1 as defined in (6.4).

Proof. Let y ∈ Rd. By (2.8) there is ε > 0 such that

y′∆1(s, x)y = y′
(

1

T − s

)
(Id− w−1a(s, x)w−1)y ≤

(
1

T − s

)(
y′y − εy′ã(T )−1y

)
.

Since ã(T ) = a(T, v) is positive definite, its inverse is positive definite as well. Hence, there
exists a ε′ > 0 such that y′ã(T )−1y ≥ ε′‖y‖2. This gives y′∆1(s, x)y ≤ 1−εε′

T−s ‖y‖
2. Let

ε0 = εε′. We can take ε sufficiently small such that ε0 ∈ (0, 1/2).
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Lemma 13. Let J̃(s) = wH̃(s)w. There exists a C > 0 such that∥∥∥∥J̃(s)− 1

T − s
Id

∥∥∥∥ < C for all s < T .

Proof. We have ∥∥∥∥J̃(s)− 1

T − s
Id

∥∥∥∥ ≤ 1

T − s

∥∥∥J̃(s)
∥∥∥∥∥∥(T − s)Id− J̃−1(s)

∥∥∥ . (6.13)

Let Ṽ (s) = J̃(s)−1 and Ṽ ′(s) = ∂
∂s Ṽ (s). Since Ṽ (T ) = 0 and Ṽ ′(T ) = −Id (see Lemma 10)

we can write

(T − s)Id− Ṽ (s) = −
∫ T

s

Ṽ ′(T ) +

∫ T

s

Ṽ ′(h) dh.

By Lemma 10, s 7→ Ṽ ′(s) is Lipschitz on [0, T ] and therefore∥∥∥(T − s)Id− Ṽ (s)
∥∥∥ .

∫ T

s

(T − h) dh = (T − s)2/2.

Substituting the derived bound into (6.13) gives∥∥∥∥J̃(s)− 1

T − s
Id

∥∥∥∥ . (T − s)
∥∥∥J̃(s)

∥∥∥ . (T − s)
∥∥∥H̃(s)

∥∥∥ . 1.

The last inequality follows from Lemma 8.

Lemma 14. Let Ψ(t) be the principal fundamental matrix at 0 for the random homogeneous
linear system

dΨ(s) = A(s)Ψ(s) ds, Ψ(0) = I. (6.14)

Suppose that the matrix function A(s) is of the form A(s) = A1(s) +A2(s), where both A1 and
A2 are continuous on [0, T ). Assume A2 is bounded and A1 is such that there are ε0 ∈ (0, 1/2)
and C1 > 0 that for all s ∈ [0, T ) and vectors y

y′A1(s)y ≤
(

1− ε0

T − s
+ C1

)
‖y‖2.

Then there is a C > 0 such that for all 0 ≤ s ≤ t < T

‖Ψ(t)Ψ(s)−1‖ ≤ C
(
T − s
T − t

)1−ε0
.

Proof. For z ∈ Rd, let Z(t) = Ψ(t)z, so dZ(t) = (A1(t) + A2(t))Z(t) dt. Let ‖A2(t)‖ ≤ C2

(say). Integrating d[Z(u)′Z(u)] = d[Z(u)′]Z(u) + Z(u)′[ dZ(u)] = Z(u)′(A1 + A2 + A′1 +

imsart-bj ver. 2007/02/20 file: TSWLatexianTemp_001013.tex date: February 19, 2016



30 Schauer, Van der Meulen and Van Zanten

A′2)Z(u) du over [s, t] yields

Z(t)′Z(t) = Z(s)′Z(s) +

∫ t

s

Z(h)′(A1(h) +A1(h)′)Z(h) dh

+

∫ t

s

Z(h)′(A2(h) +A2(h)′)Z(h) dh

≤ Z(s)′Z(s) +

∫ t

s

2

(
1− ε0

T − h
+ C1 + C2

)
Z(h)′Z(h) dh.

From Gronwall’s lemma,

‖Zt‖2 ≤ ‖Zs‖2 exp

(
2

∫ t

s

1− ε0

T − u
du+ 2(t− s)(C1 + C2)

)
.

Let z = Ψ(s)−1x. For any x with ‖x‖ ≤ 1 this implies

‖Ψ(t)Ψ(s)−1x‖ ≤ ‖Ψ(s)Ψ(s)−1x‖
(
T − s
T − t

)1−ε0
e(t−s)(C1+C2)

or ‖Ψ(t)Ψ(s)−1‖ ≤ eT (C1+C2)
(
T−s
T−t

)1−ε0
.

Lemma 15. Suppose Y is a strong solution of the stochastic differential equation dYt =
αt dWt + (βt + γtYt) dt, where αt = α(t, Yt), βt = β(t, Yt) and γt = γ(t, Yt). Let Ψ be
the matrix solution to dΨ(t) = γtΨ(t) dt, Ψ(0) = Id and define the process Y ′ by

Y ′t = Ψ(t)

[
Y0 +

∫ t

0

Ψ(h)−1βh dh+

∫ t

0

Ψ−1αhdWh

]
.

If sups≤τ ‖γs‖ <∞, then Y and Y ′ are indistinguishable on [0, τ ].

Proof. By computing
∫ t

0
γsY

′(s) ds and using the (stochastic) Fubini theorem it is easy to verify
that Y ′ satisfies the stochastic differential equation

dY ′t = αt dWt + (βt + γtY
′
t ) dt.

This implies Y ′s − Ys =
∫ t

0
γs(Y

′
s − Ys) ds and thus

sup
s≤t
‖Y ′s − Ys‖ ≤ max

s≤t
‖γs‖

∫ t

0

sup
h≤s
‖Y ′h − Yh‖ds.

By Gronwall’s lemma sups≤t ‖Y ′s − Ys‖ ≤ 0, which concludes the proof.

Lemma 16. DefineMt = Ψ(t)
∫ t

0
Ψ(s)−1U(s) dWs,where Ψ satisfies dΨ(s) = A(s)Ψ(s) ds

and Ψ(0) = Id. Assume (T − s)‖U(s)‖ . 1 for s ∈ [0, T ). Assume that the assumptions of
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Lemma 14 hold with ε0 ∈ (0, 1/2) and additionally that there are constants C1, C2 > 0 such
that for all 0 ≤ s < T

‖A(s)‖ ≤ C1
1

T − s
+ C2. (6.15)

Then there exists an a.s. finite random variable N such that for all 0 ≤ s < T ‖Ms‖ ≤ (T −
s)ε0−1N.

Proof. Let γ ∈ (ε0, 1/2) and define

M
(γ)
t =

∫ t

0

(T − s)1−γU(s) dWs, (6.16)

so that Mt =
∫ t

0
(T − s)γ−1Ψ(t)Ψ(s)−1 dM

(γ)
s .

By partial integration,

Mt = (T − t)γ−1M
(γ)
t −Ψ(t)

∫ t

0

M (γ)
s d

(
(T − s)γ−1Ψ(s)−1

)
.

By straightforward algebra the integral appearing on the right-hand-side can be simplified and
we get

Mt = (T − t)γ−1M
(γ)
t −Ψ(t)

∫ t

0

M (γ)
s (T − s)γ−2Ψ(s)−1 [(1− γ)Id− (T − s)A(s)] ds.

By equation (6.15), ‖(1− γ)Id− (T − s)A(s)‖ ≤ 1 + C1 + C2(T − s). Therefore,

‖Mt‖ ≤ (T − t)γ−1‖M (γ)
t ‖+

sup
0≤s≤t

‖M (γ)
s ‖

∫ t

0

(T − s)γ−2‖Ψ(t)Ψ(s)−1‖ (1 + C1 + C2(T − s)) ds.

Using Lemma 14, the integral on the right-hand-side of the preceding display can be bounded by
a positive constant times∫ t

0

(T − s)γ−2

(
T − s
T − t

)1−ε0
ds = (T − t)−1+ε0

∫ t

0

(T − s)−1+γ−ε0 ds.

From the choice γ > ε0, this last integral is bounded. So we obtain ‖Mt‖ ≤ (T − t)ε0−1N ,
with N = C sup0≤t≤T ‖M

(γ)
t ‖ for some C > 0. It remains to show that N is a.s. finite. By the

assumption on U , the quadratic variation of M (γ) satisfies, since γ < 1/2,∥∥∥〈M (γ)
〉
T

∥∥∥ ≤ ∫ T

0

1

(T − s)2γ
ds <∞.

Hence, the result follows from the Dambis-Dubins-Schwarz theorem.
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Lemma 17. Let f : [0, T )→ [0,∞) be nondecreasing and bounded on any subinterval [0, τ ],
τ < T . Suppose ρ is integrable, continuous and nonnegative on [0, T ). If

ρ(t) ≤ f(t) + C

∫ t

0

(
ρ(s) + ρ2(s)

)
ds, t ∈ [0, T )

for some positive constant C, then ρ . f on [0, T ).

For the proof we need the following Gronwall–Bellman type lemma. A proof can be found in
Mitrinović et al. (1991) (Chapter XII.3, Theorem 4).

Lemma 18. Let ρ(t) be continuous and nonnegative on [0, τ ] and satisfy

ρ(t) ≤ f(t) +

∫ t

0

h(s)ρ(s) ds, t ∈ [0, τ ],

where h is a nonnegative integrable function on [0, T ) and with f nonnegative, nondecreasting
and bounded on [0, τ ]. Then

ρ(τ) ≤ f(τ) exp

(∫ T

0

h(s) ds

)
.

Proof of lemma 17. Applying the Gronwall–Bellman lemma with h(s) = C(1 + ρ(s)) gives
that for any τ ∈ [0, T ),

ρ(τ) ≤ f(τ) exp

(∫ τ

0

h(s) ds

)
≤ f(τ) exp

(∫ T

0

C(1 + ρ(s)) ds

)
.

The integral on the right-hand-side is finite.

Appendix A: Information projection and entropy method

The following procedure to find the information projection is similar to the cross entropy method
in rare event simulation. The algorithm proceeds by stochastic gradient descent to improve ϑ
using samples from proposals with a varying reference value for ϑ (named ϑn below), which is
updated every K steps.

Algorithm 1.
Initialisation: Choose a starting value for ϑ, let n = 1 and choose decay weights α(n, k).
Repeat for n = 1, 2, . . .

1. Update ϑn. Let ϑn = ϑ.
2. Sample proposals. Sample m = 1, . . . ,M bridge proposals X◦(m) with parameter ϑn.
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3. Stochastic gradient descent. For k = 1, . . . ,K

ϑ← ϑ− α(n, k)
1

M

M∑
m=1

dP?

dP◦ϑn

(X◦(m))∇ϑ log
dP?

dP◦ϑ
(X◦(m)).

If M = 1 and K = 1 this an algorithm of stochastic gradient descent type and αn = α0
γ

γ+n

would be a standard choice. But depending on the form of b̃ϑ, the update in step 3 might be
computationally cheap in comparison with step 2 and one would prefer to sampleM > 1 bridges
in batches and do step 3 for K > 1.

In figure 2 we took starting the values ϑ = 0, αn = (10 + 2n)−1 and M = K = 1.
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