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## Preface

In thesis I describe the findings of the research I conducting as part of the Nanobiology master end-project, while working with the Biomedical Imaging Group Rotterdam (BIGR), part of the Department of Radiology \& Nuclear Medicine of the Erasmus MC.

The thesis is composed of two parts. The first part is the scientific article that describes the main findings for our objective to align cerebral DSA series. I would like to express my gratitude towards Theo van Walsum, Ihor Smal, Matthijs van der Sluijs and Ruisheng Su for their continuous support and feedback throughout the writing process, numerous revisions and the submission process. Formulating the work in such a dense form factor together with the revision process was a unique experience.

The second part of the thesis includes more extensive information regarding the clinical and technical background of the project. Additionally, it contains information on deep-learning, a field which intrigued me during my studies and something I wanted to gain practical experience in. The deep-learning section includes some additional results that were not included in the scientific article. Their added value to the objective of DSA alignment proved limited. Formulating an understanding of these deep-learning methods, and their limitations, became an objective of its own and is therefore included as an extension of the background knowledge on deep-learning.

This thesis is the product of a year long journey with many wonderful people along the way. I would like to thank Theo van Walsum, Ihor Smal, Matthijs van der Sluijs and Ruisheng Su for the weekly meetings. I am grateful for the advice and guidance, for sparking enthusiasm during the covid lockdowns and for giving me the liberty to explore new methods. I also want to thank the researchers and fellow students at BIGR for advice, discussions and inspiration. Finally I want to thank my family and friends for their support, motivation and (for some) enduring proof-reading. Looking back I cannot imagine doing this project without you, and am proud to share this milestone with you.

Vincent Hellebrekers
December 2022
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#### Abstract

Purpose: Our aim is to automatically align Digital Subtraction Angiography (DSA) series, recorded before and after endovascular thrombectomy. Such alignment may enable quantification of procedural success. Methods: Firstly, we examine the inherent limitations for image registration, caused by the projective characteristics of DSA imaging, in a representative set of image pairs from thrombectomy procedures. Secondly, we develop and assess various existing image registration methods (SIFT, ORB, elastix). We assess these methods using manually annotated point-correspondences for thrombectomy image pairs. Results: Linear transformations that account for scale differences are effective in aligning DSA sequences. Two anatomical landmarks can be reliably identified for registration using a U-net. Pointbased registration using SIFT and ORB prove to be most effective for DSA registration and are applicable to recordings for all patient sub-types. Image based techniques are less effective and did not refine the results of the best point-based registration method. Conclusion: We developed and assessed an automated image registration approach for cerebral DSA sequences, recorded before and after endovascular thrombectomy. Accurate results were obtained for approximately $85 \%$ of our image pairs.
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## 1 Introduction

Stroke is a leading cause of disability and death [1]. In case of a stroke, blood circulation in a region of the brain is compromised. Ischemic stroke is the most common type of stroke, caused by thrombo-embolic occlusion of a brain artery [2]. A minimally invasive procedure known as endovascular thrombectomy (EVT) aims to restore blood flow by mechanical removal of the thrombus using a catheter and stent retriever. In addition, such a procedure allows the intra-arterial administration of clot-dissolving medicine.

Such interventional treatments are guided by fluoroscopy, a low dose Xray imaging modality. Intermittently, Digital Subtraction Angiography (DSA) is used to visualize the vessels. In DSA imaging, a series of 2D X-ray images is recorded while a contrast medium is injected into the patients' blood vessel through the catheter. A background image (i.e. an image before contrast injection), is digitally subtracted from subsequent X-ray images with contrast medium, resulting in a sequence of images visualizing the contrast medium progressing through the arteries, tissue and veins. Once the procedure is completed (or terminated), the radiologists examine the DSA sequences to grade the procedure using Thrombolysis in Cerebral Infarction (TICI) scoring [3].

Recent studies have made significant advancements in diagnosis for treatment selection and prognosis using pre-procedural information [4]. And, while recent studies have demonstrated image processing strategies to be capable of analyzing DSA sequences, automatically extracting DSA bio-markers [5] and automatic TICI scoring [6] [7], this modality has not been widely used for these purposes. A quantitative comparison of the vessels (or perfusion) before and after the intervention may lead to a better understanding of the result of the intervention, and may also permit prediction of clinical outcome. Such a pre-post image comparison is currently hampered by the lack of an accurate spatial alignment of the sequences obtained before and after the treatment.

Automating such alignment is challenging, as there may be new arteries visualized after a (partially) successful thrombus removal. Additionally, spatial correspondence likely requires a non-linear deformation, even for subsequent frames, as is indicated in previous work [8]. Finally, the orientation of the imaging setup, with respect to the patient, can vary significantly during a procedure, as the ischemic stroke patient will move during the procedure. Additionally, the radiologist changes the orientation intermittently for anterior-posterior (AP) or lateral views.

One previous study [9] compared manually obtained transformations to those computed by a wide range of registration methods on a small dataset from the UCLA stroke center. They conclude image-based methods perform consistent, while point-based methods are more accurate but highly variable.

In this work, we aim to develop and assess an image registration strategy on a large set of images using a quantitative metric. We will investigate which type of transformations is effective in aligning different DSA series. Subsequently, traditional registration methods and a deep learning method are adapted and assessed for automated alignment.

## 2 Methods

The effects of patient movement and differences in C-arm orientation, inherently present in DSA data, may require additional transformation complexity for effective alignment. Ultimately, it is not apparent what transformation type is suitable to model the projection of 3D motion. We therefore first empirically investigate what transformation type is suited for spatial alignment by fitting different 2D transformations to manually annotated point correspondences.

Subsequently, we assess automatic registration techniques. We first develop a deep learning model to identify two cerebral artery landmarks, which will provide point correspondences for all DSA sequences. For more accurate alignment of sequences pre- and post-EVT images of the same patient, point correspondences from traditional methods, SIFT (Scale-Invariant Feature Transform) [10] and ORB (Oriented FAST and Rotated BRIEF) [11], are used. Finally, we examine image based registration and its potential to further improve solutions from SIFT and ORB.

### 2.1 Transformation fitting

Linear transformations have few degrees of freedom and can therefore be computed using few point correspondences [12]. Computing a solution using the minimally required number of point correspondences will generally provide an exact fit. Using additional point correspondences does not guarantee a solution, and a least-squares solution is typically used. In some cases, a transformation type may not have the degrees of freedom to align point sets accurately. In such cases, the over-determined linear system benefits from L1 optimization. This will provide a solution that, on average, results in better alignment for a predominant subset. L1 optimization may also be desirable to reduce the effect of outliers when fitting a transformation to automatically detected point correspondences. Most Transformations have closed form L2 solutions, whereas L1 solutions must be approximated numerically.

### 2.2 Cerebral landmark model

A first approach to automatic alignment is obtained by exploiting common landmarks in both images, and using a simple transformation to align these landmarks. For this, we selected the ICA and M1 (bifurcation) as landmarks, as these vessels are generally visible. Instead of using a standard object detection approach, we opted to use a U-net [13] to compute the probability distributions of the location of the two landmarks (see Figure 3). In this neural network model, the final activation layer is a sigmoid function, thereby enforcing the lower and upper bounds of the probability values. The ground-truth probability distributions are normal distributions located at the manual annotations with a fixed standard deviation of 2.5 pixels. At inference, the final landmark positions are determined by the highest probability (argmax) or expectation (centre of mass). Kullback-Leibler (KL) divergence and Jensen-Shannon (JS) divergence are used as loss functions.

### 2.3 Automatic point-correspondence detection

Instead of explicit landmark detection, Point-correspondences can also be determined automatically using algorithms such as SIFT and ORB. Both methods can detect points based on local features and output a descriptor for pairing of points between images. A transformation can be fit to these point pairs to obtain a transformation, as described in 2.1. Points extracted by SIFT are local optima of the second derivative, and for the pairing each point is described using a local histogram of gradients. ORB extracts corners using FAST and describes each point using an oriented BRIEF descriptor. Outliers in the pairing are dealt with via a custom implementation of RANSAC [14], where the number of inliers is only evaluated if the scaling factor $s$ and rotation angle $\theta$ of a similarity transformation are within reasonable bounds: $\frac{1}{1.5}<s<1.5$ and $|\theta|<45^{\circ}$. Outliers are excluded when computing the definitive transformation.

### 2.4 Image based registration

Next to point-based approaches, we also investigate traditional image based approaches. These approaches optimize an image-based similarity metric, generally via an (adapted) gradient descent optimizer.

We experiment with three different similarity metrics: Mattes Mutual information [15], Mean Squared Difference and Normalized Cross Correlation. Mattes Mutual information is a very common multimodal similarity metric, whereas the two other metrics are meant for registration of images of the same modality. We compute either a similarity or an affine transformation.

### 2.5 Combined strategies

The methods discussed in the preceding sections could be improved by combining different approaches. For this, different strategies are used:

1. landmark detection: U-net models have been trained using different loss functions. We can combine the output probability distributions (of the different model instances) using the multiplication rule for independent probabilities, $p\left(x, y \| p_{1}(x, y), p_{2}(x, y) \ldots\right) \propto \prod_{i} p_{i}(x, y)$.
2. point-based registration: a transformation is fit to automatically identified point-pairs. We combine the point-pairs from different methods before defining the inliers with RANSAC. This increases the number of point-pairs used to compute the transformation. We include every combination of point pairs from SIFT, ORB and the landmarks in our evaluation.
3. image based registration: gradient-descent based optimizers are used. Transformation parameters are gradually changed to improve image similarity. Such approaches are very dependent on the initial alignment, but generally converge to a local optimum. We therefore additionally evaluate initialization using the best performing point-based registration method,


Fig. 1 Manually annotated point-correspondences for pre-/post-EVT (red/blue) minIPs for AP and lateral views (left/right).
thereby assessing the capacity of point-based registration to improve image based registration and vice versa.

## 3 Data

In this work we use imaging data from the MR CLEAN Registry [16], a registry of consecutive stroke patients treated with EVT in the Netherlands. This registry contains DSA recordings from various imaging systems, which are different in terms of image quality, appearance and recording parameters. Additionally, information on occlusion location, TICI score and use of general anesthesia are available, and used to further analyse the results.

### 3.1 EVT image registration dataset selection

A selection of pre- and post-EVT sequences from the MR CLEAN Registry is adopted from a previous study [7]. This study selected sequences for automatic procedure evaluation and are therefore particularly of interest. Additionally, this selection readily ensures image quality and recording duration are sufficient for our purpose. Evaluation of the methods will be done using manual annotations. For this, a subset was selected based on the following parameters:

- General anesthesia (GA): the use of GA will likely simplify our task, as reduced patient movement will result in recordings taken from a more consistent perspective.
- Occlusion location: DSA sequences of a proximal ICA occlusion will contain little information compared to more distal occlusions.
- TICI score: the evaluation metric of EVT is based on the perceptible recovery of blood flow and perfusion, indicative of differences in content.

Six patients were included for each combination of these parameters (GA: yes/no, Occlusion location: ICA/M1/M2, TICI score: $0 / 2 \mathrm{~b} / 3$ ); except for one combination (no GA, ICA occlusion, 0 TICI score) as only two such patients are present in the selection of Su et al. [7]. This results in 104 patients to be incorporated in the evaluation.

Corresponding points for AP and lateral pre-/post-EVT images are needed for assessing the impact of the transformation model (see 2.1), and for assessing
automatic registration. Therefore, corresponding points for AP and lateral pre-/post-EVT image pairs of the 104 selected patients were manually annotated. An example is shown seen in Figure 1. Up to ten point-pairs are annotated per image pair, fewer if insufficient corresponding regions are present. The annotations were validated by a second observer. To accurately represent alignment, points are chosen to be well distributed in the field of view, and predominantly positioned on the major cerebral arteries (ICA, ACA, MCA and PCA).

### 3.2 Cerebral landmark dataset

A deep learning approach was implemented to locate anatomical landmarks in DSA sequences. This approach benefits from a larger dataset than the images annotated for transformation assessment. We therefore use a larger collection of intra-procedural recordings from the MR CLEAN Registry. From the first 1000 patient records, all 3532 lateral sequences and the first 5000 AP sequences (from the first 644 patient records) are included.

Only sequences containing both landmarks were included for training and testing, thereby excluding procedural recordings, recordings with a small field of view or of low quality. This results in 1716 AP sequences and 1472 lateral sequences to be included. Images are oriented in such a way that the AP sequences display the contrasted hemisphere on the right, and lateral sequences display the patient facing to the left.

## 4 Experiments and Results

### 4.1 Implementation details

The proposed methods were implemented in Python. We make use of the following frameworks: OpenCV 4.5.4.58, Scikit-image 0.19.3, SciPy 1.7.2, TensorFlow 2.4.1 and elastix 2.0 [17]. Transformation fitting is performed using Skimage estimate transform (L2) and SciPy minimize (L1). A U-net is implemented in TensorFlow. It is composed using two ReLu activation layers per down-sampling, four max-pooling layers and includes drop-out and batchnormalization. The KL divergence loss function can be computed forward and backward, both are used. Additionally, we also compute KL divergence implicitly by converting the output to a normal distribution using its mean and variance. For SIFT and ORB, we use the OpenCV implementations with default parameters. Point matching is performed using brute force for consistency. Lowe's ratio test is applied (best match $<0.75$ second best match) using the L2 distance between SIFT descriptors. ORB points are matched using Hamming distance, requiring a bi-directional closest match. Image based registration is done using the elastix framework and makes use of the default parametermap for affine registration, only modifying the similarity metric, transformation type and initialization.


Fig. 2 Average residual error distributions of transformations optimized for annotations of AP MinIP pairs.

### 4.2 Evaluation metrics

The contents of DSA sequences recorded pre-/postEVT can change significantly. An image similarity measure is therefore not suitable for evaluation. A registration result will therefore be quantitatively assessed by the mean Euclidean distance between the annotated points and the transformed corresponding points from the aligned image. In subsection 4.3 we examine transformations that minimize this metric by directly fitting to the annotated point correspondences. From Figure 2 we conclude registrations to be capable of achieving $\leq 10$ pixels average distance error, which will be used as criterion for successful registration.

For the accuracy of landmark detection, we evaluate the Euclidean distance between the predicted coordinate and a manual annotation.

### 4.3 Intra-patient manual transformation assessment

To assess the impact of additional degrees of freedom on alignment accuracy, global transformations are optimized for manual annotations of pre- and postEVT recordings. Image pairs with fewer than six point correspondences are excluded to prevent overfitting. The resulting error distributions per transformation type are shown in Figure 2. Transformations that account for scale differences achieve good results, with additional degrees of freedom achieving marginal improvements.

### 4.4 Landmark detection

For the assessment of the U-net based landmark detection, we performed a three-fold cross-validation. In this cross-validation, the data is randomly split based on patient id, thereby preventing validation and training on images from the same patient. Models were trained using various loss functions and the Adam optimizer until convergence was achieved (supplementary Figure 6, 7, 8 and 9). Weights are stored for the epoch with the best centre-of-mass prediction error on the validation set. The results are shown in Figure 3.

A Student t-test was used to assess to what extent the differences between the results of the models were statistically significant and are presented in


Fig. 3 Landmark model results. ICA and M1 landmark predictions for A: AP and B: lateral minIPs. C: AP landmark prediction error distributions for the three data splits using the best performing configuration.
supplementary Table 4 and 5. Four loss functions (forward and backward KLdivergence, JS-divergence and implicit forward KL-divergence) performed best in landmark detection.

Using these results, two combination models were assembled (using the four best performing models and three of these models, excluding the implicit KLdivergence), evaluated and included in the t-test comparison supplementary Tables 2, 4, 3 and 5. Significant improvements are observed for both combination models, of which the combination model using the three explicit loss functions performs best. The results of the best performing combination model are shown in Figure 3.

### 4.5 Point-based registration

We also investigated point-correspondences automatically identified using SIFT and ORB. Additionally, we combine these SIFT/ORB based point correspondences with landmarks detected by U-net. For each combination, the best performing global transformations are computed using inliers identified using RANSAC. Both L2 and L1 optimized transformations are examined. The success rate of finding sufficient inliers $(\geq 5)$ for each combination of these methods is appended to Table 1. A complete comparison of all transformation types, norm optimizations and methods, (36 variations in total) using a z-test is included in supplementary Table 1 , and 2.

For all methods, the projection transformation performed significantly worse than comparably performing similarity and affine transformations. Additionally, no significant effect could be observed for L1 over L2 optimized solutions. Therefore, the simplest transformation, the similarity transform with L2 optimization, will be used as initialization when combining the best performing point-based registration with image-based registration. Accuracy of

Table 1 Number of solutions (TP+FP) and invalid solutions (FP) found using automatically identified point correspondences for 104 image pairs.

| Methods |  |  | AP |  | Lateral |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SIFT | ORB | LM | TP+FP | FP | TP+FP | FP |
| $\checkmark$ | $\times$ | $\times$ | 58 | 0 | 65 | 2 |
| $\times$ | $\checkmark$ | $\times$ | 101 | 23 | 103 | 21 |
| $\checkmark$ | $\checkmark$ | $\times$ | 101 | 19 | 104 | 16 |
| $\checkmark$ | $\times$ | $\checkmark$ | 67 | 1 | 76 | 1 |
| $\times$ | $\checkmark$ | $\checkmark$ | 102 | 23 | 104 | 19 |
| $\checkmark$ | $\checkmark$ | $\checkmark$ | 101 | 20 | 103 | 16 |



Fig. 4 Registration error for least-squares similarity transformations using automatically identified point correspondences in lateral images. See supplementary Figure 12 for AP results.
the different methods using the similarity transformation and L2 optimization is shown in Figure 4.

### 4.6 Image based registration

Image based algorithms such as elastix are commonly used in medical image registration. We compared its performance to the best performing point-based registration, by performing a normal registration, and also when initializing the registration with the result of the best-performing point-based registration. All twelve variations (two transformations, three similarity metrics and with/without initialization) and the point-based method are compared using a Z-test in supplementary Tables ??, ??. Mattes Mutual information and normalized cross-correlation perform comparably, while mean square difference performs significantly worse. The similarity transformation outperforms the affine transformation. Initialization using the point-based registration method improves the results from elastix (supplementary Figure 13 and 14). However, it does not improve the results from the point-based method.

## 5 Discussion

In this study, we assessed various transformation models for intra-patient alignment of DSA images during EVT, and we developed and assessed methods for automated alignment of DSA images.

Alignment using manually annotated point-correspondences shows linear transformations, that account for scale differences, to be capable of aligning cerebral DSA images with relatively small errors.

The proposed U-net architecture is effective at identifying two anatomical landmarks by optimizing losses based on the KL-divergence. Training using implicit implementations of the KL divergence is unstable (supplementary Figure 6, 7, 8 and 9). To stabilize training for these loss functions, we included a smoothing kernel before computing the loss, but this proved counterproductive.

Extracting a coordinate from the probability distribution is done using the argmax and centre of mass. The latter is more sensitive to false positives and was therefore chosen for selecting a stable model, while the argmax is better for more accurate results. Interestingly, for the implicit loss functions (whose performance was worse overall), the centre of mass proved more accurate. A closer look at their output distributions showed that, instead of a Gaussian distribution, like the ground truth, a circular uniform distribution was produced. The argmax was therefore extracting a point on the periphery, causing the less accurate results.

Combining models trained with different loss functions significantly improved accuracy to approximately 4 pixels. Two landmarks are insufficient for accurate alignment (supplementary Figure 10 and 11), but do generalize to most cerebral DSA sequences. It may therefore be suited for inter-patient registration.

For more accurate intra-patient alignment, traditional point-based methods were examined. SIFT provides accurate results (60\%) and negligible (1\%) false solutions. Including the cerebral landmarks improves the number of correct solutions (10\%). ORB provides more point correspondences, including more outliers, resulting in more correct ( $15 \%$ ) and incorrect solutions ( $15 \%$ ). Remarkably, while including anatomical landmarks to the SIFT or ORB point correspondences improves results, the joint set of SIFT and ORB point correspondences proved most accurate, with negligible performance differences when including the cerebral landmarks.

The image based approaches produced results that are less accurate than compensating translation using the cerebral landmarks alone, supplementary Figure 10 and 11. Similarity or affine transformations performed comparably. Mattes mutual information and normalized cross-correlation achieved similar results, while mean squared difference proved significantly worse. The highfrequency signals of angiograms are likely too challenging for gradient-based optimization. A commonly used approach to address this, is the use of a distance map from segmented vessels. Unfortunately, this is likely not applicable to ischemic stroke patients with a proximal occlusion and successful procedural outcome and was therefore not examined. It is known that these approaches, that use a gradient-based optimizer, are sensitive to the initialization, i.e. a proper initialization is a prerequisite for a good registration result. Initializing this method with the result of the best performing point-based method did not
significantly improve the results of the point-based registration. A marginal difference was observed and image based registration methods ( $p \approx 0.9$ ) are therefore not recommended for intra-patient alignment.

We have shown automatic registration methods to achieve high accuracy image alignment for a significant subset ( $85 \%$ ) of ischemic stroke patients in our dataset. Most of the remaining patients have one (or even two) DSA series with few visible vessels. Achieving successful alignment for such patients will require additional information to be incorporated, either in the images (i.e. by including unsubtracted X-ray images) or the registration method (i.e. by using a distance map of the background or segmented ICAs).

Image alignment will likely improve (automatic) analysis of procedural DSA series, such as automatic TICI scoring and bio-marker comparison. If such tools are adopted in the clinic, our alignment could aid in repositioning the C-arm such that its orientation w.r.t. the patient is equivalent to that of the pre-EVT DSA.

## 6 Conclusion

We have investigated approaches to automatically align cerebral DSA series. Transformations that account for differences in scale are capable of aligning cerebral DSA sequences. A deep-learning strategy using the U-net architecture proved capable of identifying cerebral artery landmarks to $4 p x$ accuracy. Image registration of pre-/post-EVT DSA sequences can be performed using traditional point-based methods with $85 \%$ success and comparable performance for various types of stroke patients and procedural outcomes. This will enable further automation of DSA image analysis and procedure evaluation, contributing to outcome prediction and procedural decision making for EVT.
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## Part II: Background information

## 1 Clinical background

This chapter introduces the clinical application of DSA imaging, focusing on its role in stroke treatment. It elaborates on the generation of the images and refers to applications of digital analysis of DSA images.

### 1.1 Ischemic stroke

Stroke is a leading cause of disability and death globally [1]. Increasing incidence caused by an aging population further emphasizes the need to improve stroke treatment. Endovascular thrombectomy (EVT) has become the predominant treatment for ischemic stroke patients during the last decade [2].

During a stroke, critical access to oxygen is compromised such that a region of the brain cannot maintain homeostasis. Cerebral hypoxia (lack of oxygen in the brain) leads to unrecoverable loss of tissue resulting in disability or death. Early signs resulting from cerebral hypoxia, such as speech difficulty and loss of control over facial muscles, indicate a stroke.

In the hospital, the cause of the stroke is identified, either being hemorrhagic ( $29 \%$ globally), caused by bleeding of a cerebral artery, or ischemic ( $71 \%$ globally) [3], caused by occlusion of a cerebral artery. While the extensive anatomy of the cerebral arteries is beyond the scope of this thesis, it should be noted that the internal carotid artery (ICA) and middle cerebral artery (MCA) are of particular importance. The ICA and MCA are the predominant locations for an occlusion to occur. As the MCA traverses through multiple cerebral regions, its segments are further specified M1, M2 etc. (from proximal to distal more distal segments).

### 1.2 Endovascular thrombectomy

EVT is a minimally invasive procedure that aims to remove the thrombus to restore blood flow in the occluded vessel. A catheter is inserted into the groin and navigated towards the occluded vessel. There, a stent-retriever is used to grab (parts of) the thrombus. This process generally requires multiple attempts and can be aided by locally administering a solvent.

Seventeen Dutch hospitals started collaborating to form a large patient registry, the MR CLEAN Registry [2], combining all EVT patient records. The main purpose being the monitoring of implementation and safety of EVT in the Netherlands, additionally providing the opportunity to improve EVT.

### 1.3 DSA imaging

EVT is guided by fluoroscopy and evaluated using DSA imaging, which are (low dose) X-ray imaging techniques, recording using a C-arm (Figure 3), further elaborated in 1.4. DSA digitally processes the images to remove the static background while a contrast agent is injected into the patients bloodstream. The first frame of the series, recorded before the injection of the contrast, is digitally subtracted from the subsequent frames. This results in a series of images


Fig. 1 DSA: Original frame, first frame and subtracted result. Original sequence was obtained from the MR CLEAN registry [2].
showing the progression of contrast through the arteries, tissue and veins. DSA imaging is performed using a higher dose than fluoroscopy to reduce noise, as it is amplified by the use of two images.

DSA is used to evaluate the recovery of blood flow and tissue perfusion. Cerebral DSA imaging is typically performed using anteroposterior (AP) and lateral perspectives, Figure 2.

Once the EVT procedure is completed (or terminated), DSA images from before and after the procedure can be compared to evaluate the recovery of blood flow using a Thrombolysis in Cerebral Infarction (TICI) score [4], see Table 1.

This manual scoring is prone to bias and led to methods being developed for automation. To improve such methods, it would be desirable to align the images as is explored in this thesis. Other DSA analysis objectives, such as bio-marker extraction, could also benefit from alignment [5].


Fig. 2 Common perspectives used in DSA imaging. Original sequences were obtained from the MR CLEAN registry [2].

Table 1 TICI scoring criteria.

| 0 | No improvement in perfusion |
| :--- | :--- |
| 1 | Contrast penetrates the occlusion site, but fails to restore flow <br> to the arterial bed downstream of the occlusion site. |
| 2 | Partial Perfusion. A significant region of the arterial bed downstream <br> of the occlusion site is restored, but blood flow is perceptibly slower <br> than comparable areas. |
| 2 a | Partial filling is detected. |
| 2 b | Complete filling is detected. |
| 3 | Complete perfusion. Perfusion occurs to be completely recovered. |

### 1.4 X-ray imaging

The main components of the C-arm are the X-ray tube, anti-scatter grid and detector. The X-ray tube generates the X-rays by accelerating electrons from its anode to its cathode. At the cathode, most energy is absorbed in the form of heat resulting from inelastic interaction. Elastic interactions ( $\approx 1 \%$ ) result in X-rays in the form of characteristic radiation (at cathode specific wavelengths) and Bremsstrahlung (linearly distributed wavelengths). The lower wavelength X-rays, which cannot pass through the body, are absorbed by the cathode and an additional filter to further reduce the radiation received by the patient.


Fig. 3 C-arm [6] and a schematic representation [7] of the main components for X-ray imaging.

The remaining X-rays pass through the patient and are partially absorbed. The absorbance depends on the tissue the photons pass through. Tissue with a higher attenuation coefficient, such as bone, absorbs more photons than soft tissue, Table 2. This results in the contrast in the image. Blood and soft tissue are primarily composed of water and therefore have a similar attenuation coefficient, which unfortunately makes it difficult to distinguish these tissues. Injecting a contrast agent, such as iodine, into the bloodstream increases its attenuation coefficient improving the contrast significantly. Using a contrast agent can cause temporary symptoms such as nausea or headaches, and puts stress on the patients liver.

Table 2 Attenuation coefficients of tissues for medical imaging. Values [8] (Hounsefield units) were converted using $\mu_{\text {air }}=0 \mathrm{~cm}^{2} / g, \mu_{\text {water }}=0.2683 \mathrm{~cm}^{2} / \mathrm{g}$ [40keV] [9].

| $\mu\left[\mathrm{cm}^{2} / g\right]$ | Tissue |
| :---: | :---: |
| $\geq 0.5366$ | Bone, calcium |
| 0.2951 to 0.4293 | Iodinated CT contrast |
| 0.2777 | Gray matter |
| 0.2750 | White matter |
| 0.2737 to 0.2790 | Muscle, soft tissue |
| 0.2683 | Water |

The anti-scatter grid removes Compton scatter (X-rays whose direction has been altered) to improve image quality. The recorder, most commonly a flatpanel detector, consists of a scintillator and photodiodes (the camera). The scintillator is a material which converts higher wavelength photons, such as X-rays, into lower wavelength photons (optical spectrum). This light is then recorded using a camera to produce a digital image.

## 2 Technical background

This chapter will introduce the fundamental concepts of image registration followed by a detailed explanation of the algorithms used to automate this process.

### 2.1 Image transformations

In image registration, transformations are used to warp an image such that its objects are located at the same position as those in a fixed image. Typically, image transformations are categorised as linear or non-linear. Linear transformations model the difference in perspective, while non-linear transformations model local deformation of objects.

### 2.1.1 Linear transformations

Most scientific image data has an underlying orthographic geometry. This linear geometry, with each of the pixels or voxels having the same dimensions in the image, allows objects to be shifted, rotated, scaled, stretched and sheared (Figure 4) using a linear transformation:

$$
\left[\begin{array}{ll}
T_{11} & T_{12}  \tag{1}\\
T_{21} & T_{22}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\left[\begin{array}{l}
T_{13} \\
T_{23}
\end{array}\right]=\left[\begin{array}{l}
x \\
y
\end{array}\right]^{\prime}
$$

The projection or perspective transformation, Equation 2, is conventionally also ascribed to the class linear transformations. It completes the modelling of perspective changes of the pin-hole camera model, and even though it is nonlinear, in practise its computation is performed using a linear system, either using homogeneous coordinates or by approximation such as the direct linear transform (B).

$$
\begin{equation*}
x^{\prime}=\frac{T_{11} x+T_{12} y+T_{13}}{T_{31} x+T_{32} y+1} \quad y^{\prime}=\frac{T_{21} x+T_{22} y+T_{23}}{T_{31} x+T_{32} y+1} \tag{2}
\end{equation*}
$$



Fig. 4 Linear image transformations. translation: pure translation. Euclidean: translation \& rotation. similarity: translation, rotation \& scaling. affine: linear transformation without constraints, Equation 1. projective: pin-hole perspective modelling, Equation 2. Image obtained from [10].


Fig. 5 An example of a non-linear transformation. Image was generated using [11].

### 2.1.2 Non-linear transformations

Non-linear transformations, such as depicted in Figure 5, are generally described in one of two ways: Using parametric functions, such as splines, where the coefficients $\beta$ of the polynomials are computed for specified intervals on the grid $m, n$.

$$
\begin{equation*}
\vec{\phi}(x, y)=\sum_{i=0}^{3} \sum_{j=0}^{3} \beta_{i j}[m(x), n(y)]\binom{(x-m(x))^{i}(y-n(y))^{j}}{(x-m(x))^{i}(y-n(y))^{j}} \tag{3}
\end{equation*}
$$

Or by a non-parametric deformation field, which defines a vector $\vec{u}(x, y)$ for each pixel $x, y$ in the moving image towards the location in the fixed image.

$$
\begin{equation*}
\vec{\phi}(x, y)=\binom{x}{y}+\vec{u}(x, y) \tag{4}
\end{equation*}
$$

A particular concern of the deformation field is its excessive degrees of freedom. In theory, a non-parametric deformation field allows for arbitrary shuffling of pixels, such that neighbours of the original image may end up polar opposite after the transformation. To retain the original structure, penalizing non-diffeomorphic transformations is common. This favours the field to be continuous by having a positive determinant of the Jacobian at each position. The Jacobian is a linear approximation (like the previously introduced linear transformations) and becomes negative if an axis is flipped (causing the mesh to be torn).

### 2.2 Image interpolation

Pixels in a transformed image may not have come from a position on the original pixel-grid. The solution to this problem requires a re-sampling step, known as interpolation. Interpolation defines a function in the continuous domain to compute values at intermediate coordinates using the pixels in the original image. The most popular functions are nearest-neighbour, bi-linear and higher-order spline functions.

### 2.3 Point-based registration

Image transformations define point correspondence for all pixels in the image. Inversely, only a few point-correspondences are sufficient to compute linear transformations. Point-based image registration methods aim to find these point-correspondences. Automated methods do this in multiple steps. First, points with favourable properties are detected. The region surrounding each point is used to describe them, allowing them to then be matched to points in a second image. Finally, outliers are removed and a transformation is computed.

An overview of point-based registration, image-based registration (2.4) and spatial transformer networks (3.2.1) can be seen in Figure 6.


Fig. 6 Image registration methods. A: Point-based image registration. I: point-selection. II: point-matching \& outlier detection. III: Image transformation. B: Image-based registration [12]. C: Spatial transformer network [13].

### 2.3.1 Manual point annotations

Such point-correspondences can be annotated manually. In our work, this approach was used to define a reference standard, and also to determine which transformation model would be sufficient for our application.

Manual annotations are also a way to guarantee favourable conditions that automated methods do not. It is for example beneficial for pointcorrespondences to be evenly distributed over the objects chosen for alignment. This reduces the sensitivity to small errors when computing the transformation. Additionally, objects can be excluded, or regions of interest can be emphasized with additional annotations.

When performing the manual annotations, it is good practise to use more points than minimally required. This averages out the small errors and produces a compromise for non-linearities. The latter property is particularly important for DSA image registration.


Fig. 7 Manual annotations used in the scientific article.

### 2.3.2 Scale-invariant feature transform

The scale-invariant feature transform [14] (SIFT) is an automatic point detection method. SIFT extracts local optima of the second order derivative at different image scales. These local optima are, in an ideal sense, the centres of circular structures. These optima therefore do not only extract the points positions, but additionally assigns each point a size. Its size defines the region surrounding the point, which will be used to give it a description. This description is defined by the orientations of the gradients in the surrounding region of the point. These are combined in local histograms and concatenated to form the descriptor.


Fig. 8 SIFT candidate points are local optima in space and scale space. A descriptor is composed from the orientation of nearby gradients, images obtained from [15], [14].

### 2.3.3 Oriented FAST and Rotated BRIEF

Oriented FAST and Rotated BRIEF [16] (ORB) extracts corners using the FAST corner detector. Although corners may often lie on the periphery of an object, they have one big advantage: they are self-similar in scale. They are thereby scale-invariant by nature. The FAST corner detector [17] looks for $N$ consecutive pixels in a circle that all have a higher or lower intensity than the center pixel by a margin $t$. Then, BRIEF [18] is used to formulate a binary descriptor. After smoothing the local patch, intensity values of a set of pixel pairs are compared ( $I_{1} \geq I_{2}$ ), producing a vector of zeros and ones.


Fig. 9 FAST corner detection and BRIEF descriptor used in ORB. Images obtained from [17], [18].

### 2.3.4 Point-matching

The points and features computed using SIFT or ORB will have to be matched. This comes down to compare each descriptor from one image to all descriptors from the fixed image, and finding its closest match. For SIFT features the Euclidean distance is computed, and compared to the Euclidean distance to the second closest match. This is referred to as Lowe's ratio test, where the ratio of these distances needs to be higher than the hyper parameter for it to be considered a match. ORB features are binary and the Hamming distance is therefore commonly used instead of Euclidean distance. An additional verification step can be included such that the features are mutually closest.

### 2.3.5 Homography

Ideally, we have now found the point-correspondences and are ready to compute a transformation. Unfortunately, automated methods also produce invalid correspondences, which proves detrimental to the solutions. An additional outlier detection is therefore employed, using the fact that the majority of points will comply to the transformation. This is known as homography. In our work we use the random sample consensus (RANSAC) [19]. This algorithm starts by selecting a random set of point-correspondences, proficient to compute the transformation. It then evaluates how many of the remaining point-correspondences would be accurately aligned by the transformation. This is iterated and the solution that aligned most points is used to identify the outliers. The remaining points are used to compute the definitive solution.

### 2.4 Image-based registration

Image-based registration changes the transformation parameters $\theta$ in small increments, such that the similarity $\mathcal{S}$ between the transformed moving image $I \circ T(\vec{\theta})$ and the fixed image $I_{\text {fixed }}$ improves. This is done using the chain rule and partial differentiation:

$$
\begin{equation*}
\frac{d \mathcal{S}\left(I \circ T(\vec{\theta}), I_{\text {fixed }}\right)}{d \theta_{i}}=\frac{\partial \mathcal{S}\left(I \circ T(\vec{\theta}), I_{\text {fixed }}\right)}{\partial \vec{x}} \cdot\left(\frac{\partial \vec{x}}{\partial \theta_{i}}\right)_{\theta_{j \neq i}} \tag{5}
\end{equation*}
$$

The first derivative describes how each pixel should move to improve similarity, while the second derivative describes how each transformation parameter should be changed to accomplish this. The iterative process of evaluating the derivative and updating the transformation is automatically done using an optimizer, such as gradient descent.

The initial transformation, similarity function and step size, also known as learning rate, are the hyper parameters that influence the result and computation time.

## Similarity metrics

Mean squared difference (MSD) directly compares the intensity values of the images. This metric thereby assumes the intensity values to represent equal measurements.

$$
\begin{equation*}
M S D=\sum_{m, n}\left\|I \circ T[m, n]-I_{\text {fixed }}[m, n]\right\|_{2}^{2} \tag{6}
\end{equation*}
$$

Normalized cross correlation (NCC) assumes intensity values of the two images to be linearly dependent and corrects for difference in variance $\sigma$. NCC maximizes if the intensity values are distributed equally in both images.

$$
\begin{equation*}
N C C=\frac{1}{\sigma_{I} \sigma_{\text {fixed }}} \sum_{m, n} I \circ T[m, n] \times I_{\text {fixed }}[m, n] \tag{7}
\end{equation*}
$$

Mattes mutual information [20] (MMI) is a multi-modal image similarity metric. It assumes that for each intensity value interval of the image, any intensity interval in the fixed image captures the same information. This mutual information is to be optimized.

$$
\begin{equation*}
M M I=\sum_{m_{1}, n_{1}} \sum_{m_{2}, n_{2}} p\left(I \circ T\left[m_{1}, n_{1}\right], I_{\text {fixed }}\left[m_{2}, n_{2}\right] \log \left[\frac{p\left(I \circ T\left[m_{1}, n_{1}\right], I_{\text {fixed }}\left[m_{2}, n_{2}\right]\right.}{p_{T}\left(I \circ T [ m _ { 1 } , n _ { 1 } ] p _ { p _ { i x e d } } \left(I_{\text {ref }}\left[m_{2}, n_{2}\right]\right.\right.}\right]\right. \tag{8}
\end{equation*}
$$

With $p$, being the joint discrete probability, $p_{T}$ and $p_{\text {ref }}$ the marginal discrete probability function for the intensity intervals in the moving image and fixed image.

## 3 Deep learning

Image analysis has greatly benefit from advancements in deep learning over the last two decades. Handcrafting algorithms is a time consuming and complex process, while the desired output is often trivial for us humans. Deep learning models are composed of layered functions with parameters that are automatically tuned to approximate the output using examples.

In this chapter, the concepts of layers and model training will be introduced. This includes the niche diffeomorphic integration layer used for the computation of diffeomorphic deformation maps, and different loss functions used for training. These concepts are combined to produce deep-learning models for landmark detection and image registration.

### 3.1 Convolutions and convolutional deep learning models

The convolution operator $*$ is used to combine information of a smaller window within the image $I$, and is one of the main tools used in traditional image analysis. A 2D discrete convolution with a filter $f$ is formally defined as

$$
\begin{equation*}
(I * f)[m, n]=\sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} I[m-i, n-j] f[i, j] \tag{9}
\end{equation*}
$$

although in practice, the lower and upper bounds are defined by the size of the filter. In Figure 10 a typical example of a classical image analysis algorithm is shown. The filter is convolved with the image we want to analyse. The filtered image contains high values at the positions where the coins are positioned, and noise from other objects. After discarding the lower values of the output below a threshold, only the blobs at the positions of the coins remain. In order to retain the exact positions, we extract the local maxima.


Fig. 10 An image is convolved with a filter, followed by a threshold and local maximum filter.

If the output contains a nonzero pixel, we know that the image contains a coin (image classification). Extracting the coordinates of all nonzero values provides the locations of all coins in the image (object detection). We can also reconstruct the coins in the image by convolving the output again with the filter (Fig. 11).


Fig. 11 The output of Fig. 10 is convolved with the filter to reconstruct the coins of the original image.

Convolutions in deep learning were popularized by Krizhevsky et al. in the AlexNet [21] image classification model, which uses a very similar structure to the example algorithm. Typically, a repetitive sequence of a convolution layer (typically including multiple filters) followed by a non-linear function and a local max-pooling layer are used. Five of such convolution-pooling blocks are present in the AlexNet model, figure 12. The filter and threshold values can all be optimized automatically during model training, aiming to reproduce manually annotated data. This is done in a similar manner to the partial differentiation in 2.4, where partial derivatives are chained w.r.t. each layer (going from the output, propagating backwards). This is known as back-propagation and allows each parameter value to be updated to minimize the loss function.


Fig. 12 The AlexNet image classification model [21], composed of five convolution blocks and three fully connected layers.

In image classification, a sequence of these repetitive convolution-activation function-pooling blocks is terminated by flattening the final output into a vector, which can then be analysed with one (or multiple) fully connected layer(s). A fully connected layer is a weighted sum of the input, followed by an activation function.

If we want to compute a property for each pixel in the image using a deep-learning method, such as in image segmentation, transposed convolution layers are used. In a similar manner to how the coins could be reconstructed in the example (Fig. 11), these transposed convolutions use trainable filters to provide information to compute an up-sampled output. This can thereby restore the output size, which was reduced by the pooling layers, to that of the original image.

## Closing remarks on convolution:

The convolution operator is translation equivariant ${ }^{1}$. This means that its behaviour is spatially consistent, independent of the position of an object in an image. This is the primary reason it is more commonly used in computer vision than fully connected networks. In some special cases, a filter can additionally be decomposed in a rotational variant and invariant component [22] using non-linear functions. Gaussian image derivatives are the most wellknown filters that have this property, separating the derivaitve amplitude and angle. The image derivative $\nabla I$ can be computed using Gaussian derivative filters $\partial_{x} G, \partial_{y} G$. Its amplitude $\|\nabla I\|_{2}^{2}$ and angle $\angle \nabla I$ then become

$$
\|\nabla I\|_{2}^{2}=\left(I * \partial_{x} G\right)^{2}+\left(I * \partial_{y} G\right)^{2} \quad \angle \nabla I=\angle\binom{I * \partial_{x} G}{I * \partial_{y} G}
$$

Convolutional neural networks (CNNs) do not explicitly have translational equivariance because of its pooling layers. Additionally, CNNs do not use rotational decomposition explicitly, although the 'convolution-activation function' layering shares a lot of resemblance. To retain these favourable properties, it is common practice to use training data that contains rotation and translation variation, such that the trained model will still produce consistent results. This is commonly done by including random transformations of the training data, a process known as data augmentation.

### 3.2 Model architectures

### 3.2.1 Spatial transformer network

Spatial transformer networks [23] were introduced by Jaderberg et al., whose primary objective was to improve image classification. They introduced an additional network that predicts a transformation and applies it to the image, such that the subsequent classification network improves. It relies on the property that image resampling is differentiable, as is used during image-based registration. This property is critical to perform model training.


Fig. 13 Spatial transformer network as part of an image classification network. Original images were obtained from [23], [24].

[^0]Jaderberg et al. state that spatial transformer networks could also be used for "co-localisation" of objects of the same class, a qualitative form of image registration. They illustrate this behaviour in the classification of the CUB-200-2011 bird dataset, which consistently extracted the wings and head of the birds before classification. It should be noted that the authors do not specify the network to extract these regions in particular, nor do they guide the network to provide geometrically consistent results. To that end, STNs have been modified and used for image registration. These algorithms either predict the transformation of the input image to a consistent fixed image, or additionally input a (varying) fixed image and optimize for image similarity.

### 3.2.2 U-net

The U-net algorithm [25] by Ronneberger et al. is one of the most popular convolutional neural network architectures, and is primarily used for image segmentation. It consists of convolution-activation function-pooling layered blocks, followed by transposed convolution-activation function layered blocks. Each up-sampled intermediate is concatenated with the equivalently sized down-sampled block, thereby combining local and global information.


Fig. 14 Original U-net architecture using 2 convolutional layers per down pooling layer, with four total pooling layers. Image obtained from [25].

### 3.2.3 VoxelMorph

VoxelMorph [26] extents the principle of STNs to non-linear registration using a deformation map. It uses a U-net to predict the deformation of the moving image w.r.t. a fixed image or atlas. To (approximately) enforce diffeomorphic constraints, they include a scaling and squaring integration layer which further improves their results. This architecture produces near real time results and improved accuracy compared to traditional methods, while requiring relatively small training data.


Fig. 15 VoxelMorph default architecture for non-linear image registration. Image was obtained from [26]

## Diffeomorphic integration layer

In many deep learning applications, the final activation function is chosen to enforce a constraint. A famous example is the softmax function, which enforces the output probabilities to be positive and sum to one.

As previously introduced, diffeomorphic transformations are desirable in image registration. Unfortunately, enforcing diffeomorphic properties on a deformation field is not a trivial task. Evaluating the determinant of the Jacobian for Equation 4, yields Equation 10. This provides the constraints we wish to enforce.

$$
\operatorname{det}\left(\left[\begin{array}{cc}
1+\partial_{x} u_{x}(x, y) & \partial_{y} u_{x}(x, y)  \tag{10}\\
\partial_{x} u_{y}(x, y) & 1+\partial_{y} u_{y}(x, y)
\end{array}\right]\right)>0
$$

At first glance, one could approach this like a linear programming problem. This would be a valid approach, but the number of potential solutions becomes excessive for practically relevant image sizes. An alternative approach is therefore employed, which integrates deformation over small time steps $\Delta t$. This parameter should be chosen to account for the largest deformation gradient.

$$
\Delta t^{-1}>\|\nabla u\|_{\max }
$$

Because this reduces the variable terms to be much smaller than one, it guarantees diffeomorphic properties for a single time step. Iterating a diffeomorphic transformation (as is done during integration) retains the desired properties. Additionally, this method provides a framework to accurately estimate the inverse transformation (simply by replacing $\vec{u}$ by $-\vec{u}$ before integration).

Dalca et al. [26] introduced this approach to its deep-learning model VoxelMorph. The default integration layer uses $\Delta t=2^{-8}=256^{-1}$, which is sufficient for most applications. To save on computation time, a recursive approximation is used, known as the scaling and squaring approach [27]. Instead of evaluating the integral at each time step, it re-samples the solution from the previous iteration.

$$
u(8 \Delta t)=u(\Delta t)+u(\Delta t)+u(2 \Delta t)+u(4 \Delta t)
$$

While the discrete integral approach and the scaling and squaring approximation are very effective, they do not produce perfectly diffeomorphic fields. This is caused by the discrete time step and re-sampling. Nevertheless, these methods are very practical for training and validation of deep learning models. For other applications it may be of interest to examine exact integration.

### 3.3 Loss functions

Loss functions are used to relate the output of a model to the ground-truth, defining a cost for the difference between them. This cost is then minimized during training using back-propagation. The type of loss function therefore depends on the type of output, and should represent the relative importance that the designer attributes to different errors. In the scientific article we predict the probability distribution of the position of anatomical landmarks using deep learning. The used loss functions are elaborated in 3.3.1. Performing image registration using deep-learning can be done using different loss functions, optimizing image similarity 3.3.2, desirable transformation properties 3.3.3 and adhering to ground-truth information 3.3.4.

### 3.3.1 Landmark detection

Kullback-Leibler (KL) divergence [28] $D_{K L}$ captures the difference in information between the observed $P$ and ground truth $Q$ probability distribution, particularly punishing large deviations:

$$
\begin{equation*}
D_{K L}(P \| Q)=\sum_{m, n} P(m, n) \times \log \left(\frac{P(m, n)}{Q(m, n)}\right) \tag{11}
\end{equation*}
$$

KL divergence is not symmetric $\left(D_{K L}(P \| Q) \neq D_{K L}(Q \| P)\right.$. Choosing whether $P$ is the observation or ground-truth is therefore relevant, and in practice both are used. They are referred to forward and backward KL divergence respectively. Alternatively the Jensen-Shannon (JS) divergence [29] can be used, which is symmetric.

$$
\begin{equation*}
J S D=\frac{1}{2} D_{K L}(P \| Q)+\frac{1}{2} D_{K L}(Q \| P) \tag{12}
\end{equation*}
$$

The KL-divergence can be implicitly calculated if the observation is expressed as an ideal normal distribution through its mean $\left(\mu_{Q}\right)$ and (co-) variance $\left(\sigma_{x}, \sigma_{y}, \rho_{x y}\right)$ [30].

$$
\begin{equation*}
D_{K L}(P \| Q)=\frac{1}{2}\left[\log e^{-2} \sigma^{-4} \sigma_{x}^{2} \sigma_{y}^{2}\left(1-\rho_{x y}^{2}+\left(\vec{\mu}_{P}-\vec{\mu}_{Q}\right)^{T} \Sigma^{-1}\left(\vec{\mu}_{P}-\vec{\mu}_{Q}\right)+\frac{\sigma^{2}\left(\sigma_{x}^{2}+\sigma_{y}^{2}\right)}{\sigma_{x}^{2} \sigma_{y}^{2}\left(1-p_{x y}^{2}\right.}\right]\right. \tag{13}
\end{equation*}
$$

While these loss functions are capable of optimizing the output distributions, they do not provide information that is easily interpreted. To complement these methods, such that model building and results become intuitive, an additional


Fig. 16 KL divergence and JS divergence absolute values (before summation over $m, n$ ).
metric was included. This is the Euclidean distance between the annotated ground truth coordinate and the coordinate inferred from these probability distributions.

### 3.3.2 Image similarity

The loss functions for image similarity are equivalent to those in image similarity based registration, see 2.4.

### 3.3.3 Deformation field regularization

The simplest regularization term for deformation $\vec{u}$ is the gradient amplitude $\|\nabla \vec{u}\|_{2}^{2}$, which describes the distance that a pixel will move away from its neighbours.

$$
\begin{equation*}
\|\nabla \vec{u}\|_{2}^{2}=\left\|\partial_{x} u_{x}\right\|_{2}^{2}+\left\|\partial_{y} u_{y}\right\|_{2}^{2} \tag{14}
\end{equation*}
$$

The Bending energy $\left\|\nabla^{2} \vec{u}\right\|_{2}^{2}$, the Frobenius norm of the Hessian matrix, penalizes large gradient changes.

$$
\begin{equation*}
\left\|\nabla^{2} \vec{u}\right\|_{2}^{2}=\left\|\partial_{x}^{2} \vec{u}\right\|_{2}^{2}+\left\|\partial_{y}^{2} \vec{u}\right\|_{2}^{2}+2\left\|\partial_{x} \partial_{y} \vec{u}\right\|_{2}^{2} \tag{15}
\end{equation*}
$$

Additionally, the average displacement $\overline{\vec{u}}$ can be penalized when global transformations have been executed with high accuracy.

$$
\|\overline{\vec{u}}\|_{2}
$$

Or, if the linear registration was less accurate, the deformation field can be corrected with a linear transformation $T_{\text {cor }}$ before regularization.

$$
\vec{u}(\vec{x})_{c o r}=\vec{u}(\vec{x})-T_{c o r}(\vec{u}(\vec{x})) \vec{x}
$$

### 3.3.4 Supervised transformation loss

When a similarity metric does not guide our model to a desired solution, we can use manually produced Transformations instead. For this, I use the Euclidean distance between the warped coordinate and the (ground-truth) transformed coordinate.

$$
\begin{equation*}
\mathcal{L}=\|\hat{T} \vec{x}-T \vec{x}\|_{2} \tag{16}
\end{equation*}
$$

## 4 Evaluation of deep-learning methods for image registration

Image registration for DSA has proven difficult for gradient descent methods. This may be caused by different factors, such as ineffective similarity metrics, differences in image contents or the sparsity of the image contents. We perform two experiments to evaluate the capabilities of deep-learning strategies and their applicability to DSA.

### 4.1 Methods

## Spatial transformer network

An affine STN implementation is adopted [31]. Input size is increased to $256 \times 256 p x$. and three additional convolution-pooling layers are included. Model output and grid sampling are modified to allow for similarity and projection transformations.

## VoxelMorph (modified)

We make use of the Tensor Flow implementation of VoxelMorph. The U-net receptive field is extended using three additional encoding and decoding layers, followed by the integration layer (seven steps). Additionally, a linear transformation is extracted. The source image is then re-sampled using the linear and non-linear deformation fields.

The linear transformation is extracted as follows. One could see the deformation field as point-correspondences for each point in the image, and the integration layer as a form of homography. Computing the linear transformation from these point correspondences can be done efficiently using a least-squares solution (B).

$$
\begin{equation*}
\vec{x}+\vec{u} \approx T \vec{x} \tag{17}
\end{equation*}
$$

Simultaneously computing the linear and non-linear transformation may benefit both. Linear registration is difficult for non-linear geometries, and the increased degrees of freedom may benefit the search through solution space, while non-linear registration methods do not always incorporate long-distance information, which could benefit from simultaneously upholding a (global) linear transformation.

### 4.2 Data

## MNIST

The Modified National Institute of Standards and Technology (MNIST) dataset[32] is a commonly used example dataset, containing seventy-thousand handwritten digits (zero to nine) stored as $28 \times 28 p x$. images. Various different (STN) registration algorithms proved effective when optimizing MSD or NCC. One digit is selected (the eights) and upsampeled to $256 \times 256$ to more accurately represent our data.

## DSA series pre-/post- EVT

The MR CLEAN registry contains 512 patients with AP lateral pre-/post EVT DSA series. To retain consistent validation metrics for supervised and unsupervised experiments, only series for which 'SIFT+LM' (described in the scientific article) found a solution are included, yielding 353 AP and 404 lateral series. These series will be used with the solutions found using 'SIFT+ORB' as ground truth for validation and supervised training.

### 4.3 Experiments and results

The STN and modified VoxelMorph are evaluated for tasks with increasing complexity.

## MNIST image registration

In the first experiment, networks have been trained to compute the three linear transformations, trained on random image pairs (default), to optimize NCC. To increase complexity, random similarity transformations ${ }^{2}$ are applied to the source image (augmented source) or both images (augmented) before computation. Table 3 displays the NCC values of both networks. To provide context, Figure 17 shows validation examples of alignment with respective NCC values.

Table 3 Validation NCC for upsampled MNIST eights ( $256 \times 256 p x$ ) aligned using STN || VoxelMorph.

| NCC | default | augmented source | augmented |
| :--- | :---: | :---: | :---: |
| (none) | 0.50 | 0.39 | 0.30 |
| similarity | $0.63 \\| 0.68$ | $0.59 \\| 0.53$ | $0.54 \\| 0.35$ |
| affine | $0.70 \\| 0.74$ | $0.65 \\| 0.66$ | $0.59 \\| 0.57$ |
| projection | $0.76 \\| 0.76$ | $0.70 \\| 0.65$ | $0.62 \\| 0.43$ |



Fig. 17 NCC values for alignment examples of two different eights.

One of the remarkable properties of VoxelMorph is its ability to generalize image registration to different objects. We apply the trained models to a different digit to see whether this phenomenon extents to STNs and the modified VoxelMorph implementation in Figure 18.

[^1]

Fig. 18 Alignment of fives using the STN and custom Voxel Morph trained on eights.

## pre-/post-EVT DSA image registration

The second experiment will evaluate the networks on DSA data. As similarity losses proved less effective (elastix, scientific article), supervised training is performed using solutions from point-based image registration and Equation 16. Training and validation curves are shown in Figure 19


Fig. 19 Aug.: augmentation. Training and validation loss, Equation 16, of supervised STN image registration using solutions from SIFT+ORB.

### 4.4 Discussion

For default MNIST data, STNs are shown to improve alignment of random image pairings. Adopting VoxelMorph for linear alignment proved effective and comparable, although performance decreased for more difficult transformations. Surprisingly, both methods indicate capabilities of generalized image registration, Figure 18.

For DSA image registration, supervised image registration was performed to circumvent training using image-similarity based learning. While the model proved capable of learning transformation variability for augmented training
data, no generalization is observed for validation data. While we can only speculate, possible causes include, but are not limited to: insufficient training data, large data variability, sparsity of mutual structures and the general sparsity of information in DSA images.

### 4.5 Conclusion

Spatial Transformer Networks are capable of improving alignment for elementary data. Nevertheless, one-shot transformation computation does not seem feasible for variable targets. Incorporating a recursive component would be a recommended improvement to address this limitation.

Combining linear and non-linear image registration in VoxelMorph proved functional. Its longer computation time and comparable performance does not justify its use for linear image registration, or should be limited to fine-tuning in more extensive frameworks that include non-linear alignment.

Automated DSA image registration using deep-learning remains unsolved.

## Appendices

## A Supplementary data

## A. 1 Data pre-processing

DSA images can contain embedded text (including shadow effect), bounding boxes and border artefacts. Examples are shown in Figure 1. Figures 2, 3 show the masks for the artefacts produced by the two most common capturing devices in the MR CLEAN registry, together with the resulting in-painting using Open CV. Figure 4 shows the border identification result used by both methods.


Fig. 1 Common artefacts in DSA sequences in the Mr Clean registry. a: border artefacts. b: embedded overlays. c: embedded text with bounding box (Allura Xper device) d: embedded text (Axiom artis device) e: Combinations of border artefacts and embedded overlays.


Fig. 2 Axiom Artis pre-processing. Text is automatically identified, masked and inpainted using Open CV. Borders are removed if identified.


Fig. 3 Allura Xper pre-processing. The standard overlay and text with bounding box are automatically identified, masked and inpainted using Open CV.


Fig. 4 Border removal. Border artefact in original image is automatically identified and cropped (or masked in the proceeding Figures).

## A. 2 Optimized transformations (lateral)

The experiment in which the transformations were optimized to manual annotations, (4.3) was repeated for lateral MinIPs. The residual error per transformation type is shown in Figure 5.


Fig. 5 Average alignment error for transformations computed using manual annotations from lateral MinIP pairs. The violin represents the data distribution and inside, the median (white), inter-quartile range (gray, thick) and inter-adjacent value range (gray, thin) are indicated.

## A. 3 Landmark model performance

The accuracy of the landmark model (2.2), the Euclidean distance between predicted and annotated coordinate, is evaluated for each loss function. Argmax and centre of mass are used to infer the coordinate from the predicted probability distributions. The prediction error over the three fold validation is summarised separately for the AP and lateral models in tables 2,3 respectively.

Table 2 The prediction error over the three fold validation for AP minIps.
centre of mass average prediction error $[$ pixels $]($ mean + s.d. $)$

| Loss | mean | $25^{t h}$ ICA | mean ICA | $75^{t h}$ ICA | $25^{t h}$ M1 | mean M1 | $75^{t h}$ M1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $K L_{f w}$ | $6.6 \pm 0.7$ | $1.9 \pm 0.3$ | $7.0 \pm 0.7$ | $6.9 \pm 2.6$ | $1.7 \pm 0.3$ | $6.2 \pm 0.8$ | $5.8 \pm 1.7$ |
| $K L_{b w}$ | $5.9 \pm 0.4$ | $1.8 \pm 0.3$ | $6.1 \pm 0.6$ | $5.7 \pm 1.6$ | $1.6 \pm 0.3$ | $5.7 \pm 0.4$ | $5.1 \pm 1.0$ |
| $K L_{f w} N$ | $5.8 \pm 1.0$ | $1.9 \pm 0.5$ | $5.6 \pm 0.8$ | $5.7 \pm 1.2$ | $2.1 \pm 0.8$ | $6.0 \pm 1.3$ | $6.6 \pm 2.0$ |
| $K L_{b w} N$ | $6.4 \pm 0.6$ | $2.1 \pm 0.5$ | $5.9 \pm 0.4$ | $6.2 \pm 1.5$ | $2.9 \pm 0.7$ | $6.8 \pm 0.8$ | $7.6 \pm 1.7$ |
| $K L_{f w} N_{s}$ | $8.5 \pm 2.2$ | $2.5 \pm 0.4$ | $8.0 \pm 2.0$ | $7.8 \pm 1.7$ | $3.5 \pm 1.1$ | $8.9 \pm 2.4$ | $10.0 \pm 2.6$ |
| $K L_{b w} N_{s}$ | $9.9 \pm 3.2$ | $3.5 \pm 1.0$ | $9.0 \pm 2.1$ | $10.5 \pm 2.5$ | $5.6 \pm 3.0$ | $10.8 \pm 4.3$ | $13.8 \pm 4.6$ |
| $J S$ | $6.4 \pm 0.7$ | $1.9 \pm 0.4$ | $6.9 \pm 0.6$ | $6.5 \pm 2.0$ | $1.5 \pm 0.4$ | $6.0 \pm 0.8$ | $5.5 \pm 1.8$ |
| $p_{\text {comb.1 }}$ | $\mathbf{4 . 3} \pm \mathbf{0 . 4}$ | $\mathbf{1 . 6} \pm \mathbf{0 . 1}$ | $\mathbf{4 . 6} \pm \mathbf{0 . 3}$ | $\mathbf{4 . 4} \pm \mathbf{0 . 4}$ | $\mathbf{1 . 4} \pm \mathbf{0 . 2}$ | $\mathbf{4 . 1} \pm \mathbf{0 . 6}$ | $\mathbf{3 . 7} \pm \mathbf{0 . 3}$ |
| $p_{\text {comb.2 }}$ | $4.9 \pm 0.7$ | $1.9 \pm 0.3$ | $4.9 \pm 0.4$ | $5.0 \pm 0.6$ | $1.9 \pm 0.5$ | $5.0 \pm 1.0$ | $5.7 \pm 1.0$ |

argmax prediction error $[$ pixels $]$ (mean + s.d.)

| Loss | mean | $25^{t h}$ ICA | mean ICA | $75^{t h}$ ICA | $25^{t h}$ M1 | mean M1 | $75^{t h}$ M1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $K L_{f w}$ | $5.1 \pm 0.4$ | $1.8 \pm 0.3$ | $5.3 \pm 0.5$ | $5.2 \pm 1.4$ | $1.5 \pm 0.4$ | $4.8 \pm 0.5$ | $4.4 \pm 1.3$ |
| $K L_{b w}$ | $5.1 \pm 0.4$ | $1.8 \pm 0.3$ | $5.2 \pm 0.5$ | $4.9 \pm 1.3$ | $1.5 \pm 0.4$ | $4.9 \pm 1.0$ | $4.3 \pm 0.9$ |
| $K_{f w} N$ | $11.0 \pm 1.2$ | $7.2 \pm 1.6$ | $11.7 \pm 1.6$ | $13.0 \pm 3.0$ | $6.8 \pm 0.7$ | $10.4 \pm 0.8$ | $12.3 \pm 1.5$ |
| $K L_{b w} N$ | $13.0 \pm 1.8$ | $9.1 \pm 2.7$ | $13.5 \pm 1.5$ | $16.2 \pm 3.0$ | $8.9 \pm 2.5$ | $12.6 \pm 2.3$ | $15.4 \pm 4.1$ |
| $K L_{f w} N_{s}$ | $12.9 \pm 7.2$ | $5.7 \pm 4.5$ | $13.2 \pm 7.3$ | $13.0 \pm 6.8$ | $4.8 \pm 2.4$ | $12.5 \pm 7.1$ | $11.6 \pm 4.1$ |
| $K L_{b w} N_{s}$ | $13.4 \pm 1.5$ | $5.0 \pm 2.9$ | $10.3 \pm 2.7$ | $11.6 \pm 5.1$ | $11.8 \pm 4.4$ | $16.4 \pm 5.3$ | $20.3 \pm 4.8$ |
| $J S$ | $6.2 \pm 0.2$ | $1.8 \pm 0.3$ | $6.6 \pm 0.8$ | $5.5 \pm 1.1$ | $\mathbf{1 . 3} \pm \mathbf{0 . 2}$ | $5.9 \pm 1.2$ | $4.3 \pm 1.2$ |
| $p_{\text {comb.1 }}$ | $\mathbf{4 . 6} \pm \mathbf{0 . 5}$ | $\mathbf{1 . 6} \pm \mathbf{0 . 3}$ | $\mathbf{5 . 0} \pm \mathbf{0 . 6}$ | $\mathbf{4 . 5} \pm \mathbf{0 . 4}$ | $\mathbf{1 . 3} \pm \mathbf{0 . 2}$ | $\mathbf{4 . 1} \pm \mathbf{0 . 5}$ | $\mathbf{3 . 8} \pm \mathbf{0 . 4}$ |
| $p_{\text {comb.2 }}$ | $11.1 \pm 1.4$ | $6.9 \pm 1.5$ | $11.8 \pm 1.9$ | $12.6 \pm 2.7$ | $6.5 \pm 0.5$ | $10.4 \pm 1.0$ | $11.8 \pm 1.0$ |

Table 3 The prediction error over the three fold validation for lateral minIps.
centre of mass average prediction error [pixels] (mean + s.d.)

| Loss | mean | $25^{t h}$ ICA | mean ICA | $75^{t h}$ ICA | $25^{t h}$ M1 | mean M1 | $75^{t h}$ M1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $K L_{f w}$ | $5.5 \pm 0.9$ | $1.6 \pm 0.3$ | $5.3 \pm 0.9$ | $4.3 \pm 0.4$ | $1.9 \pm 0.5$ | $5.7 \pm 0.9$ | $5.4 \pm 1.0$ |
| $K L_{b w}$ | $5.3 \pm 1.0$ | $1.4 \pm 0.2$ | $5.3 \pm 1.2$ | $4.0 \pm 0.4$ | $1.9 \pm 0.4$ | $5.4 \pm 0.8$ | $5.0 \pm 0.7$ |
| $K L_{f w} N$ | $4.8 \pm 0.9$ | $1.4 \pm 0.2$ | $4.7 \pm 1.1$ | $3.8 \pm 0.3$ | $1.8 \pm 0.4$ | $4.9 \pm 0.7$ | $4.9 \pm 0.8$ |
| $K L_{b w} N$ | $5.7 \pm 0.6$ | $2.2 \pm 0.4$ | $5.6 \pm 0.8$ | $5.5 \pm 0.7$ | $2.3 \pm 0.6$ | $5.7 \pm 0.6$ | $6.5 \pm 1.2$ |
| $K L_{f w} N_{s}$ | $10.7 \pm 3.9$ | $3.3 \pm 0.2$ | $10.8 \pm 3.4$ | $10.5 \pm 2.2$ | $3.5 \pm 0.3$ | $10.6 \pm 4.4$ | $11.3 \pm 3.3$ |
| $K L_{b w} N_{s}$ | $8.6 \pm 2.1$ | $4.6 \pm 3.0$ | $9.0 \pm 2.2$ | $10.2 \pm 4.0$ | $3.9 \pm 2.0$ | $8.3 \pm 2.1$ | $10.1 \pm 4.7$ |
| $J S$ | $5.2 \pm 0.6$ | $1.4 \pm 0.3$ | $4.7 \pm 0.8$ | $3.7 \pm 0.6$ | $1.8 \pm 0.4$ | $5.7 \pm 0.5$ | $5.2 \pm 1.0$ |
| $p_{\text {comb.1 }}$ | $\mathbf{3 . 9} \pm \mathbf{0 . 4}$ | $\mathbf{1 . 3} \pm \mathbf{0 . 1}$ | $\mathbf{3 . 7} \pm \mathbf{0 . 5}$ | $\mathbf{3 . 3} \pm \mathbf{0 . 1}$ | $\mathbf{1 . 6} \pm \mathbf{0 . 3}$ | $\mathbf{4 . 1} \pm \mathbf{0 . 4}$ | $\mathbf{4 . 4} \pm \mathbf{0 . 2}$ |
| $p_{\text {comb.2 }}$ | $4.2 \pm 0.3$ | $1.4 \pm 0.2$ | $4.1 \pm 0.4$ | $3.8 \pm 0.2$ | $1.7 \pm 0.2$ | $4.3 \pm 0.3$ | $4.7 \pm 0.1$ |

argmax prediction error [pixels] (mean + s.d.)

| Loss | mean | $25^{t h}$ ICA | mean ICA | $75^{t h}$ ICA | $25^{t h}$ M1 | mean M1 | $75^{t h}$ M1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $K L_{f w}$ | $4.3 \pm 0.7$ | $1.3 \pm 0.2$ | $3.8 \pm 0.9$ | $3.4 \pm 0.3$ | $\mathbf{1 . 7} \pm \mathbf{0 . 5}$ | $4.8 \pm 0.8$ | $4.9 \pm 0.7$ |
| $K L_{b w}$ | $4.6 \pm 0.6$ | $1.3 \pm 0.2$ | $4.3 \pm 0.6$ | $3.5 \pm 0.5$ | $1.8 \pm 0.6$ | $5.0 \pm 0.6$ | $4.7 \pm 0.8$ |
| $K L_{f w} N$ | $10.2 \pm 0.6$ | $7.8 \pm 0.3$ | $10.6 \pm 1.3$ | $11.5 \pm 0.1$ | $7.0 \pm 0.5$ | $9.8 \pm 0.0$ | $11.9 \pm 0.8$ |
| $K L_{b w} N$ | $11.3 \pm 0.2$ | $9.6 \pm 1.9$ | $12.9 \pm 1.2$ | $15.5 \pm 1.6$ | $6.7 \pm 1.8$ | $9.7 \pm 1.2$ | $12.1 \pm 2.4$ |
| $K L_{f w} N_{s}$ | $26.6 \pm 9.5$ | $10.5 \pm 2.2$ | $25.2 \pm 6.5$ | $24.6 \pm 5.4$ | $9.7 \pm 2.2$ | $28.0 \pm 12.5$ | $30.1 \pm 15.2$ |
| $K L_{b w} N_{s}$ | $10.5 \pm 2.8$ | $6.3 \pm 3.6$ | $11.8 \pm 2.8$ | $14.1 \pm 5.9$ | $3.9 \pm 2.4$ | $9.2 \pm 2.9$ | $11.1 \pm 5.1$ |
| $J S$ | $4.9 \pm 1.1$ | $1.3 \pm 0.2$ | $4.3 \pm 1.1$ | $3.5 \pm 0.5$ | $\mathbf{1 . 7} \pm \mathbf{0 . 5}$ | $5.5 \pm 1.2$ | $4.9 \pm 1.0$ |
| $p_{\text {comb.1 }}$ | $\mathbf{3 . 9} \pm \mathbf{0 . 4}$ | $\mathbf{1 . 1} \pm \mathbf{0 . 2}$ | $\mathbf{3 . 6} \pm \mathbf{0 . 5}$ | $\mathbf{3 . 2} \pm \mathbf{0 . 0}$ | $1.8 \pm 0.3$ | $\mathbf{4 . 2} \pm \mathbf{0 . 5}$ | $\mathbf{4 . 3} \pm \mathbf{0 . 1}$ |
| $p_{\text {comb.2 }}$ | $10.0 \pm 0.3$ | $7.8 \pm 0.3$ | $10.4 \pm 0.7$ | $11.4 \pm 0.6$ | $6.8 \pm 0.5$ | $9.7 \pm 0.8$ | $11.6 \pm 0.8$ |

## A. 4 Landmark model t-test comparisons

Student t-tests are used to compare the models using the argmax inference method to establish if models are performing (significantly) better. The nullhypothesis, $H_{0}$, is defined such that the average armgax prediction error is smaller for model $_{1}$ (row) than for model $_{2}$ (column). Probabilities are computed over the three fold validation. In bold if more than $95 \%$ confidence.

Table 4 Students t-test comparing the AP model performance trained with different loss functions.

| model $_{1}{ }^{\text {model }} 2$ | $K L_{\text {fw }}$ | $K L_{b w}$ | $K L_{\text {fw }} N$ | $K L_{b w} N$ | $K L_{f w} N_{s}$ | $K L_{b w} N_{s}$ | $J S$ | $p_{\text {comb } .1}$ | $p_{\text {comb } .2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K L_{\text {fw }}$ |  | 0.15 | 0.21 | 0.36 | 0.84 | 0.88 | 0.41 | 0.01 | 0.04 |
| $K L_{b w}$ | 0.85 |  | 0.45 | 0.79 | 0.91 | 0.92 | 0.81 | 0.01 | 0.08 |
| $K L_{\text {fw }} N$ | 0.79 | 0.55 |  | 0.73 | 0.9 | 0.92 | 0.75 | 0.07 | 0.19 |
| $K L_{b w} N$ | 0.64 | 0.21 | 0.27 |  | 0.87 | 0.9 | 0.55 | 0.01 | 0.05 |
| $K L_{f w} N_{s}$ | 0.16 | 0.09 | 0.1 | 0.13 |  | 0.69 | 0.14 | 0.03 | 0.05 |
| $K L_{b w} N_{s}$ | 0.12 | 0.08 | 0.08 | 0.1 | 0.31 |  | 0.11 | 0.04 | 0.05 |
| $J S$ | 0.59 | 0.19 | 0.25 | 0.45 | 0.86 | 0.89 |  | 0.01 | 0.04 |
| $p_{\text {comb. } 1}$ | 0.99 | 0.99 | 0.93 | 0.99 | 0.97 | 0.96 | 0.99 |  | 0.82 |
| $p_{\text {comb. } 2}$ | 0.96 | 0.92 | 0.81 | 0.95 | 0.95 | 0.95 | 0.96 | 0.18 |  |

Table 5 Students t-test comparing the lateral model performance trained with different loss functions.

| model $_{1}$ model $_{2}$ | $K L_{f w}$ | $K L_{b w}$ | $K L_{f w} N$ | $K L_{b w} N$ | $K L_{f w} N_{s}$ | $K L_{\text {bw }} N_{s}$ | $J S$ | $p_{\text {comb. }}$ | $p_{\text {comb.2 }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $K L_{\text {cw }}$ |  | 0.43 | 0.23 | 0.58 | 0.93 | 0.94 | 0.36 | 0.04 | 0.06 |
| $K L_{b w}$ | 0.57 |  | 0.3 | 0.65 | 0.94 | 0.94 | 0.45 | 0.07 | 0.1 |
| $K L_{f w} N$ | 0.77 | 0.7 |  | 0.84 | 0.95 | $\mathbf{0 . 9 6}$ | 0.69 | 0.13 | 0.21 |
| $K L_{b w} N$ | 0.42 | 0.35 | 0.16 |  | 0.93 | 0.93 | 0.25 | 0.01 | 0.02 |
| $K L_{\text {fw }} N_{s}$ | 0.07 | 0.06 | 0.05 | 0.07 |  | 0.27 | 0.06 | 0.03 | 0.04 |
| $K L_{b w} N_{s}$ | 0.06 | 0.06 | 0.04 | 0.07 | 0.73 |  | 0.05 | 0.02 | 0.02 |
| $J S$ | 0.64 | 0.55 | 0.31 | 0.75 | 0.94 | $\mathbf{0 . 9 5}$ |  | 0.03 | 0.06 |
| $p_{\text {comb. } 1}$ | $\mathbf{0 . 9 6}$ | 0.93 | 0.87 | $\mathbf{0 . 9 9}$ | $\mathbf{0 . 9 7}$ | $\mathbf{0 . 9 8}$ | $\mathbf{0 . 9 7}$ |  | 0.78 |
| $p_{\text {comb. } 2}$ | 0.94 | 0.9 | 0.79 | $\mathbf{0 . 9 8}$ | $\mathbf{0 . 9 6}$ | $\mathbf{0 . 9 8}$ | 0.94 | 0.22 |  |

## A. 5 Landmark model training curves and metrics

The training and validation loss curves, together with the more intuitive Euclidean distance error, are shown for AP (Figures 6, 7) and lateral (Figures 8, 9) models. The implicit loss functions display unstable behaviour. An attempt was made to improve stability by incorporating a smoothing kernel $\sigma=0.5$ before computing the loss. This had a negative effect and was not resolved.


Fig. 6 Loss curves (first column), centre-of-mass error (second column) and argmax error (third column) for loss functions indicated in the centre column and trained on AP images


Fig. 7 Loss curves (first column), centre-of-mass error (second column) and argmax error (third column) for loss functions indicated in the centre column and trained on AP images


Fig. 8 Loss curves (first column), centre-of-mass error (second column) and argmax error (third column) for loss functions indicated in the centre column and trained on lateral images


Fig. 9 Loss curves (first column), centre-of-mass error (second column) and argmax error (third column) for loss functions indicated in the centre column and trained on lateral images

## A. 6 Landmark-based registration

Image registration can be performed using the two cerebral landmarks. Results for registration using AP and lateral cerebral landmarks are shown in Figures 10,11. Translation has previously shown to be insufficient for optimal alignment (4.3). Alternatively, computing a similarity transformation using two close-by points is very sensitive. This is reflected in the results, where the similarity transformation performs worse and translation results are in-line with the optimized translation results.


Fig. 10 Registration error using the only the landmark point correspondences for AP DSA MinIPs.


Fig. 11 Registration error using the only the landmark point correspondences for lateral DSA MinIPs.

## A． 7 Point－based registration z－tests
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The point-based registration methods are compared using a Z-test. This includes every combination of identified correspondences per method, and the use of 11 and 12 transformation optimization (after outlier detection).

## A. 8 Point-based registration violin plot (AP)

The accuracy of the point-based registration methods (4.5) has also been evaluated on AP MinIP pairs and is shown in Figure 12.


Fig. 12 Registration error (averaged distance between annotated point-correspondences) for least-squares similarity transformations using different subsets of automatically identified point corresondences in AP images.

## A. 9 Elastix registration Z-tests

The accuracy of the Elastix registration methods, together with the baseline SIFT+ORB similarity transformations, are compared using a Z-test. The best performing Elastix method (over-all worse than the baseline) is highlighted in bold.
Table 3: z-test for elastix method on AP images. If method (row) has a worse mean,
the probability is set to one. The best performing elastix method is highlighted in bold the probability is set to one. The best performing elastix method is hig
Metric
MMI

$\frac{\pi}{3}$
O
㡙会
Table 4：z－test for elastix method on lateral images．If method（row）has a worse mean， the probability is set to one．The best performing elastix method is highlighted in bold． Metric MMI

| 息骨 |  |  | $\underset{\sim}{8}$ | $\underset{\sim}{8}$ | 88 | 8. | $\underset{\sim}{8}$ | $\underset{-}{8}$ | $\underset{\sim i}{8}$ | 8 | $\stackrel{8}{-}$ | $\stackrel{8}{-}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | N | $\frac{\infty}{0}$ | $\stackrel{\infty}{0}$ | A |  | $\underset{0}{\mathrm{~N}}$ | $\underset{\sim}{8}$ |  | 8 | 8 | $\stackrel{\infty}{\square}$ |
|  |  |  | 0 0 0 | $\underset{0}{7}$ | 或可 |  | $\begin{aligned} & 7 \\ & 0 \end{aligned}$ | $\stackrel{7}{0}$ | $20$ | $\underset{\sim}{8}$ | $O$ | $\cdots$ |
|  | $\stackrel{\sharp}{a}$ | $\begin{array}{\|c\|c\|} \hline & 1 \\ \hline 0 & 1 \\ 0 & 0 \\ \hline \end{array}$ | $\begin{gathered} \text { Ǹ } \\ \text { O- } \end{gathered}$ | $\mathfrak{O}$ | $\begin{array}{ll} 7 \\ 0 & 0 \\ 0 \end{array}$ |  | ®. | $\begin{aligned} & \text { 500 } \\ & 0 \end{aligned}$ | $0$ | $\underset{\sim}{8}$ | 迢 | \％ |
| $\begin{aligned} & \text { U } \\ & Z \end{aligned}$ | $\begin{aligned} & \text { 有 } \\ & \text { 会 } \end{aligned}$ | B |  | $\stackrel{\rightharpoonup}{\infty}$ | $8$ |  | $\begin{aligned} & \text { R } \\ & \hline 0 \end{aligned}$ | $8$ | $8$ | $\underset{\sim}{8}$ | 8 | \％ |
|  |  |  | $\begin{aligned} & \text { No } \\ & \text { O. } \end{aligned}$ | $\begin{aligned} & \text { U } \\ & 0 \\ & \hline \end{aligned}$ | $\begin{array}{ll} 80 \\ 0 & 8 \\ 0 \end{array}$ |  | $\stackrel{\circ}{0}$ | $\underset{\sim}{8}$ | $\begin{array}{ll} 7 \\ 0 & 8 \\ 0 & 0 \end{array}$ | $\underset{\sim}{8}$ | $8$ | 응 |
|  |  |  | N | $\underset{-}{8}$ | $\mathrm{B}_{-1}$ |  | $\underset{\sim}{8}$ | $\underset{-}{8}$ | $8:-8$ | $\underset{\sim}{\underset{\sim}{8}}$ | 8 | N |
|  |  | $\mathrm{B}_{-1} \mathrm{O}_{-1}$ | $\stackrel{N}{0}$ | $\underset{\sim}{8}$ | 8 | 8 | $\underset{\sim}{8}$ | $\underset{-}{8}$ | 8 | $\underset{\sim}{8}$ | 8 | R |
| $\frac{0}{3}$ |  | ${ }_{2}^{2}$ | ${ }_{0}^{0}$ | $28$ | $\stackrel{8}{8}$ |  | $\stackrel{8}{8}$ | $\underset{-}{8}$ | $\mathrm{Cl}_{5} 8$ | $\underset{\sim}{8}$ | $\stackrel{8}{-}$ | 0 |
|  |  |  |  | $\underset{-}{8}$ | $8$ |  | ت犬 | $\underset{-}{8}$ | $8$ | $\underset{\sim}{8}$ | 8 | $\cdots$ |
|  |  |  | $\underset{\sim}{\mathrm{O}}$ | $\underset{-}{8}$ | 88 |  | $\underset{-}{8}$ | $\stackrel{8}{-}$ | 8 | $\stackrel{8}{-}$ | $\stackrel{8}{-}$ | ¢ |
|  | $\stackrel{\sharp}{a}$ | $\begin{array}{ll} 2 \\ 7 & 8 \\ 0 & 0 \\ -1 \end{array}$ | $\stackrel{\infty}{\infty}$ | $\underset{0}{2}$ | $\begin{array}{ll} 0 \\ 0 & = \\ 0 \end{array}$ |  | $\begin{aligned} & 7 \\ & 0 \end{aligned}$ | $\underset{-}{8}$ | $\underset{i}{2}$ | $\underset{\sim}{8}$ | 응 | $\stackrel{\infty}{\circ}$ |
|  |  |  | $\begin{aligned} & 80 \\ & 0 \\ & 0 \end{aligned}$ | $\underset{-}{8}$ | $\stackrel{c}{i}_{i}^{i}$ |  | $\stackrel{\otimes}{\infty}$ | $\underset{-}{8}$ | $8$ | $\underset{\sim}{8}$ | 8 | \％ |
|  |  |  |  |  | 盆 |  |  |  |  |  |  | 永 |
| $\begin{aligned} & \text { 要 } \\ & \frac{2}{4} \end{aligned}$ |  |  | $\sum_{i}^{K}$ |  |  | $\frac{8}{2}$ |  |  |  | O |  |  |

## A. 10 Elastix registration violin plot

Over-all, the Mattes mutual information similarity function proved most succesfull. Its accuracy for the similarity and affine transformation are compared in Figures 13, 14.


Fig. 13 Results of elastix registration optimizing mattes mutual information for AP images


Fig. 14 Results of registration optimizing mattes mutual information for lateral images.

## A. 11 Automatic registration examples

A set of example images is aligned using SIFT and ORB points to compute the similarity transformation. Results for AP and lateral MinIP pairs can be seen in Figures 15, 16


Fig. 15 AP registration examples: left column pre-EVT, middle is pre-EVT aligned to post-EVT in the right column.


Fig. 16 Lateral registration examples: left column pre-EVT, middle is pre-EVT aligned to post-EVT in the right column.

## B Least squares solutions for global transformations

## B. 1 Translation

For all linear global transformations, translation can separately optimized:

$$
\begin{gathered}
\vec{x}_{\text {target }}=T \vec{x}_{\text {source }}+\vec{b} \\
\vec{x}_{\text {target }}^{\prime}=\vec{x}_{\text {target }}-\overline{\vec{x}}_{\text {target }} \quad \vec{x}_{\text {source }}^{\prime}=\vec{x}_{\text {source }}-\overline{\vec{x}}_{\text {source }} \\
\min _{T, \vec{b}} \vec{x}_{\text {target }}-T \vec{x}_{\text {source }}-\vec{b}_{2}^{2}= \\
\min _{T, \vec{b}} \vec{x}_{\text {target }}^{\prime}+\overline{\vec{x}}_{\text {target }}-T \vec{x}_{\text {source }}-T \overline{\vec{x}}_{\text {source }}-\vec{b}_{2}^{2}= \\
\min _{T} \vec{x}_{\text {target }}^{\prime}-T \vec{x}_{\text {source } 2}^{\prime}+\min _{T, \vec{b}} \overline{\vec{x}}_{\text {target }}-T \overline{\vec{x}}_{\text {source }}-\vec{b}_{2}^{2}
\end{gathered}
$$

Where the second optimization problem is simply solved using the solution from the first optimization problem

$$
\begin{gather*}
\min _{T, \vec{b}} \overline{\vec{x}}_{\text {target }}-T \overline{\vec{x}}_{\text {source }}-\vec{b}_{2}^{2} \\
\vec{b}=\overline{\vec{x}}_{\text {target }}-T \overline{\vec{x}}_{\text {source }} \tag{18}
\end{gather*}
$$

Which in the case of a pure translation becomes

$$
\begin{equation*}
\vec{b}=\overline{\vec{x}}_{\text {target }}-\overline{\vec{x}}_{\text {source }} \tag{19}
\end{equation*}
$$

## B. 2 Rigid and Affine

$$
\vec{x}_{\text {target }}^{\prime}=T \vec{x}_{\text {source }}^{\prime}
$$

Let the source and target points compose a matrix
$X_{\text {target }^{\prime}}^{\prime}=\left[\vec{x}_{\text {target }_{1}}^{\prime}, \vec{x}_{\text {target }_{2}}^{\prime}, \ldots \vec{x}_{\text {target }_{N}}^{\prime}\right] \quad X_{\text {source }^{\prime}}^{\prime}=\left[\vec{x}_{\text {source }_{1}}^{\prime}, \vec{x}_{\text {source }_{2}}^{\prime}, \ldots \vec{x}_{\text {source }_{N}}^{\prime}\right]$
Then the least squares affine transformation is given by:

$$
\begin{equation*}
T=X_{\text {target }}^{\prime} X_{\text {source }}^{\prime} T\left(X_{\text {source }}^{\prime} X_{\text {source }}^{\prime T}\right)^{-1} \tag{20}
\end{equation*}
$$

and the rigid transformation, the closest orthogonal matrix with a positive determinant, is found using a singular value decomposition.

$$
\begin{gather*}
T=U \Sigma V^{T} \\
T_{\text {rigid }}=U\left[\begin{array}{cc}
1 & 0 \\
0 & \operatorname{sign}\left(\operatorname{det}\left(U V^{T}\right)\right)
\end{array}\right] V^{T} \tag{21}
\end{gather*}
$$

Note that, since this is a $2 \times 2$ matrix (2D), or $3 \times 3(3 \mathrm{D})$, an exact singular value decomposition can be computed.

## B. 3 Similarity

Rewriting the transformation into the following form provides a simple leastsquares solution:

Having renamed the left-hand side (LHS) matrix to $X_{\text {source }}^{\prime}$ and right-hand side (RHS) matrix to $X_{\text {target }}^{\prime}$, the solution becomes:

$$
\begin{gather*}
{\left[\begin{array}{c}
s \times \cos (\theta) \\
s \times \sin (\theta)
\end{array}\right]=\left(X_{\text {source }}^{\prime} X_{\text {source }}^{\prime}\right)^{-1} X_{\text {source }}^{\prime T} X_{\text {target }}^{\prime}}  \tag{22}\\
T_{\text {similarity }}=\left[\begin{array}{cc}
s \times \cos (\theta) & -s \times \sin (\theta) \\
s \times \sin (\theta) & s \times \cos (\theta)
\end{array}\right]
\end{gather*}
$$

## B. 4 Projection

## Direct linear transform (DLT)

$$
\begin{equation*}
x_{\text {target }}=\frac{a_{00} x_{\text {source }}+a_{01} y_{\text {source }}+a_{02}}{a_{20} x_{\text {source }}+a_{21} y_{\text {source }}+a_{20}} \quad y_{\text {target }}=\frac{a_{10} x_{\text {source }}+a_{11} y_{\text {source }}+a_{02}}{a_{20} x_{\text {source }}+a_{21} y_{\text {source }}+a_{20}} \tag{23}
\end{equation*}
$$

Rewriting the equations will produce a linear system

$$
\begin{aligned}
& \left(a_{20} x_{\text {source }}+a_{21} y_{\text {source }}+a_{22}\right) x_{\text {target }}=a_{00} x_{\text {source }}+a_{01} y_{\text {source }}+a_{02} \\
& \left(a_{20} x_{\text {source }}+a_{21} y_{\text {source }}+a_{22}\right) y_{\text {target }}=a_{10} x_{\text {source }}+a_{11} y_{\text {source }}+a_{02}
\end{aligned}
$$

and as long as the LHS matrix below is invertible, this will also provide an exact solution when using four points. When using more than four points, this does not provide a least squares solution to the original problem, but a good approximation:

$$
\left[\begin{array}{ccccccccc}
x_{\text {source }_{1}} & y_{\text {source }_{1}} & 1 & 0 & 0 & 0 & x_{\text {source }_{1}} x_{\text {target }_{1}} & y_{\text {source }_{1}} x_{\text {target }_{1}} \\
0 & 0 & 0 & x_{\text {source }_{1}} & y_{\text {source }_{1}} & 1 & x_{\text {source }_{1}} y_{\text {target }_{1}} & y_{\text {source }_{1}} y_{\text {target }_{1}} \\
x_{\text {source }_{2}} & y_{\text {source }_{2}} & 1 & 0 & 0 & 0 & x_{\text {source }_{2}} x_{\text {target }_{2}} & y_{\text {source }_{2}} x_{\text {target }_{2}} \\
0 & 0 & 0 & x_{\text {source }_{2}} & y_{\text {source }_{2}} & 1 & x_{\text {source }_{2}} y_{\text {target }_{2}} & y_{\text {source }_{2}} y_{\text {target }_{2}} \\
\vdots & & & & & & & \\
x_{\text {source }_{1}} & y_{\text {source }_{N}} & 1 & 0 & 0 & 0 & x_{\text {source }_{N}} x_{\text {target }_{N}} & y_{\text {source }_{N}} x_{\text {target }_{N}} \\
0 & 0 & 0 & x_{\text {source }_{N}} & y_{\text {source }_{N}} & 1 & x_{\text {source }_{N}} y_{\text {target }_{N}} & y_{\text {source }_{N}} y_{\text {target }_{N}}
\end{array}\right]\left[\begin{array}{c}
a_{00} \\
a_{01} \\
a_{02} \\
a_{10} \\
a_{11} \\
a_{12} \\
a_{20} \\
a_{21}
\end{array}\right]=\left[\begin{array}{c}
x_{\text {source }_{1}} \\
y_{\text {source }_{1}} \\
x_{\text {source }_{2}} \\
y_{\text {source }_{2}} \\
\vdots \\
x_{\text {source }_{N}} \\
y_{\text {source }_{N}}
\end{array}\right]
$$

Renaming the LHS matrix to X, and the RHS vector to $\vec{x}$, the approximation of $\vec{a}$ becomes:

$$
\vec{a}=\left(X^{T} X\right)^{-1} X^{T} \vec{x}
$$

Simplification and exact computation of the DLT: The DLT solution uses an $8 \times 8$ matrix. One such implementation can be found in Open CV, which uses a numerical solver. An exact solution of an inverse matrix has complexity $\mathcal{O}(n!)$ (with $n=8$ ). Firstly we can reduce the system to a $6 \times 6$ in a similar manner as Equation 18. Additionally, one can notice $\left(X^{T} X\right)^{-1}$ can be re-written in block form:

$$
\left[\begin{array}{ccc}
X_{1} & 0_{2 \times 2} & X_{2}  \tag{24}\\
0_{2 \times 2} & X_{1} & X_{3} \\
X_{2}^{T} & X_{3}^{T} & X_{4}
\end{array}\right]^{-1}=\left[\begin{array}{ccc}
X_{1}^{-1}+X_{1}^{-1} X_{2} X_{5}^{-1} X_{1}^{-1} & X_{1}^{-1} X_{2} X_{5}^{-1} X_{2}^{T} X_{1}^{-1} & -X_{1}^{-1} X_{2} X_{5}^{-1} \\
X_{1}^{-1} X_{3} X_{5}^{-1} X_{2}^{T} X_{1}^{-1} & X_{1}^{-1}+X_{1}^{-1} X_{3} X_{5}^{-1} X_{3}^{T} X_{1}^{-1}-X_{1}^{-1} X_{3} X_{5}^{-1} \\
-X_{5}^{-1} X_{2}^{T} X_{1}^{-1} & -X_{5}^{-1} X_{3}^{T} X_{1}^{-1} & X_{5}^{-1}
\end{array}\right]
$$

with

$$
X_{5}^{-1}=\left(X_{4}-X_{2}^{T} X_{1}^{-1} X_{2}--X_{3}^{T} X_{1}^{-1} X_{3}\right)^{-1}
$$

such that the solution only requires two inverse matrices, both of size $2 \times 2$. In our application, one can be pre-computed. Furthermore, as we will elaborate next, we particularly want to know the values of $a_{20}$ and $a_{21}$.

$$
\left[\begin{array}{l}
a_{20}  \tag{25}\\
a_{21}
\end{array}\right]=\left[\begin{array}{lll}
-X_{5}^{-1} X_{2}^{T} X_{1}^{-1} & -X_{5}^{-1} X_{3}^{T} X_{1}^{-1} & X_{5}^{-1}
\end{array}\right] X^{T} \vec{x}
$$

Exact solutions: While not all transformation parameters have a leastsquares solution ( $a_{20}$ and $a_{21}$ ), most do. For completeness, the solutions are provided on the next page, although in practice it comes down to adapting $X_{\text {source }}$ in Equation 20 such that the denominator of Equation 2 is included, with fixed values $a_{20}$ and $a_{21}$.

Note that theoretically, there are many solutions for $a_{20}$ and $a_{21}$ as its solutions would be the roots of an excessively high-order bi-variate polynomial. Trying to solve this, and evaluating which of the solutions is the global optimum is complicated and numerical. Using the DLT for these two parameters is therefore the better alternative.

Additional constraints The denominator of Equation 2 should not be zero within the field of view (and in practice is never close by). The closest point of that line to the origin (i.e. the centre of the field of view) is:

$$
\vec{x}=\binom{\frac{a_{20}}{a_{21}\left(1+\frac{a_{20}}{\left.a_{21}\right)}\right.}}{\frac{a_{20}^{2}}{\left(a_{20}+a_{21}\right)^{2}}-\frac{1}{a_{21}}}
$$

Its distance to the origin should therefore be constraint to prevent unstable behaviour; for example by enforcing $\vec{x}^{T} \vec{x}>\frac{h}{2}^{2}+\frac{w}{2}^{2}$.

$$
\left.\begin{array}{c}
a_{02}=\alpha \sum_{i} x_{\text {target }_{i}}-\frac{a_{00} x_{\text {source }_{i}}+a_{01} y_{\text {source }_{i}}}{a_{20} x_{\text {source }_{i}}+a_{21} y_{\text {source }_{i}}+1} \\
a_{12}=\alpha \sum_{i} y_{\text {target }_{i}}-\frac{a_{10} x_{\text {source }_{i}}+a_{11} y_{\text {source }_{i}}}{a_{20} x_{\text {source }_{i}}+a_{21} y_{\text {source }_{i}}+1} \\
{\left[\begin{array}{ll}
a_{00} & a_{10} \\
a_{01} & a_{11}
\end{array}\right]=Z^{-1}\left[\sum_{i} x_{\text {target }_{i}}\left(x_{\text {source }_{i}}-\alpha \beta\right) \sum_{i} y_{\text {target }_{i}}\left(x_{\text {source }_{i}}-\alpha \beta\right)\right.}  \tag{28}\\
\sum_{i} x_{\text {target }_{i}}\left(y_{\text {source }_{i}}-\alpha \gamma\right) \sum_{i} y_{\text {target }_{i}}\left(y_{\text {source }_{i}}-\alpha \gamma\right)
\end{array}\right] .
$$
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[^0]:    ${ }^{1}$ a special case of the commutative property with a shifted Dirac delta function

[^1]:    ${ }^{2}$ rotation $\|\theta\| \leq 45^{\circ}$, scaling $1.5^{-1} \leq s \leq 1.5$, translation $\|\Delta x\| \leq 0.2 \times 256$

