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Abstract

The goal for this paper is to find out what the smart
badge provided by the Social Perceptive Computive
Lab (SPCL) group is and what it contains. The sen-
sors that are used in the smart badge are the Ac-
celerometer, Gyroscope and Magnetometer. The
main question of this paper is "What is the benefit
of using full 9-DOF IMU data in predicting speak-
ing status, as opposed to using only accelerometer
signals?”’. The three senors all contribute in their
own way and complement each other to give an
estimate about the speaking status. The ability to
estimate the speaking status using the smart badge
opens up the potential for analyzing more about the
social aspects of people without the need to record
what they are saying.

1 Introduction

Nowadays, smart wearable devices are not something new.
Every smartphone from Samsung to Apple from Microsoft to
what else is available contains an Inertial Measurement Unit
(IMU). Phones are not the only devices carrying an IMU, the
IMU sensors are used widely in different movable applica-
tions [1]. The IMU’s first use was in aircraft navigation [20]
and other large devices. This was because of the large size it
had and the power that was required. Since recent years, the
micro-electromechanical system (MEMS) IMU is the most
common IMU used because of its size and the low cost of
creation [5].

The IMU carries multiple sensors that are important for
measuring the acceleration, the angular rate of rotation
[14] and the magnetic field. There is not a single sensor
that can measure all of these simultaneously. To measure
these three aspects, the IMU must have an accelerometer,
a gyroscope and a magnetometer respectively. All three
sensors measure data in three directions, thus creating nine
Degrees of Freedom (DOF).

The Socially Perceptive Computing Lab (SPCL) has
developed a smart badge that contains the IMU with the
accelerometer, gyroscope and magnetometer. This smart
badge can be worn around the neck to gain data. In earlier

studies, a single body-worn accelerometer was able to esti-
mate different types of social interaction such as speaking,
laughing or gesturing [4]. However, this could still be
improved by using the two other mentioned sensors: the
gyroscope and magnetometer. Therefore, the main research
question is: “What is the benefit of using full 9-DOF IMU
data in predicting speaking status, as opposed to using only
accelerometer signals?”

The SPCL has built upon and finetuned pre-existing work
from the MS-G3D !. The MS-G3D is a PyTorch implemen-
tation of “Disentangling and Unifying Graph Convolutions
for Skeleton-Based Action Recognition” [10]. The goal of
this implementation was to overcome limitations of previous
methods. These earlier approaches treated human joints as a
set of independent features, and they modelled the spatial and
temporal joint correlations through either hand-crafted [18;
19] or learned [3; 8; 16] aggregations of these features [10].
However, human joints also have connections with each
other and these relations are not detected by the previously
mentioned methods. These relations are better captured by
representing joints as nodes and edges for their connectivity.
This will look like a skeleton representation of the human
body.

The SPCL takes the gathered data, which includes the data
from the three sensors, from the smart badge. This data is
used to generate a dataset that can be split up, trained and
used to measure the average loss, area under the curve (AUC)
and the accuracy’. With this knowledge, one can predict the
speaking status of people wearing such a device [2] based on
the measurement mentioned earlier.

There are multiple reasons to predict the speaking status with
an IMU instead of simply using a video and audio-recording.
The first and foremost is privacy [17]. To record a video of
a person one must have signed a form stating it is actually
okay to do that. However, when working with IMU’s
everything is anonymous. Nobody knows who the person
was wearing the IMU. This makes running experiments a
lot easier and faster. Another reason for using the IMU over
video and audio-recording for predicting speaking status is
that movements in a conversation are important. Talkers in
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conversations spontaneously assimilate facial expressions,
postures, pronunciation and speech rates even when they
are specifically instructed not to do this [7]. Non-verbal
communication is thus a big part of the conversation with
physical communication being the most used form [13]. So,
the motion data provides an insight into the social aspect of a
conversation.

This report focuses on the difference between using an
IMU that only generates accelerometer data as opposed to
an IMU generating nine degrees of freedom data. The main
question of this research is: “What is the benefit of using full
9-DOF IMU data in predicting speaking status, as opposed to
using only accelerometer signals?”. With the subquestions:
“How do the gyroscope and magnetometer complement the
accelerometer” and "How does one predict the speaking sta-
tus and what is the benefit of knowing this?”.

2 Methodology

To answer the main research question, data was given
that was previously collected by the Socially Perceptive
Computing Lab. But what is the purpose of estimating the
speaking status? When a person knows who is speaking they
know they should listen to that specific person and give them
their concentration of listening to receive the (important)
information. This helps with inferring the speaking turns.
For humans, this is very natural and you do not stop and
think about this question.

However, this is not the case for intelligent agents/ devices.
If an agent can perceive when and how long a person is
talking or perhaps predict when a person is likely to talk, this
agent might be able to become part of the social interaction.
So knowing the speaking status in a conversation is very
important for the social aspect of intelligent agents.

The given data was collected by running an experiment
where 49 participants had a small social gathering whilst
wearing the IMU sensor around their necks. This data was
then used in a machine learning script programmed in Python
using Pycharm. This script takes files that contain skele-
ton data for the recorded subjects, annotated from top-down
videos of the interaction space from when the experiment
is recorded. Together with this data, the data from the ac-
celerometer and later on the gyroscope and magnetometer is
inserted. These two together will create a skeleton that repli-
cates the action a person does whilst wearing a smart badge.
Examples of these skeletal representations can be seen in fig-
ures 1 and 2.

Figure 1: Skeletal representation of standing still. [9]

Figure 2: Skeletal representation of the mountain climbing exercise.

[91

The reason to do this training is to evaluate whether or not the
data is valuable for the research and if so, use this knowledge
to create a better understanding of the problem. With this
data, one can determine an estimation of the speaking status.
However, these results from the given data were not enough
to answer all the sub-questions and the main research ques-
tion.

A literature study combined with training and evaluating the
data to gather results was necessary for this research project.
Therefore, the literature study started by creating a good vi-
sual about what the accelerometer, gyroscope and magne-
tometer are recording individually.

General information about the sensors and previous research
about accelerometers [12], gyroscopes and magnetometers
explained how they work individually. Then the question
about how the three sensors work together as one Inertial
Measurement Unit (IMU) was next. The answer for this was
given in already existing research papers [6; 15]. These re-
searches discovered a way to use the gravity vector measured
by the accelerometer to calibrate the gyroscope and align the
magnetometer [15]. So, after this was done information was
gathered via research on the data and the literature research
was accomplished. All the outcomes were combined in this
paper and reviewed by the peers within the project group. Af-
ter the peer reviews, the paper was improved and completed.

3 Experimental Setup and Results

To know what the benefits are of using full 9-DOF IMU data
we first need to know what information the data is giving per
sensor and what to expect from it. Then with this data run the
experiment first using accelerometer data only and then using
data from all three sensors combined to see if there are any
differences in the result.

Magnetometer Gyroscope

Accelerometer

Figure 3: Arduino board with the accelerometer, gyroscope and
magnetometer. [11]



3.1 Sensors

Accelerometer

The accelerometer is a device that measures, as the name
says, the acceleration. More specific the vibration of a mo-
tion of a structure or in this case a person. An accelerometer
consists of multiple parts to calculate the acceleration. It
consists of a suspended mass, fixed plates and polysilicon
springs. A visual representation of an accelerometer is
displayed in figure 4.
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Figure 4: Animated representation of an accelerometer. [11]

The force used by the person causes the mass to shift
around. This mass will then create a bigger or smaller gap
between itself and the fixed plates which is called the change
of capacitance. This change of capacitance can be measured
and used to calculate the force on the springs. When the force
is calculated and you know the mass you can use Newton’s
law: F' = m * a to calculate the acceleration.

Gyroscope

The gyroscope measures angular rate using the Coriolis ef-
fect. When a person or object is moving in a direction and
an external angular rate has applied a force will occur, which
will cause perpendicular displacement of the person/object.
In figure 5 there is a visual version of the gyroscope where
the mass will cause a change in capacitance just like with the
accelerometer which can be measured and will correspond to
a particular angular rate.

The gyroscope is able to detect three types of rotations which
means extra degrees of freedom. Each type is a rotation
around a different axis in a three dimensional space:

1. Pitch
2. Roll
3. Yaw

Magnetometer

The magnetometer works differently than the accelerometer
and the gyroscope. Where the accelerometer and gyroscope
work with a change of capacitance the magnetometer works

Figure 5: Gyroscope animated. [11]

with an output of electrical quantity. The magnetometer mea-
sures the earth magnetic field by using the Hall effect. The
Hall effect is when an electrical flow is going over a con-
ductive plate it goes straight from one to the other side of the
plate. If there is a magnetic field near the plate this would dis-
turb the straight flow causing the electrons to deflect to one
side of the plate. When using a voltage meter on the plate it
would show a difference in voltage. This change of voltage
is caused by the Lorentz force. A particle of charge x moving
with a velocity v in an electric field E and a magnetic field B
experiences a force of:

F=FE,+v,*B

This formula states that the electromagnetic force on a charge
X is a combination of two things namely:

* A force in the direction of the electric field E in pro-
portion to the magnitude of the field and the quantity of
charge.

* A force at right angles to the magnetic field B and the
velocity v of the charge, in proportion to the strength of
the field, the charge, and the velocity

One of the uses for a magnetometer is therefore a miniatur-
ized compass.

3.2 Data training and evaluating

As mentioned in the introduction, the MS-G3D python frame-
work is used with alterations from the Social Perceptive Com-
puting Lab. To get results there are certain steps needed to
take:

1. Create a feeder, that temporarily stores that paths, con-
sisting of:
* The path to the poses which consists of the skeleton
data of the recorded subjects of the experiment.
* The label path to the video segments that consists
of data per subject gotten from the smart badge.

2. From the label path load the accelerometer, gyroscope
and magnetometer data files per person.

3. use this data from the three sensors and create a
dataframe that is either three dimensions for the ac-
celerometer or nine dimensions for combining the sen-
sors. This will generate an output that consists of train-
ing, validation and test Pickle and NumPsy files.



After these Pickle and NumPsy files are generated the script
can be trained and used to generate test results. The results
will appear as an Area Under Curve (AUC), which represents
the performance score of the model, and accuracy. In table
1 there is an average result from the accelerometer data only
and the combined results from the three sensors.

AUC accuracy
Accelerometer 0.7968 0.737
Combination of 0.730 0.729
Sensors

Table 1: AUC and accuracy of accelerometer based and fusion of
accelerometer, gyroscope and magnetometer based status detection.

These results indicate that using only accelerometer data
outperforms when using the combination of data. The ac-
celerometer data is not the big surprise out of these results.
However, the results from the combination of the three are
disappointing. This is disappointing because theoretically the
gyroscope and magnetometer do contribute in creating a vi-
sion of how a person is standing and moving. But the results
do not correspond with this hypothesis.

4 Conclusions and Discussion

The main question for this report was: ”What is the benefit of
using full 9-DOF IMU data in predicting speaking status, as
opposed to using only accelerometer signals?”.

The main benefit of using the gyroscope and magnetometer
is to be able to detect rotations better. The accelerometer can
only measure in linear directions. The main advantage of the
gyroscope is that it can detect rotations such as pitch, roll and
yaw. And the main advantage of the magnetometer is that it
can detect like a compass in what direction the smart badge
is pointing by using the earth magnetic field.

So by using an accelerometer on itself you do get enough
information about the movement of the person wearing the
smart badge to distinguish certain actions and predict speak-
ing status to a certain accuracy depending on the complexity
of the script. By adding two extra layers of three dimensions
you can get an even better understanding of the direction in
which the smart badge is pointing and thus towards who the
subject is looking.

The gyroscope and magnetometer do contribute to getting a
better understanding of the movement, acceleration and di-
rection of the subject. The results however show the opposite.
According to the results, the accuracy of the accelerometer is
better than using a fusion of the three sensors and thus have
nine degrees of freedom as opposed to only three. These re-
sults could mean one or a combination of three aspects :

* One accelerometer with three degrees of freedom is bet-
ter than adding six more degrees from the gyroscope and
magnetometer.

* More data input leads to more noise which could inter-
fere with the results.

* More degrees of freedom and thus more data require a

more complex training and evaluating script than there
is available right now.

The expected outcome was that adding more data leads to
retrieving better results. However, this is not the outcome
of the experiment, in contrary the exact opposite happened.
This could very well be the case but the literature study conl-
cuded that the gyroscope and the magnetometer do contribute
in retrieving more information. This means that there is either
more noise due to the fact there is more data. Or the script that
is used for training and evaluating was not complex enough
for nine degrees of freedom since it was build for three de-
grees originally. It could also be a combination of the two.
That could a good starting point for further research within
this field.

5 Responsible Research

This research was done with private data provided by the
SPCL. This data was anonymous and not further distributed,
therefore it was ethical to do since it is not harmful to any
of the subjects that were present when collecting the original
data.

To reproduce the experiment that is used in this report one
must be a member of the SPCL group or a student working
with the SPCL group such that it can access the needed data.
This also goes for the scripts used. The MS-G3D? script is
public and can be altered to the needs of this experiment. The
alterations that are made for this research are however private.
So reproducing the results can only be done when working
with the SPCL group.
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