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Abstract— Time-series of spatially continuous satellite data are 

increasingly used for environmental studies. Among these, land 

surface temperature (LST), retrieved from data such as the 

MODerate resolution Imaging Spectroradiometer (MODIS), 

plays a vital role in numerous applications. However, cloud cover 

significantly reduces the number of usable pixel-wise LST 

observations. Despite various documented methods for 

reconstructing missing LST pixels, challenges remain regarding 

their flexibility to handle varying gap percentages and reliance 

on multiple ancillary datasets. This study presents a flexible, and 

automated technique to reconstruct missing LST pixels without 

relying on ancillary data. The approach combines three 

innovative techniques: Global Regression Analysis (GRA), Local 

Regression Analyses (LRA), and Geo-spatial Analysis (GA). The 

Missing Pixels Percentage (MPP) of each day determines the 

appropriate technique to fill the gaps. The method was applied to 

daily Terra MODIS LST datasets (MOD11A1) at 1 km spatial 

resolution from 2002 to 2022. Two evaluation methods were 

conducted: comparing with in-situ measurements and 

introducing artificial gaps. The validation was demonstrated over 

the Heihe River basin in China and in four experimental areas 

worldwide with available ground measurements from 

FLUXNET. Validation with artificial gaps produced average 

Root Mean Square Error (RMSE) and Mean Absolute Error 

(MAE) of 2.33 K and 1.76 K, respectively. In-situ measurements 

indicated superior performance with R², RMSE, and MAE of 

0.85, 4 K, and 3.4 K, outperforming two existing methods. The 

study demonstrates that the model accurately reconstructs 

missing pixels on heterogeneous surfaces under diverse 

conditions, effectively handling large datasets and complex gaps. 
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I. INTRODUCTION 

ime-series of spatially continuous satellite data at 

different spatial resolutions are being increasingly used 

for environmental studies [1], [2]. The Land Surface 

Temperature (LST) conveys critical information on the 

interactions between land and the atmosphere [3], [4], [5], [6]. 

Therefore, the study of LST, particularly of MODIS LST time 

series [7], [8], [9], is vital in numerous remote sensing 

applications, such as evapotranspiration estimation [10], [11], 

[12], [13], ecosystem drought monitoring [14], [15], [16], 17], 

crop mapping [18], [19], and soil moisture monitoring [20], 

[21], [22], [23]. However, cloud contamination significantly 

reduces the number of high quality LST retrievals. Such 

occurrences are more frequent during monsoons or in humid 

zones [3]. On average, about 60% of the MODIS LST 

retrievals are affected by cloud contamination [24]. This 

makes the reconstruction of the missing pixel values by gap-

filling very relevant. According to the literature, the methods 

developed to fill the gaps in time-series of remote sensing data 

can be grouped as detailed below.  

The first group is the spatial information-based methods, 

which use the information from other pixels of the same image 

to reconstruct missing pixels and fill the gaps. Weighted 

averaging is often employed to interpolate missing values, 

such as Kriging method [25], [26], [27]. In addition, image 

segmentation [28] and the novel neighborhood similar pixel 

interpolator [29] also use spatial interpolation to reconstruct 

missing values. Nevertheless, performance is particularly poor 

for heterogeneous surfaces and massive gaps [1], [30], [31]. 

The challenges with medium-resolution images stem from 

their inability to capture fine-scale spatial variability, which is 

critical for accurate interpolation across heterogeneous 

landscapes. As a result, these methods often yield visually 

blurred reconstructed images [3] and fail to provide reliable 

results when the spatial resolution is insufficient to represent 

the complexity of the terrain [31]. 

The second group is time-based methods, which 

reconstruct the missing values through temporal interpolation 

between different points in time [32], [33]. This group is 

widely used for high temporal resolution image data such as 

AVHRR and MODIS. For example, in a comprehensive study 

using temporal interpolation, Jönsson and Eklundh [34] 

T 
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developed the TIMESAT software package for analyzing 

time-series of satellite data. This package provides a number 

of built-in smoothing functions to model time series data and 

fill gaps. These include the Asymmetric Gaussian (AG), 

Double Logistic (DL), and Adaptive Savitzky-Golay (SG) 

methods. In addition, Gao, et al. [35] presented an algorithm 

based on the TIMESAT AG approach to reconstruct time 

series of MODIS Leaf Area Index (LAI retrievals). A robust 

regression algorithm was developed by Zeng, et al. [36], 

which uses multi-temporal information and identifies similar 

pixels under clear-sky conditions by applying a multi-temporal 

classification method. In terms of using full temporal time-

series information, there are more reliable and complex 

methods in this category, such as the Temporal Fourier 

Analysis (TFA) and Temporal Harmonic Analysis (THA) 

[37]. These approaches [38], [39] have been implemented to 

reconstruct missing values and, at the same time, to extract 

information on signal components in numerous remote sensing 

data [33], [40], [41], [42], [43], [44], [45]. However, despite 

all the developments that have taken place, consecutive 

missing pixels are still a significant problem and lead to lower 

performance [46]. Studies have shown that methods such as 

temporal interpolation and harmonic analysis often struggle 

with consecutive missing pixels, leading to higher 

reconstruction errors and reduced data quality [47], [48]. 

Approaches that use both the spatial and temporal 

dimension of remotely sensed signals have been developed to 

reconstruct missing pixels in remote sensing data. This group 

is referred to as the spatio-temporal approaches, which address 

many of the drawbacks of the methods described above. 

Examples of such methods have been documented in literature 

[49], [50], [51], [52], [53], [54]. Accordingly, Pede and 

Mountrakis [55] compared the three types of approaches. 

Their results demonstrated that spatio-temporal methods 

performed better than either temporal or spatial interpolation 

in reconstructing the MODIS LST time series to remove gaps, 

even for severe gaps (more than 80 %). For spatio-temporal 

models, the general approach often starts with using the time-

based methods for an initial approximation of missing pixels, 

which is then improved and refined by incorporating spatial 

models and auxiliary data. For instance, Zeng, et al. [56] 

introduced a two-step framework for reconstructing LST of 

satellite data that are often contaminated by clouds. The first 

step uses a multi-temporal reconstruction algorithm that fills 

in missing LST values by analyzing multiple LST images and 

using vegetation indices, like NDVI, to guide the process. This 

approach helps ensure that the recovered temperature values 

are accurate and reliable. In a second step, a surface energy 

balance equation-based procedure is used to correct these 

reconstructed LST values, taking into account the effect of 

clouds on shortwave irradiance data. However, the 

effectiveness of these methods is significantly influenced by 

the quality of the supporting data, such as radiation, 

vegetation, surface albedo, and atmospheric inputs. In another 

research, Shiff, et al. [57] presented a model for creating a 

worldwide continuous, gap-filled MODIS LST dataset. The 

method primarily involves combining satellite observations 

(i.e., MODIS LST) with modelled temperatures from the 

Climate Forecast System Version 2 (CFSv2). The TFA plays a 

crucial role in this process. It is used to derive the seasonal 

cycles (climatological temperatures) for each pixel based on 

MODIS LST and CFSv2 near-surface air temperatures. The 

method involves adding the CFSv2 temperature anomaly 

(deviation from the climatological mean temperature) to the 

climatological LST, thus filling the gaps in the data, 

particularly for periods of cloud cover when satellite data are 

not available. A notable limitation of this method is the 

reliance on auxiliary data with different spatial resolutions, 

such as 25 km for air temperature and 1 km for LST, which 

may affect the accuracy of the gap-filled data in spatially 

heterogeneous regions. Furthermore, through an extensive 

analysis of literature, particularly those focused on evaluating 

gap-filling algorithms [32], [40], [58], [60], it has been shown 

that despite the advantages associated with each approach, 

they are also accompanied by notable limitations. Although 

certain methods have high accuracy, they can be complex in 

terms of obtaining supplementary data and performing 

computations. For instance, Ravishankar, et al. [61] suggest 

that when the proportion of missing pixels is minimal, the use 

of interpolation techniques that rely on neighboring pixels can 

yield the most accurate outcomes. However, as the proportion 

of missing pixels increases, neighboring adjacent data 

becomes less representative, making techniques that 

incorporate supplementary data more effective [62], [63]. The 

presence of considerable temporal and spatial gaps can pose 

challenges in addressing this issue [1], [64]. Moreover, several 

existing approaches tend to require extensive computations to 

deal with significant gaps and large datasets [1].  

To address aforementioned limitations, we propose a 

conditional, and flexible approach to tackle the challenges of 

reconstructing missing satellite data. This process starts with 

identifying gaps using quality flags and calculating the 

Missing Pixel Percentage (MPP) for each daily image. We 

then set objective thresholds based on the MPP deciles to 

guide the selection of spatial reconstruction techniques. 

Accordingly, if the MPP exceeds the maximum threshold, a 

method relying on global regression analysis, termed Global 

Regression Analysis (GRA) in this study, is used. For days 

where the MPP falls between the maximum and minimum 

thresholds, a technique based on local regression analysis, 

designated as Local Regression Analysis (LRA), is utilized. 

Finally, when the MPP is below the minimum threshold, a 

simple geospatial analysis, referred to here as Geo-spatial 

Analysis (GA), is employed. 

The main features of the method are as follows: 1) it uses 

all the information provided by the spatial and temporal 

methods; 2) the choice of the reconstruction technique 

depends on the percentage of missing pixels observed on a 

given day; 3) the capability to properly handle various data 

gaps, even during periods with limited data availability; 4) a 

significant advantage of our method is its independence from 

auxiliary data. Unlike many other methods, our approach does 

not require any external or auxiliary datasets to fill the gaps; 5) 

the ability to perform fast computations by using parallel data 
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processing. 

The rest of the paper is structured as follows: Section II 

describes our methodology. Section III introduces the data and 

case studies. Section IV presents the results we achieved. 

Sections V and VI contain the discussion and conclusions, 

respectively. 

II. METHODOLOGY 

To reconstruct missing pixels in satellite data, particularly 

daily LST dataset, we have developed a flexible method. The 

main idea behind the method is derived from the fact that 

employing different methods to deal with gaps of various sizes 

can lead to better performance than using a single method [1], 

[65].  

According to Fig. 1, our method involves several key steps: 1) 

Initially, gaps in the dataset (2002 to 2022) are identified using 

daily quality flags, and the MPP is calculated. 2) Based on the 

MPP frequency distribution, two thresholds, Minmpp and 

Maxmpp, are established by taking the first and last deciles. 

These thresholds guide the selection of the reconstruction 

technique. 3) A reference year with a smooth temporal profile 

for each pixel is created by averaging the LST for each pixel 

from day 1 to day 365. Then any remaining gaps in this 

average year are filled through temporal interpolation or 

extrapolation, followed by applying TFA to generate a smooth 

temporal profile for each pixel (LSTtfa). 4) A specific year is 

chosen as the target year for analysis. 5) For each daily image 

in the selected target year, the MPP is compared to the 

established thresholds to determine the appropriate spatial 

reconstruction method. If the MPP exceeds Maxmpp, we use a 

reconstruction method called GRA based on constructing a 

regression equation between all pixels where both TFA 

estimates and observations are available. This regression is 

then applied to pixels where only TFA estimates are available 

to obtain the final reconstructed pixel values. When the MPP 

is between Minmpp and Maxmpp, another reconstruction method 

called LRA method is used. This involves creating a local 

regression using a moving search window over each image, 

based on pixels with both TFA estimates and observations. 

The regression is then applied to pixels with only TFA 

estimates to obtain the final values. Finally, if the MPP is 

below Minmpp, the GA method is employed, using data from 

neighboring pixels to reconstruct missing values for each 

image in the dataset. 

 

  
Fig. 1. Workflow of method. Each successive process is 

framed by a dashed line. A number at the top inside each 

frame specifies the order of execution of these processes. The 

gray color means that this process is done once for the entire 

dataset. Light brown indicates the process is repeated for 

different target years. Light blue represents the main outlined 

processes.  

A. Gaps identification and MPP determination 

This section first describes how abnormal pixels are identified 

and removed from the LST data, starting with the calculation 

of the MPP. We used the Quality Assurance (QA) information 

provided in the MODIS data. Through the QA flag, we 

successfully detected pixels degraded by the impact of clouds 

and other issues. Pixels were considered missing if the QA 

flags indicated problems such as "LST not produced due to 

cloud effects", "LST not produced primarily due to reasons 

other than cloud", "average emissivity error > 0.04" or 

"average LST error > 3 K". After identifying these missing 

pixels, we calculated the MPP for each day by dividing the 

number of missing pixels by the total number of pixels in the 

image (e.g., a study area). This step is crucial for guiding the 

selection of the appropriate reconstruction technique in the 

subsequent stages. 

To effectively compare the MPP calculated for each day of the 

study period and to choose the proper missing pixel 

reconstruction method, it is crucial to establish two thresholds. 

These thresholds help us to determine the most suitable 

reconstruction technique based on the daily MPP. The 

approach described can be categorized as a conditional model, 

wherein the selection of the reconstruction method depends on 

the specific dataset. We denote these two thresholds as Minmpp 

and Maxmpp. Instead of depending on user-defined values and 

visual inspections to set these thresholds, we propose using the 

first and last deciles of the MPP frequency distribution to 

establish Minmpp and Maxmpp, respectively. Standardizing this 

process makes it easier to replicate the procedure across 

various studies and datasets. To determine these thresholds, 

we first calculate the daily MPP for the entire dataset, and then 
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select the first and last deciles to establish Minmpp and Maxmpp, 

respectively. 

B. Constructing daily LST time series of a reference year 

In this section, we detail the creation of a reference year, 

which serves as a foundational baseline for reconstructing 

missing pixels in our LST dataset.  

1)  Generation of daily LST time series of an average 

year: 

In the first step, daily LST time series of an average year 

(denoted as LSTt) is constructed by averaging the valid LST 

data for each pixel across all available years from day 1 to day 

365. To achieve a complete dataset, any remaining gaps in the 

average year were filled using the methods described in the 

following section. 

After generating the average year, some pixels may still have 

missing LST values. To address these residual gaps, we 

employ temporal interpolation and extrapolation techniques. 

For gaps within the time series surrounded by valid data 

points, we use temporal interpolation. This method estimates 

missing values based on the trend and magnitude of the 

surrounding data. A commonly used approach is linear 

interpolation, which assumes a linear change between the 

nearest data points in the time series. The formula for linear 

interpolation is: 

( )sin sin

before after

mis g before mis g befor

before after

LST LST
LST LST DoY DoY

DoY DoY

−
= +  −

−
 

(1) 

where LSTmissing is the estimated value for the missing data 

point, and LSTbefore, LSTafter are the known LST values 

immediately before and after the missing data point, 

respectively. 

In cases where missing values occur at the beginning or end of 

the time series, we utilize extrapolation to fill the remaining 

gaps. This involves extending a known data trend beyond the 

available observed data range to estimate the missing values. 

A simple linear extrapolation method is often used [66], which 

extends the trend observed in the nearest data points. The 

formula for linear extrapolation is similar to interpolation but 

applied to the range of outside of the available observed data. 

By filling these residual gaps, we ensure that the reference 

year dataset is comprehensive and ready for further use. 

2) Smoothing of average year LST temporal profile by 

TFA: 

In our methodology, TFA is utilized for each pixel in the 

average year dataset to construct the smoothed temporal 

profile for each pixel in the reference year. This approach is 

essential because each pixel exhibits unique temporal patterns 

for specific days of the year over multiple years, which often 

differ significantly from neighboring pixels, resulting in a lack 

of spatial continuity in the average image (day). By applying 

TFA to smooth the temporal profile, these inconsistencies are 

minimized, enhancing spatial continuity across the average 

image (day). TFA is a critical time-series analysis technique 

that effectively captures the seasonality of LST, as 

demonstrated in numerous previous studies (Menenti, et al. 

[33], Norzaida, et al. [67]; Scharlemann, et al. [68]. TFA 

decomposes an observed signal into a set of periodic 

components. A crucial requirement for the effective 

implementation of TFA, particularly when applying the Fast 

Fourier Transform (FFT), is the presence of uniformly spaced 

data points in time. This necessity is a cornerstone of 

numerous conventional TFA methodologies [69]. The 

constructed average year series (LSTtfa) in section C. 2 satisfies 

this requirement by providing a consistent and evenly 

distributed time series for each pixel. The outcome of the TFA 

procedure is a Fourier series representation (LSTtfa) of the 

processed time series (LSTt). As a result, the following 

equations define the Fourier series representation of (LSTtfa) 

[68]: 

1
2

1

2 . . 2 . .
cos sin

N

tfa i i

i

i t i t
LST LST a b

N N

 
−

=

    
= + +    

    
  

(2) 

where the is the annual arithmetic mean of the daily LSTt time 

series of the average year of a pixel; N is the total number of 

observations (here as 365) of a time-series for a pixel; i is 

equal to (1, 2, …  N/2-1); ai and bi are coefficients of the ith 

harmonic. The component at a frequency ωi = (2πi/365) is 

called the ith harmonic, and for all i = N/2 these harmonics are 

written as: 

( ) ( ) ( )cos sin cosi i i i i i ia t b t R t   + = +  (3) 

2 2

i i iR a b= +  and 1tan ( )i
i

i

b

a
 −= −  

(4) 

where Ri and θi are the amplitude and phase of the ith 

harmonic, respectively. FFT decomposes a time series into 

uncorrelated harmonics based on specific frequencies derived 

from the number of observations (N) and the length of the 

time series [70]. However, typically only a few harmonics 

significantly influence the total variance. Based on the 

findings of the studies by previous studies (Shiff, et al. [57]; 

Scharlemann, et al. [68]; Lensky and Dayan [71], we 

identified the significant components in our TFA of the 

MODIS data as having periods of four, six, and twelve 

months. Fig. 2 shows the two key parts of the previous 

equations to explain how LSTt is created and the way LSTtfa 

matches LSTt for a pixel in the Area 5 (Heihe river basin 

Fig.3). This figure demonstrates that LSTtfa aligns closely with 

the LSTt data, indicating that the three harmonics accurately 

represent the overall LST variation of the average year. 

 

 
Fig 2. Demonstration for a pixel from Heihe river basin over 

years (2002-2022) for: Heatmap of LST values (left) (; LST 

time series of average year (LSTt) and smoothed profile of 

LSTt after TFA (LSTtfa) (right). 

 

C. Reconstruction methods 

We compare the calculated MPP of each daily image in the 

selected target year against the predetermined thresholds (sect 
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II. B) to select the best reconstruction method for each image 

from 2002 to 2022. The reason for evaluating different 

reconstruction techniques lies in their varied strengths and 

weaknesses, making each one more appropriate for specific 

data and gap patterns [58], [60]. For images with MPP 

exceeding Maxmpp, indicating significant missing data, we use 

our GRA method to handle the extensive gaps. In cases where 

the MPP is below Minmpp, suggesting minimal gaps, we apply 

our GA technique, which leverages data from neighboring 

pixels. For images where the MPP falls between these 

thresholds, we employ our LRA method, which combines 

temporal and spatial information to estimate the missing 

values. Using the MPP to select our method ensures that each 

image is reconstructed with the most appropriate technique. 

The following sections detail the GRA, LRA and GA 

methods.  

1) Reconstruction using GRA: 

In cases where the MPP is greater than the Maxmpp threshold, 

the GRA methodology is used. This method is particularly 

advantageous when techniques, such as local regression, are 

hindered by the scarcity of available data. The global linear 

regression model is fitted using all available valid (clear-sky) 

MODIS LST (LSTmod) observations on each date as predictand 

and the corresponding (same spatial position) reference year 

(LSTtfa) values as predictor. The regression model leverages 

these two datasets to establish the coefficients used for 

reconstruction. This regression is formulated as: 

( ) ( )mod , ,fGlobal g g tfa fGlobalLST P t a b LST P t= +   (5) 

where bg and ag are the slope and intercept of the global linear 

regression model fitted with values LSTtfa (PfGlobal, t) and 

LSTmod (PfGlobal, t) on a target date t, and subscript f means a set 

of valid observation in the study area. Once the coefficients ag 

and bg are defined, each missing pixel is reconstructed using 

(5) and the LST is estimated with TFA.  

If MPP is 100% on a target day, the LST image is 

reconstructed using LSTtfa.  

2) Reconstruction using GA:  

According to Tobler [72], the First Law of Geography is that 

there is a spatial relationship between all entities, but the 

degree of relatedness is greater for closer entities than for 

more distant ones. The methodology employed in this paper to 

fill in missing pixels is based on this fundamental geographic 

notion. Visual examination of the images indicated that the 

use of neighborhood information and spatial analysis is a 

highly effective method of reconstructing missing data when 

the gap size is relatively small. This statement is consistent 

with Tobler's First Law, as it recognizes that the nearest pixels 

have a higher degree of correlation, hence allowing the use of 

neighborhood information to estimate missing values. To 

identify suitable reference pixels, the reference image (i.e., the 

LSTtfa image) on the same DoY (day of year) as the image to 

be processed (target image) was subjected to image 

segmentation [73]. The segmentation algorithm employed in 

this study was the K-means clustering algorithm [74], where 

the value of K was set to 5. The choice of K = 5 in the K-

means clustering algorithm was primarily based on the 

existing literature [73], [74], that utilized this clustering 

method for gap-filling tasks. These studies suggested that the 

optimal value for K ranges between 3 and 7, a range proven to 

be effective for gap-filling applications. Therefore, we 

selected the average of this range as the constant value for K in 

this study. The K-means algorithm divides the image into K 

discrete clusters in the present scenario. By understanding the 

class of the target missing pixel, the 10 nearest (distance from 

the gap pixel) similar pixels in the same class as the target 

pixel were selected as effective pixels. Subsequently, the 

target missing pixels were reconstructed by a weighted 

average [75] using these effective pixels. The weights were 

assigned based on distance, with the nearest similar pixels 

receiving the highest weight. 

3) Reconstruction using LRA: 

This procedure is applied when the MPP is between the 

maximum and minimum thresholds. Initially, for a given 

missing pixel (target pixel) identified on the target day, an n × 

n window is created centered on the target pixel, with n being 

an odd number to ensure symmetry. Valid MODIS LST 

(LSTmod) values and values of corresponding pixels from LSTtfa 

in the n × n window is extracted. The LRA is applied when the 

number of valid pixels in the n × n window exceeds (n/2+0.5) 

to ensure a minimum number of valid data points for 

regression [76]. The regression model for valid pixels in each 

n × n window is shown below: 

( ) ( )mod 1 1, ,win v v tfa winLST P t a b LST P t= +    (6) 

where bv and av are the slope and intercept of the linear 

regression model respectively, fitted by values between LSTmod 

(Pwinl, t) and LSTtfa (Pwinl, t) in a given search window, t is the 

target date. After obtaining the model outputs (av, bv and R²) 

and assessing the correlation of the data, the regression 

equation can be applied to reconstruct the missing pixel value 

using the LSTtfa of the corresponding pixel using (7). This is 

done when the coefficient of determination (R²) exceeds a 

user-defined minimum correlation threshold (mincorrelation), 

set at 0.8 in this study. If the number of valid pixels or R² is 

insufficient, the window size is increased by two units (e.g., 

(n+2) × (n+2)) until the conditions are met or the window size 

is equal to the full image dimensions of the study region. If the 

LRA process fails to reconstruct the missing pixels at this 

stage, the GA is used to reconstruct the missing values of LST. 

This procedure is implemented across the entire image 

containing the missing pixels.  

D. Validation method 

The performance of the developed method was evaluated in 

two ways. The first was to artificially generate gaps, 

reconstruct them, and calculate the reconstruction error over 

the gap pixels. The second one was to evaluate the 

reconstruction of missing LST retrievals in various global 

conditions against in-situ LST measurements.  

1) Evaluation using artificial gaps:  

In this evaluation scenario all types of gaps were considered, 

both in terms of shape and size. In order to evaluate the 

effectiveness of the method, artificial gaps of varying sizes 

and shapes were created to reflect the actual gap patterns 

observed in the dataset. To illustrate the process of introducing 

a gap, consider the following example: assume that day t1 

(Day of Year, DoY = t1) is a cloud-free day (MPP = 0), and 

day t2 has an MPP of 60%. To create artificial gaps that reflect 

actual conditions, the position (row, column) of missing pixels 
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on day t2 were used to eliminate pixels on day t1. These 

artificial gaps on day t1 were then filled using the developed 

method. Similarly, gaps with a MPP ranging from 5% to 

100% were generated by artificially removing values from the 

selected clear days. The reconstructed pixels values were then 

compared with the actual values, and the errors were 

calculated. Note that the artificial gaps were created to cover a 

broad range of MPPs and temporal changes were considered 

by selecting different image dates for each season. Moreover, 

a comprehensive investigation of land use and land cover 

(LULC) was carried out. This investigation was crucial as it 

allowed us to evaluate the performance of our developed 

models across different LULC classes. By implementing this 

approach, it becomes possible to provide accurate assessments 

of the model effectiveness in specific LULC classes, enabling 

potential users to assess whether the model performance meets 

their specific needs and expectations.  

2) Evaluation using ground measurements: 

To evaluate the method performance in reconstructing missing 

pixels under natural cloudy conditions, in-situ LST 

measurements from FluxNet sites were used. The LST 

reconstructed values at each FluxNet station were extracted to 

calculate evaluation metrices by comparing them with actual 

observed LST.  

To fully demonstrate the performance of the developed 

method, a comprehensive cross validation analysis was 

conducted to validate the newly developed model results by 

comparing it against two different models and datasets within 

the field of LST gap filling. The first model for comparison 

was developed by Shiff, et al. [57] (hereafter referred to as 

“Shiff2021 model”). This model utilizes TFA to analyze the 

seasonality of both LST and air temperature at 2m height. The 

core of Shiff2021 model methodology lies in using estimates 

of temperature anomalies to fill gaps in the LST data mainly 

resulted by cloud cover. This approach is particularly effective 

in integrating seasonal trends and actual air temperature 

variations to reconstruct missing LST data. The complete code 

for Shiff2021 model was made available and documented by 

Shiff, et al. [57] at GitHub 

(https://github.com/shilosh/ContinuousLST.git). The second 

model is based on a comprehensive dataset published by 

Zhang, et al. [77] (hereafter referred to as “Zhang2022 

model”). This dataset represents a significant advancement in 

LST data, being derived from the MODIS 1 km resolution 

daily LST product. According to their study the first step is 

data preprocessing involves filtering low-quality pixels and 

filling gaps with LST values from three other observations on 

the same day. Then, the temporal trend of each pixel is 

modeled using a smoothing spline function, and the residuals 

between the observations and the trend are interpolated using 

neighboring pixels to estimate the missing values, which are 

reconstructed by adding these interpolated residuals to the 

overall temporal trend. The dataset extensive coverage and the 

novel approach in LST gap filling offer a solid basis for 

comparing the performance and effectiveness of our 

developed model.  

3) Performance metrics: 

We utilized mixed methods, including qualitative and 

quantitative analyses, to evaluate the proposed missing pixel 

reconstruction method. For the qualitative evaluation, we 

visually inspected the reconstructed images to identify any 

inconsistent patterns, spatial discontinuities or other anomalies 

that would indicate errors in the reconstruction process. For 

quantitative analysis, we calculated widely-used performance 

metrics for different reconstruction experiments to evaluate 

the method performance. These metrics included the 

coefficient of determination (R2) value to assess the goodness 

of fit, Root Mean Square Error (RMSE) to evaluate the 

differences between the predicted and actual values, and Mean 

Absolute Error (MAE) to determine the absolute deviation 

between the predicted and actual values. The error metrics 

were calculated as: 
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where Si is reconstructed value, is average reconstructed value, 

Oi is observed value, Ō is average observed value, N is 

number of data samples for evaluation. 

III. DATA AND STUDY AREAS 

A. Satellite datasets 

In term of method implementation this study used the MODIS 

LST daily product (MOD11A1 Version 6) at 1 km spatial 

resolution acquired by the Terra satellite (10:30 AM local 

time).  

To evaluate the model's performance against in-situ LST 

measurements, we converted upwelling long-wave radiation 

data from FluxNet stations into LST. This conversion required 

emissivity estimates, which were derived using the 

Normalized Difference Vegetation Index (NDVI) and Leaf 

Area Index (LAI) based on red and Near Infrared (NIR) 

surface reflectance ((11) to (13)). We utilized daily red and 

NIR surface reflectance data from the MODIS (MCD43A4) 

product at a 500-meter resolution. 

We downloaded the complete MODIS LST dataset 

(MOD11A1) and surface reflectance (MCD43A4) (Table I) 

using the Google Earth Engine (GEE) code editor 

environment. These datasets were then utilized to implement 

the proposed method in Python. Before downloading, all raster 

datasets were standardized to the same coordinate system and 

pixel size (1 km) using the GEE code editor. 

 

TABLE I 

DETAILED OVERVIEW OF THE MODIS DATA SETS USED IN 

THIS STUDY 
Parameter Data source Period 

LST MOD11A1 2002 ‒ 2022 

Quality Assurance  MOD11A1-QA 2002 ‒ 2022 

Red Band 
MCD43A4.061 2012 ‒ 2022 

NIR Band 

Land use / Land cover MCD12Q1 2016 ‒ 2021 
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B. Ground measurements for validation and experimental sites 

In the present research, the developed model was 

evaluated against ground measurements from 

FLUXNET (https://fluxnet.org/data/) across various 

latitudes and under diverse weather circumstances. Sites 

from four experimental locations of FLUXNET were 

chosen for evaluation of the model performance, 

covering different land cover types (Fig. 3, Table II). 

 
Fig. 3. Locations of ground experimental sites for model 

evaluation. The positions of ground sites are indicated by a 

black cross. The land cover classes are presented at bottom of 

figure. 

TABLE II 

DETAILED INFORMATION OF GROUND MEASUREMENTS DATA 

USED IN THIS STUDY  

 
Area Site ID/name Country Lat. Long. LULC Years 

Area 1 
US-EML USA 63.88 -149.25 Tundra 2015 

US-Uaf USA 64.87 -147.85 Bog 2015 

 

Area 2 

AT-Neu Austria 47.12 11.31 
Alpine 

meadow 
2010, 2012 

CH-Cha 
Switzerlan

d 
47.21 8.41 Grassland 2012, 2013 

 DE-SfN Germany 47.81 11.33 Bog 2014 

Area 3 ID-Pag Indonesia -2.32 113.9 Swamp 2017 

Area 4 KR-CRK Korea 38.20 127.25 Crop (Rice) 2015 

 

Area 1 (including 2 FLUXNET sites) is situated in the western 

United States of America. The size of this test-area is 

approximately 71,000 km2. Furthermore, the land cover within 

this region is predominantly characterized by the presence of 

snow and ice for the majority of the year. Area 2 (including 3 

FLUXNET sites) is situated within various European 

countries, namely Germany, Switzerland, and Austria with the 

extent over 140,000 km2. Area 3 and 4 are located in 

Indonesia and South Korea, with areas of 40,000 and 15,000 

km2. Area 5, the Heihe River Basin in China, the Heihe River 

Basin (HRB), located between 96.5° E to 102.5° E longitude 

and 38.5° N to 43° N latitude, is the second largest inland river 

basin in China. This region is an arid and semi-arid 

environment, which makes it a notable subject of investigation 

for land surface process studies [78], [79], [80]. The Heihe 

River Basin can be divided into: the alpine region, which is 

characterized by a semi-arid climate and mainly consists of 

forests and grasslands; the midstream region, which is 

characterized by arid climate and is mainly used for crop 

cultivation with irrigation; and the downstream region, which 

is characterized by extreme arid climate and includes a large 

desert area. The HRB presents an ideal case study for LST 

gap-filling due to its ecological significance [81], diverse 

climate impacts, ongoing research into climate change effects 

[82], and practical applications in water resource management 

[83]. These factors collectively enhance the relevance and 

applicability of findings derived from studies conducted in this 

region. 

The long-wave radiation (W/m2) data from the sites of 

FLUXNET datasets (https://fluxnet.org/data/) and from the 

sites in Heihe river basin of China. To retrieve actual LST 

from the in-situ measurements of outgoing long-wave 

radiation flux (RLout) and incoming long-wave radiation flux 

(RLin) measured at a time close to the MODIS overpass, we 

inverted the Stefan-Boltzmann equation as: 

0
4

0

(1 )out inRL RL
LST



 

− − 
=



 (10) 

where ɛ0 is the broad-band surface emissivity (dimensionless), 

σ is the Stefan-Boltzmann constant (5.67 × 10-8 W/m2/K4). 

The red and NIR bands from “MCD43A4.061” were used to 

calculate the broad-band surface emissivity based on the 

NDVI and the LAI [84] and performed for each day.  

The broad-band surface emissivity (ɛ0) is then determined 

using the LAI value as [85]. 

0 0.95 0.01 LAI = +   if 3LAI   (11) 

0 0.98 =  when 3LAI   (12) 

We detected the presence of snow/ice and water as NDVI < 0 

and we applied to such pixels (days) an emissivity value of 

ɛ0=0.985 [86], [87]. LAI is derived from the NDVI as follows: 

min

max min

NDVI NDVI
LAI

NDVI NDVI

−
=

−
 

(13) 

In this equation, NDVImin and NDVImax are the minimum and 

maximum values of NDVI, respectively, over the period of 

observation, typically representing bare soil and dense 

vegetation. In many remote sensing studies, commonly 

adopted values for these parameters are 0.2 for NDVImin and 

0.5 for NDVImax, as they effectively characterize the spectral 

response of bare soil and dense vegetation, respectively [88], 

[89]. 

IV. RESULTS   

A. Determining the MPP thresholds 

The threshold determination of is a key step in the method 

implementation. We presented an example of this procedure 
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for the HRB in Fig. 4. The result of thresholds calculation for 

the four experimental sites is presented in Fig. 5. For Area 1, 

these thresholds were found to be 4% and 88%, respectively. 

These values closely align with those obtained for the main 

site, as illustrated in Fig. 4. Areas 2 and 4 displayed similar 

values in their last deciles, but their first deciles varied 

significantly (approximately 15% for site 2 and around 2% for 

site 4). Site 3, however, presented a unique scenario due to its 

frequent cloud cover, resulting in first and last decile values of 

51% and 96%, respectively. The significant differences 

observed necessitated careful calculation of thresholds for 

each site. For instance, the high MPP at Site 3 impairs the 

reliability of geospatial analysis. As a result, only GRA and 

LRA were applicable for this site. To establish consistent 

threshold values across all sites, the average values of first and 

last deciles were computed, and the standard deviation was 

subtracted from these averages to refine the thresholds. It is 

important to mention that extreme values (outliers) were 

excluded from the calculations of these averages. Hence, this 

method ultimately determined 7% and 89% as the thresholds 

for Minmpp and Maxmpp respectively. For Site 3, this approach 

meant that the threshold for using the GA method (Minmpp) 

was not utilized. Instead, the GRA and LRA methods were 

applied. Table III shows the minimum and maximum 

thresholds of missing data frequency between 2002 and 2022 

in the five regions selected to evaluate the proposed method, 

as well as the averaged values of the thresholds. 

 
Fig 4. The Heihe river basin (Fig. 3) MPP frequency 

distribution of daily LST between 2002 and 2022: the right 

(dashed line) and left (dotted) line indicate the first and last 

deciles respectively, to establish the Minmpp (dotted line) and 

Maxmpp (dashed line) thresholds. 

 

 

Fig. 5. The first (left lines) and last (right lines) decile values 

of the frequency distributions of MPP for different sites (see 

Fig. 4). The horizontal and vertical axis are the year and decile 

value, respectively. 

 

TABLE III 

SUMMARY OF MINIMUM AND MAXIMUM THRESHOLDS OF 

MISSING DATA FOR GAP-FILLING METHOD SELECTION IN THE 

STUDY AREAS 

 
Study area (Site) Minmpp Maxmpp Method used 

Heihe river basin 8% 83% 
GA when MPP ≤ 7% 

LRA when 7% < MPP 

< 89% 

GRA when MPP ≥ 

89% 

Area 1 9% 88% 

Area 2 15% 93% 

Area 3 51% 96% 

Area 4 2% 95% 

Average 7% ± 3.8% 89% ± 2.9% 

B. Attributes of reconstructed pixels 

Based on the results obtained from the Minmpp and Maxmpp 

thresholds determination step (Sect IV.A), the relevant method 

(GA, LRA, and GRA) was selected to reconstruct the missing 

pixels. Consequently, missing pixels on days with MPP below 

7% were reconstructed using the GA method. Missing pixels 

on days with MPP between 7% and 89% were reconstructed 

using the LRA technique. Similarly, missing pixels on days 

with MPP greater than 89% were reconstructed using the GRA 

method. As a result, this subsection discusses attributes of 

reconstructed images when the MPP falls within the 

determined Minmpp and Maxmpp thresholds or exceeds the 

determined thresholds. The visual inspection concludes that 

the model output is visually acceptable (Fig. 6). There are no 

noticeable unconnected or crisp effects at the edges of missing 

pixels, even when a significant number of missing pixels are 

clustered together (e.g., 2021 (DoY = 309)). The three 

reconstruction methods used successfully handled the 

reconstruction of missing pixels within this range of MPP 

values. When the MPP was less than 7% (2017 (DoY = 057)), 

the reconstruction quality improved compared to cases with a 

higher proportion of missing data (98%). Our method was able 

to reconstruct the missing data with more valid pixels. Section 

C provides a quantitative evaluation of our reconstruction 

method is carried out by comparing it with in-situ ground 

measurements and by generating artificial gaps. 
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Fig. 6. Actual images with different gap patterns (a) and 

reconstructed images (b) with MPP values varying between 6 

and 98 % percent. At the top of each column: date of each 

image in the format of yyyy (DoY) and MPP value. 

C. Method validation 

1) Evaluation using ground measurements: 

In this evaluation, performance metrics (section II.D.3) were 

calculated to assess the effectiveness of our model. The gap-

filled results from the model were compared against in-situ 

measurements on days with missing data (gap days). 

Specifically, in-situ LST measurements from FluxNet stations, 

recorded at half-hourly intervals, were extracted to match the 

MODIS Terra overpass time (10:30 AM local time). For 

validation, reconstructed LST values corresponding to the 

FluxNet station locations were extracted only for the days 

when MODIS Terra pixels were missing due to clouds or 

other factors. Our method relies on available MODIS LST 

from clear-sky condition to estimate the missing LST 

observations due to clouds or other reasons, but it can capture 

the thermal memory of the surface, from both the temporal 

and spatial perspectives (our method used both temporal and 

spatial information to fill the gaps). Under significant temporal 

variability of cloud cover, the clear-sky MODIS observations 

would still capture a colder land surface due to the lower mean 

irradiance due to cloud cover during several days. This is also 

proved by the cases shown in Fig. 14 where the reconstructed 

LST on cloudy days is close to the in-situ observations under 

clouds. The comparisons served to evaluate the accuracy of 

the reconstructed LST against observed in-situ data. As an 

illustrative example, Fig. 7 presents scatter plots of our model 

results against in-situ LST measurements in Area 1. The 

comprehensive evaluation across all sites in the four areas 

listed in Table II is shown in Table IV. For comparative 

analysis, Table IV also includes the evaluation metrics of the 

Shiff2021 and Zhang2022 models, allowing for a cross-model 

performance assessment. The same validation process was 

applied to these models, ensuring a consistent basis for 

comparison. 

 

  
Fig. 7. Scatter plot comparing reconstructed LST with in-situ 

LST observations at 10:30 AM local time for Area 1. (a) Our 

model vs. in-situ measurements, (b) Shiff2021 model vs. in-

situ measurements, and (c) Zhang2022 model vs. in-situ 

measurements. The performance metrics (R², RMSE, MAE) 

shown in each plot further document the accuracy of the 

reconstruction for each model. 

 

TABLE IV 

THE STATISTICAL METRICES OF COMPARISON BETWEEN THE 

GAP-FILLED LST BY OUR MODEL, SHIFF2021 MODEL AND 

ZHANG2022 MODEL WITH IN-SITU LST MEASUREMENTS FROM 

ALL SITES OF THE FOUR EXPERIMENT AREAS 

Site No. 

Our model Shiff2021 model Zhang2022 model 

R2 
RMSE 

(K) 
MAE 
(K) 

R2 
RMSE 

(K) 
MAE 
(K) 

R2 
RMSE 

(K) 
MAE 
(K) 

Area 1 0.93 4.8 3.9 0.92 5.4 4.4 0.91 5.2 4.0 

Area 2 0.8 4.47 3.59 0.67 5.61 4.5 0.8 4.49 3.54 

Area 3 0.81 3.95 3.19 0.79 4.18 3.31 0.8 3.16 2.43 

Area 4 0.89 3.64 2.77 0.88 3.79 2.95 0.85 4.29 3.49 

Overall 
0.85 

±0.05 

4.05 

±0.4 

3.4 

±0.4 

0.81 

±0.09 

4.7 

±0.7 

3.7 

±0.6 

0.83 

±0.04 

4.9 

±0.7 

3.9 

±0.5 

 

The performance metrics were also evaluated for each site 

(Fig. 8). The three models had comparable and satisfactory R2 

for all stations. Our method gave lower RMSE and MAE 

values for all sites. According to these results, the proposed 

method provides a satisfactory accuracy in the estimation of 

missing LST observations due to cloudy-sky conditions. 

 

 
Fig. 8. Performance metrics of the three models for all 

FLUXNET sites: (a) R2, (b) RMSE and (c) MAE. 

 

Fig. 9 shows the examples of spatial maps of the reconstructed 

LST using our model, and the results from the Shiff2021 and 

Zhang2022 models for comparison, on different dates with 

different MPP conditions over the four areas with FLUXNET 

sites. This side-by-side comparison is important as it clearly 

shows the effectiveness of our model against two models and 

datasets in dealing with LST gaps. For Area 1 to Area 3 with 

an MPP from 39% to 73%, the LRA process in our method is 

used to reconstruct the missing pixels. For Area 4, the GRA in 

our method is used. Through pairwise comparisons, it is found 

that the values reconstructed by our method showed spatial 

consistency without any noticeable breaks. For example, in the 

case of 2017 for Areas 3 and 4, noticeable breaks are visible 

(highlighted black circle in Fig. 9) in the reconstructed LST 

maps by the other two models. This is an important 

demonstration of the ability of our model to produce reliable 

and coherent reconstructed images, which is essential for 

environmental monitoring and analysis. 
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Fig. 9. Examples of missing pixel reconstruction under 

different MPP conditions over the four experimental Areas 

with FLUXNET sites. The first column (a) is the original 

MODIS LST image with gaps, the second column (b) is the 

image reconstructed by the developed method, the third and 

the fourth columns (c, d) are the LST images reconstructed by 

the Shiff2021 and Zhang2022 models. Each row represents a 

specific Area with MPP different values (row). The black 

circle highlights noticeable discontinuities between the 

reconstructed pixels and the original valid pixels. 

 

2) Evaluation using artificial gaps:  

To evaluate method performance in the reconstruction of 

missing pixels, we selected days with almost zero gaps over 

the region and use it as actual data (referred to as clear-day 

image). Then, artificial gaps with different patterns mimicking 

various scenarios of real-world conditions were created on 

these selected days by applying the shape and size of gaps 

from other images with higher MPP. The reconstruction 

accuracy was then evaluated by comparing the reconstructed 

pixel values in the artificial gap areas with those in the original 

clear-day image without gaps. 

In total, 18 clear-day MODIS LST images between 2016 and 

2021 in the Heihe river basin were selected and used to create 

gaps of different patterns, with MPP ranging from 4% to 96% 

(Table V). The results show the performance of our method in 

reconstructing missing pixel values. With the MPPs "≤” 7%, 

where the GA process was used, the lowest errors between the 

reconstructed and actual values were observed, as evidenced 

by the low RMSE (0.8 K – 1.7 K) and MAE (0.4 K – 1.0 K) 

values, indicating a good fit and minimal deviation from the 

actual values. With 7 < MPP < 89%, where the LRA process 

was used the method shows a higher RMSE (1.4 K – 3.1 K) 

and MAE (1.1 K – 2.1 K) than the GA results. With a mixed 

set of results where MPPs exceeded 89%, the GRA process 

was applied and the RMSE (3.2 K – 4.4 K) and MAE (2.4 K – 

3.9 K) are increased. 

 

 

 

TABLE IV 

THE STATISTICAL METRICES OF COMPARISON BETWEEN THE 

RECONSTRUCTED AND THE ACTUAL LST VALUES ON SELECTED 

DATES FROM YEARS OF 2016 - 2021 FOR ARTIFICIAL GAPS 

 

Year 

(MPP ≤ 7%) (7% < MPP < 89%) (MPP > 89%) 

DoY 
MPP 
(%) 

RMSE 
(K) 

MAE 
(K) 

DoY 
MPP 
(%) 

RMSE 
(K) 

MAE 
(K) 

DoY 
MPP 
(%) 

RMSE 
(K) 

MAE 
(K) 

2016 370 6 0.8 0.6 168 74 1.4 1.1 119 92 4.4 3.3 

2017 277 7 1.3 1.0 187 44 2.0 1.4 285 96 3.2 2.7 

2018 265 6 0.8 0.4 122 79 1.9 1.4 235 94 3.4 2.6 

2019 211 6 1.3 1.0 240 62 1.9 1.3 222 90 3.3 2.7 

2020 262 4 1.2 1.0 118 47 3.1 2.1 290 91 4.4 3.9 

2021 253 7 1.7 1.0 070 33 2.4 1.5 127 96 3.2 2.4 

 

Fig. 10 shows a representative example of the artificially 

introduced gaps and the reconstruction results using our 

method over the Heihe river basin. In this case, 62% spatial 

gaps were artificially introduced in the actual clear-day image 

(Fig. 10a), resulting in the gap-introduced image (Fig. 10b). 

The model was then used to reconstruct the missing pixels, 

resulting in the reconstructed image (Fig. 10c). As shown in 

Fig. 9, the reconstructed LST image is quite similar to the 

actual image and the reconstruction did not introduce noise 

and anomalies. Fig. 11 shows a scatter plot between the 

reconstructed and actual LST values within the gap region, 

further illustrating the performance of the model. The obtained 

RMSE of 1.9 K and MAE of 1.3 K indicate a low level of 

error, suggesting that our model effectively reconstructed the 

missing pixels while preserving the overall image quality. 

 

 
Fig. 10. Comparison of Actual (a), Artificial Gap (b), and 

Reconstructed (c) LST images from year 2019, DoY = 240 

with MPP of 62%. 
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Fig. 11. Scatter plots of reconstructed and actual LST values 

on DoY 240 in 2019 with MPP of 62% in the Heihe river 

basin. 

 

To summarize the model performance in different MPP 

conditions, the values of performance metrics were averaged 

for four MPP bins (Fig.12). The lowest error rate was 

achieved in the bin MPP< 30% with RMSE of 1.5 K and 

MAE 1.2 K. In the bin 60% < MPP< 90% we found RMSE = 

2.5 K and MAE = 1.9 K, while in the bin MPP > 90% RMSE 

= 3.8 K and MAE = 3.2 K. 

 
Fig. 12. Mean values of reconstruction error metrics in 

selected MPP bins on the selected dates from years of 2016 - 

2021. 

An additional validation technique was implemented to 

evaluate the model accuracy across various LULC 

classes (Table VI). The class labeled "Barren" exhibited 

the highest R2 of 0.90, which can be attributed to bared 

area is more homogeneous when comparing with other 

classes in the HRB.  

Furthermore, it is worth noting that the pixels classified 

as Urban and Built-up Lands exhibited the lowest R2, i.e. 

0.70, with mean R2 across all classes being 0.80. The 

pixels labeled "Permanent Snow and Ice" had a 

substantial difference in LST compared to the 

surrounding pixels. This discrepancy resulted in the 

highest recorded RMSE at 3.16 K and MAE at 2.2 K. 

The classes "Water Bodies" and "Permanent Wetlands" 

had the lowest values of RMSE of 1.0 K and 1.1 K, and 

MAE of 1.0 K and 0.9 K, respectively.  

Moreover, it should be emphasized that croplands had 

the largest number of missing pixels after barren lands 

and the RMSE and MAE were 1.9 K and 1.5 K, 

respectively. Thus, the developed method had a 

satisfactory performance in reconstructing missing LST 

across various LULC classes (Table VI). 

 

 

 

TABLE VI 

ERROR METRICS OF RECONSTRUCTED LST BY LULC  

 

LULC Class Name R2 (-) RMSE (K) MAE (K) 

Barren 0.90 2.2 1.9 

Croplands 0.78 1.9 1.5 

Urban and Built-up Lands 0.70 2.5 2.2 

Permanent Snow and Ice 0.80 3.2 2.2 

Permanent Wetlands 0.82 1.1 0.9 

Evergreen Needle leaf Forests 0.85 1.6 1.3 

Grasslands 0.86 3.0 2.4 

Water Bodies 0.73 1.0 1.0 

Savannas 0.71 2.5 2.4 

 

V. DISCUSSION 

1) The determination of MPP thresholds and evaluation 

of reconstructed pixels: 

The determination of the Minmpp and Maxmpp thresholds is a 

key aspect of the proposed method, as highlighted in Section 

A. As explained in Fig. 4 and Fig .5, the adoption of 7% and 

89% as the MPP thresholds is supported by the underlying 

statistics, as it is necessary to establish consistent values 

(section VI. A) for the thresholds across all sites. This choice 

emphasized the importance of establishing clear and consistent 

thresholds for effective model implementation and helped to 

standardize and automate the model execution. 

The differences in the MPP frequency distribution across sites 

are significant (Fig. 13), suggesting that the contribution of 

each of the three gap-filling algorithms varies across sites. The 

LRA method contributed the most to the reconstruction of 

missing pixels in all sites, while the GA method was 

approximately the least involved in most sites (the 

contribution of GA was zero in site 3). The contribution of the 

GRA method in site 3 was significant due to high MPPs. 

 

 
Fig. 13. The violin plot for MPP distribution (y axes) across 

different sites (x axes). The hue value is set as different 

method contribution to reconstructing missing pixels with 

three different colors (yellow, green and red colors are related 

to methods LRA, GA and GRA, respectively). 

 

Section B investigated the characteristics of the reconstructed 

missing pixels, emphasizing the impact of the predetermined 

MPP thresholds. It examines how the application of different 

processes - GA, LRA, and GRA - contributes to the model 

adaptability in reconstructing pixels, given the established 
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MPP threshold ranges, ensuring visual coherence and 

consistency across the dataset.  

Analyzing the attributes of the reconstructed pixels shows that 

the method provides visual coherence and seamless transitions 

in the reconstructed images. The LRA technique, which 

handles the reconstruction of missing pixels when the MPP is 

between the high and low thresholds, plays a vital role, as 

highlighted by research that suggests the effectiveness of 

regression models in spatial data analysis due to their ability to 

clarify relationships between spatially correlated variables 

[90]. The absence of noticeable breaks at the edges of missing 

pixels, even when many missing pixels clustered together 

(Fig. 6, DoY 309 in 2021), confirms the robustness of the 

method. Nevertheless, it is crucial to acknowledge the 

existence of slight visual inconsistencies that can be detected 

at the edges between pre-existing pixels and reconstructed 

pixels, particularly when dealing with images in the mid-range 

of MPP (Fig. 6, DoY 035 in 2019). This is due to the 

fundamental difference in temperature between the missing, 

often cooler, cloud-covered pixels and cloud-free observations 

of LST. The role of clouds in influencing LST is well-

documented, affecting the at-surface radiation balance and 

resulting in cooler temperatures [91]. The model effectively 

reconstructs missing pixels with limited data. Our model 

effectiveness is particularly noticeable when dealing with 

large gaps, where the MPP reaches almost 100%. To better 

illustrate the process and the reconstructed results, we have 

included a time series of the reconstructed LST for one pixel 

from each of the five experimental areas (Fig. 14) Figure 14 

highlights the severe data gaps in some areas, such as Area 1 

and Area 3, where, no valid LST observations were available 

on certain days due to cloud cover or other factors. Figure 14 

demonstrates how our model has effectively reconstructed the 

missing pixels and captured the daily LST fluctuation by 

leveraging the valid clear-sky MODIS LST observations 

surrounding the gap pixel through the spatial regression 

analyses, i.e. GRA, LRA and GA, used in our method, and the 

periodic trends captured by the reference year time series. 

Figure 14 visually supports the robustness of our model in 

reconstructing missing LST values, even in areas with 

significant data gaps, while closely matching in-situ observed 

LST trends. Our approach ensures that the reconstructed 

missing LST data maintains continuity and reflects realistic 

temperature variations, which is critical for accurate 

environmental monitoring and analysis [66], [92]. The ability 

to accurately reconstruct missing data, particularly in cases of 

high MPP, is a significant advance in remote sensing data 

analysis, as it enhances the utility of the MODIS dataset for 

long-term climate studies and environmental monitoring [93]. 

 

  
Fig. 14. Timeseries of reconstructed and reference year LST 

values of a random pixel taken from each one of the four 

experimental Areas over one year (Area 1: 2015; Area 2: 

2017; Area 3: 2018; Area 4: 2021). White spaces between the 

blue bars are the gaps that we reconstructed using our model. 

 

2) Model Validation and Performance 

The validation results underscore the model reliability in 

reconstructing LST images over a range of MPP. Validation 

by applying artificial gaps was essential to document its 

effectiveness, a method frequently used in prior studies. For 

instance, Weiss, et al. [94] utilized artificial gaps in strip form 

to validate their model accuracy, achieving an R2 of over 0.87 

and an RMSE of approximately 2.5 K. Other studies, such as 

Siabi, et al. [1] and Yao, et al. [95], validated their models 

using square-shaped artificial gaps. Notwithstanding the 

results thus far, the utilization of systematic artificial gaps, 

such as striped or square patterns, fails to depict real-world 

conditions accurately. Consequently, this study employed 

artificial gaps of varying sizes derived from actual cloud cover 

conditions to address this limitation. Based on the data shown 

in Fig. 12, the RMSE was approximately 2.1 K. Also, the 

results document a consistent model performance, marked by 

a R2 = 0.90 between reconstructed and actual data, irrespective 

of the MPP magnitude. The reliability of reconstructed data, 

shown by this correlation, underscores the model adaptability 

across a wide MPP range. These findings align with previous 

studies emphasizing the importance of a high degree of 

correlation for ensuring reliable model predictions [96]. As 

regards the MPP impact, there was a notable variation in 

RMSE, and MAE values across the MPP range, indicating the 
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model adaptability to the extent and pattern of gaps. For 

example, the increase in RMSE and MAE with higher MPP 

(Fig. 12) emphasizes the inherent challenges associated with 

reconstructing images with extensive gaps, a finding 

consistent with previous literature [97], [98].  

The investigation across various LULC classes has deepened 

our understanding of the model flexibility and adaptability. 

Notably, the highest R² value was observed in the 'Barren' 

class, while it was the lowest in 'Urban and Built-up Lands'. 

These results highlight the complexity of temporal variability 

across distinct land cover types, which can amplify the 

challenges in temporal sampling and the reconstruction of 

missing pixels, particularly in dynamic urban areas. This 

observation is consistent with previous research underscoring 

the impact of LULC variability on the accuracy of the LST 

reconstruction models [99]. The differences in RMSE and 

MAE values across different LULC classes, especially the 

higher values in "Permanent Snow and Ice" on the high 

altitude and steep slope mountainous areas with complex 

topography. Also, gap-filling methods are less effective in 

rugged terrain where mixed pixels (areas containing both 

snow and other elements such as rock or vegetation) are 

common. These mixed pixels, predominant at the MODIS 

resolution, complicate accurate reconstruction of missing 

pixels [100], [101], [102]. Therefore, these complexities in 

mountain terrain, including aspects such as steep terrain and 

severe climatic conditions, inherently challenge the 

reconstruction of missing pixels and highlight the role of 

LULC characteristics in determining reconstruction accuracy. 

The low RMSE and MAE values in "Water Bodies" and 

"Permanent Wetlands" indicate temporal stability in these 

classes, confirming previous research findings on the limited 

temporal variability in the of LST of water bodies [7], [103]. 

The satisfactory performance of the method in reconstructing 

the LST of arable lands, especially croplands with a 

considerable number of missing pixels, is extremely 

important, given the criticality of accurate LST data in 

agricultural applications and food security studies [104]. 

Previous Section (VI. C) focused on the performance of the 

methodology in the presence of natural cloudy conditions, a 

crucial and realistic aspect of any satellite-derived data 

analysis. Cloud cover can significantly obscure or distort 

observations of LST, hence understanding the model 

performance under such conditions is necessary for its broader 

applicability. We evaluated the method performance using in-

situ LST radiometric measurements at FLUXNET sites as 

ground truth [24], [105], [106]. This enhanced the practical 

relevance of our evaluation.  

The successful reconstruction of missing pixels by our model, 

even in areas with occasionally high MPP values, is consistent 

with findings from other studies, emphasizing the importance 

of accurate missing data reconstruction [107]. The challenge 

of missing data due to clouds is a well-documented obstacle in 

global LST datasets. The ability of our method to handle large 

gaps without introducing visible discontinuities suggests a 

promising application to remote sensing data, where cloud 

cover and technical issues often result in incomplete data. Our 

method compared favorably with two other methods and 

datasets (Fig. 9). Our method gave a consistent reconstruction 

across various sites and MPP values, while both methods of 

Shiff2021 and Zhang2022 displayed inconsistencies. It can be 

inferred that our method captures local variability in LST 

better than either Shiff2021 model and Zhang2022 model 

[108]. The statistical analyses further support this observation. 

R2 values indicate that both models provide accurate and 

reliable reconstructions of in-situ LST data. However, with a 

mean R2 of 0.85, the primary model slightly outperforms the 

models of Shiff2021 and Zhang2022, which gave a mean R2 

of 0.81 (see Fig. 8). In some cases (Table IV) the R2 values 

were comparable for the three methods, but our method 

consistently gave lower RMSE and MAE (Table IV).  

3) Advantages and limitations of the proposed method  

According to the results presented, the current model has three 

notable features that distinguish it. Firstly, it demonstrates a 

strong ability to perform satisfactorily despite data scarcity. 

For instance, popular machine learning models [106], [109], 

[110], [111], [112], [113], [114], rely heavily on the 

abundance of valid data and suffer degraded performance 

under high MPP conditions or under frequent cloud cover, 

whereas our model performs well. The approach of averaging 

temperature values and reconstructing missing values in these 

averages through temporal linear interpolation, prior to 

applying Fourier analysis has equipped our model to perform 

reliably even when data is sparse. This is clearly illustrated in 

Fig. 14 (Area 3), with additional support from Figs. 6, 9 and 

11, which confirms the model robust performance of the 

model in such challenging conditions. Secondly, our model 

uniquely operates without the need for ancillary data to 

reconstruct missing pixels. This is in contrasts to most models 

that rely on ancillary data [110], [115], [116], [117], [118], 

[119], which increase complexity, processing time and data 

volume, although sometime improving accuracy. In addition, 

differences in resolution or scale between ancillary datasets 

and LST data can introduce errors, particularly in 

heterogeneous landscapes. For example, when Shiff2021 

model uses air temperature data at a 25 km resolution, it 

mismatches the finer 1 km resolution of MODIS LST data. 

Our model avoids these problems by exploiting a novel 

method and the inherent dimensions of the available data, 

effectively negating the need for ancillary inputs and still 

delivering satisfactory performance. Thus, the conditional 

nature of our model and its independence from ancillary data 

make it a simple, yet effective solution applicable to different 

global regions, as demonstrated and thoroughly evaluated in 

our test sites. 

Despite its promising capabilities in reconstructing missing 

LST pixels, our model has limitations. For example, the theory 

that clearly distinguishes between clear- and cloudy-

conditions in determining LST is not completely considered in 

this study. In contrast, the methods developed by Zheng et al. 

[57] and Shiff et al. [120] utilize either energy balance or air 

temperature to differentiate these conditions. Another example 

of our method limitation, its effectiveness is somewhat 

reduced in heterogeneous landscapes, such as mountainous 

areas with rugged topography and steep slopes. This could 

potentially limit the applicability of the model in such 

environments. Furthermore, in cases where missing pixels are 

due to localized phenomena not captured by these neighboring 

pixels, such as a fire event, the reconstruction based on these 
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neighbors may not reflect the true condition. This indicates a 

limitation in the model ability to handle isolated events within 

the target pixel that are not characteristic of the surrounding 

area. 

VI. CONCLUSION 

In this study, we developed a gap-filling model using different 

reconstruction techniques, namely GRA, LRA, and GA, each 

designed for specific MPP ranges. The practical significance 

of the approach was documented by an in-depth evaluation, 

largely based on the application of artificial gaps. This method 

revealed valuable capabilities in improving LST spatial and 

temporal completeness. The GA, used for low MPP situations, 

demonstrated exceptional accuracy, with the lowest RMSE 

and MAE indicating high accuracy. The LRA, applied in 

moderate MPP ranges, showed strong performance with a 

noticeable increase in RMSE and MAE compared to GA. At 

high MPP, the GRA displayed varied performance, reflecting 

the inherent challenges of dealing with less available 

information in datasets with extensive missing pixels. Despite 

these complexities, the model generally exhibited excellent 

capability in handling the entire range of MPP, adapting to 

varying data conditions and maintaining a satisfactory 

accuracy and reliability under challenging circumstances. 

Additionally, the method achieved a satisfactory performance 

across different LULC classes, with varying levels of 

reconstruction accuracy reflected in the applied metrics. In 

terms of cross validation and model comparison despite the 

respectable performance of Shiff2021 and Zhang2022, our 

method outperformed them, since it achieved lower RMSE 

and MAE across different test sites, highlighting its superior 

efficiency in dealing with datasets with extensive gaps. The 

method evaluation emphasized the capability to perform 

efficiently in diverse situations. Further studies are expected to 

apply this method in environmental research to better identify 

limitations and propose targeted improvements. 

The proposed method can generate daily daytime LST datasets 

with complete spatial and temporal coverage, which allows an 

extensive and detailed analysis of LST variability. This 

approach and the resulting high-quality reconstructions are 

crucial for understanding and interpreting the variability and 

trend in LST, a vital variable in climatological studies, 

offering insights into climate changes and land-atmosphere 

interactions. 
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