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Propositions
accompanying the dissertation

Hot qubits in silicon for quantum computation

by

Harmen Gerrit Johan Eenink

1. Integrated quantum circuits hosting qubits and control electronics are essen
tial for fault tolerant quantum technology. (chapter 4)

2. Spinlifetime will not define a bottleneck for hot qubit operation with SiMOS.
(chapter 6)

3. Highfidelity universal operation can be achieved with hot silicon spin qubits.
(chapter 7 and 8)

4. During the NISQ era it is desirable to be able to execute a multitude of native
twoqubit gates on a single device. (chapter 8)

5. Multiple qubit platforms should be studied, even if we know which one is most
suitable for a largescale fault tolerant quantum computer.

6. There will be fault tolerant quantum computers built with transistorlike struc
tures, unless this approach turns out to be fundamentally impossible.

7. Setting a daring goal is rewarding, even it turns out to be unachievable.

8. The scientific community would benefit from a diversity that reflects society.

9. Knowing what you don’t know is at least as important as all other kinds of
knowledge.

10. Reducing media consumption will improve the quality of life.

11. You won’t get far if you don’t learn from other peoples mistakes.

These propositions are regarded as opposable and defendable, and have been approved
as such by the promotors prof. dr. ir. L. M. K. Vandersypen and dr. ir. M. Veldhorst.



Stellingen
behorende bij het proefschrift

Hot qubits in silicon for quantum computation

door

Harmen Gerrit Johan Eenink

1. Geïntegreerde quantum circuits die qubits en aansturingselectronica op de
zelfde chip onderbrengen zijn essentieel voor fouttolerante quantum techno
logie. (hoofdstuk 4))

2. Spinlevensduur zal geen knelpunt zijn voor hete qubit operatie met SiMOS.
(hoofdstuk 6)

3. Hogebetrouwbaarheid universele operatie kan behaald worden met hete si
licium spin qubits. (hoofdstuk 7 en 8)

4. Gedurende het NISQ tijdperk is het wenselijk om een verscheidenheid aan na
tuurlijke tweequbit poorten te kunnen uitvoeren op eenzelfde device. (hoofd
stuk 8)

5. Meerdere qubit platforms moeten bestudeerd worden, zelf als we weten welke
het meest geschikt is voor een fouttolerante quantum computer op grote
schaal.

6. Er zullen fouttolerante quantum computers gebouwd worden met transis
torachtige structuren, tenzij deze aanpak fundamenteel onmogelijk blijkt te
zijn.

7. Een stoutmoedig doel stellen is lucratief, zelfs als het onhaalbaar blijkt.

8. De wetenschappelijke wereld zal profiteren van het behalen van een diversiteit
die de maatschappij weerspiegelt.

9. Weten wat je niet weet is minstens net zo belangrijk als alle andere vormen
van kennis.

10. Het verminderen van media consumptie zal de kwaliteit van leven verbeteren.

11. Je zal niet ver komen als je niet van andermans fouten leert.

Deze stellingen worden opponeerbaar en verdedigbaar geacht en zijn als zodanig
goedgekeurd door de promotors prof. dr. ir. L. M. K. Vandersypen en dr. ir. M. Veldhorst.
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Summary

The understanding of quantum mechanics enabled the development of technology
such as transistors and has been the foundation of today’s information age. Ac
tively using quantum mechanics to build quantum technology may cause a second
revolution in handling information. However, to execute meaningful algorithms,
largescale quantum computers have to be built. Such systems are constructed
from many qubits, the quantum version of the classical bit. While exciting progress
is being made across a range of different qubit platforms, achieving the radical
scalability that is necessary to build a largescale processor could be a roadblock.
Huge challenges are put on reproducibility, in and output connectivity and material
quality. Qubits based on the spins of electrons and holes confined in semiconductor
quantum dots may have an important advantage in constructing quantum proces
sors. This platform can profit from the advanced semiconductor industry that was
responsible for the first computing revolution.

Group IV semiconductors such as silicon and germanium have a high compati
bility with industrial semiconductor manufacturing and contain stable isotopes with
zero nuclear spin. The materials can be isotopically purified and serve as excellent
hosts for spins with long quantum coherence. In Chapter 3 we present quantum
dot arrays in silicon metaloxidesemiconductor (SiMOS), strained silicon (Si/SiGe)
and strained germanium (Ge/SiGe). A nearly identical integration scheme based
on an overlapping gate structure can be used to define quantum dots in each plat
form. Each platform has its own opportunities, which are carefully assessed. By
employing charge sensing we confirm that all quantum dots can be depleted to
the singleelectron regime. We compare capacitive crosstalk and find it to be the
smallest in SiMOS, relevant for the tuning of quantum dot arrays. Using this cross
platform integration, we can study qubits in each platform with minimal overhead.

Long coherence times, excellent singlequbit gate fidelities and twoqubit logic
have been demonstrated with SiMOS spin qubits, making it one of the leading
platforms for quantum information processing. However, due to the high disorder
at the Si/SiO2 interface compared to Ge/SiGe and Si/SiGe interface, quantum dots
defined in SiMOS are small and achieving sufficient control over single electrons
has been a long standing challenge. In Chapter 5 we show experiments on a
double quantum dot that can be isolated from its reservoir. We demonstrate a
tunable tunnel coupling between single electrons up to 13 GHz and tunable tunnel
rates down to below 1 Hz. These results mark an important step towards the
required degree of control over the location of and coupling between quantum
dots, necessary for the operation of a large array.

To investigate how to build and control such a large array of qubits, we ex
plore the classicalquantum interface in Chapter 4 and determine key challenges
that need to be overcome. We propose an architecture for a silicon based quantum

ix



x Summary

computer processor based on complementary metaloxidesemiconductor (CMOS)
technology combined with SiMOS quantum dots. The result is a dense scalable
twodimensional qubit system based on quantum dot spin qubits, that makes use
of transistorbased circuits for control, on which surface code error correction can be
implemented. The proposed integration of control electronics critically requires suf
ficient cooling power. Leading solidstate approaches function only at temperatures
below 100 milliKelvin, where cooling power is limited, and this severely impacts the
perspective for practical quantum computation. By raising the operating tempera
ture from the conventional milliKelvin regime, different cooling methods with vastly
more power become available. This sparks the investigation into the temperature
dependence of spin qubits in silicon quantum dots and the development of ”hot
qubits”.

To study the feasibility of these hot qubits, we need to understand the mecha
nisms behind relaxation and decoherence, as well as their temperature dependence.
In Chapter 6 we investigate the influence of temperature and magnetic field on the
lifetime of a singleelectron spin in a silicon quantum dot. We demonstrate that the
spin lifetime T1 can still be over a millisecond long at a temperature of one Kelvin,
providing good prospects for achieving sufficient coherence times at elevated tem
peratures. We develop a model based on spinvalley mixing and find that having
a large valley splitting energy and operation at a low magnetic field can further
improve T1. Additionally, we find a weak temperature dependence of charge noise
which shows that qubit operation will only be moderately affected by an increase
in temperature.

To demonstrate hot qubit operations we implement spin readout using Pauli
spin blockade and use electron spin resonance to drive controlled rotations for two
qubits at 1.1 K in Chapter 7 . These experiments show that spin qubits in silicon
quantum dots can have sufficient thermal robustness to enable the execution of a
universal gate set above one Kelvin. We show individual coherent control of two
qubits using CROT gates with a gate time of 660 ns and measure singlequbit fideli
ties up to 99.3 % using randomized benchmarking. We determine coherence times
T∗2 above 2 𝜇s and find a weak temperature dependence, which predicts a robust
ness against the elevated operating temperature of hot qubits. From randomized
benchmarking of twoqubit operations, we determine a primitive gate fidelity of 86
%. The lower fidelity compared to the singlequbit experiments is attributed to
decoherence during the time in which the qubits are idle, which is comparable to
T∗2.

To efficiently execute quantum algorithms within the coherence time, the oper
ational overhead can be reduced by being able to execute multiple native twoqubit
gates. We can perform fast CPHASE and SWAP gates by pulsing the exchange in
teraction between the qubits. Usually, these gates are mutually exclusive, since
the SWAP requires an exchange interaction much larger than the Zeeman splitting,
while a CPHASE requires the opposite. In Chapter 8 we introduce novel adiabatic
and diabatic composite sequences that allow the execution of CPHASE and SWAP
gates on the same device, achieving a CPHASE gate in 67 ns and a SWAP gate in
89 ns, despite the presence of a finite Zeeman interaction. From numerical sim
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ulations that include electrical noise we predict control fidelities above 99 % for
diabatic CPHASE and composite SWAP gates, even for operation above one Kelvin.

These results contribute to the understanding of relaxation and decoherence
in silicon quantum dots and are promising for qubit operation at elevated temper
atures. This paves the way for quantum integrated circuits hosting the quantum
hardware and their control circuitry all on the same chip, providing a scalable ap
proach towards practical quantum information.

Gertjan Eenink





Samenvatting

Het begrijpen van kwantum mechanica heeft de ontwikkeling van technologie zoals
transistors mogelijk gemaakt en was de grondslag van het huidige informatietijd
perk. Actief gebruik maken van kwantum mechanica om kwantum technologie te
bouwen kan een tweede revolutie in het omgaan met informatie veroorzaken. Ech
ter, om zinvolle algoritmes uit te voeren is een kwantumcomputer op grote schaal
nodig. Zo een systeem is opgebouwd uit vele kwantumbits, de kwantum versie
van de klassieke bit. Terwijl er indrukwekkende vooruitgang geboekt wordt in vele
kwantumbit platformen kan de radicale opschaling die nodig is voor een grote
schaal processor een knelpunt zijn. Er worden enorme uitdagingen op reprodu
ceerbaarheid, in en output connectiviteit en materiaal kwaliteit gezet. Kwantumbits
gebaseerd op de spins van elektronen en gaten begrensd door halfgeleider kwan
tumdots hebben wellicht een belangrijk voordeel voor het realiseren van kwantum
processoren. Dit platform kan profiteren van de geavanceerde halfgeleider industrie
die verantwoordelijk was voor de eerste computer revolutie.

Groep IV halfgeleiders zoals silicium en germanium hebben een hoge compati
biliteit met standaard halfgeleider fabricage en bevatten stabiele isotopen met nul
kern spin. De materialen kunnen isotopisch gepurificeerd worden en dienen als
uitstekende gastheren voor spins met lange kwantum coherentie. In Chapter 3
presenteren we kwantum dot rasters in silicium metaaloxidehalfgeleider (SiMOS),
gespannen silicium (Si/SiGe) en gespannen germanium (Ge/SiGe). Een bijna iden
tieke integratiemethode gebaseerd op een overlappende electrodestructuur kan
gebruikt worden om in elk platform kwantumdots te definiëren. Elk platform heeft
eigen voordelen, welke zorgvuldig beoordeeld worden. We benutten ladingsdetec
tie om te bevestigen we dat alle kwantumdots tot het enkelelektron regime geleegd
kunnen worden. We vergelijken capacitieve crosstalk en constateren dat deze het
kleinst is in SiMOS, relevant voor het stemmen van kwantumdot rasters. Gebruik
makende van deze platformonafhankelijke integratie kunnen we met minimale over
head kwantumbits in al deze platforms bestuderen.

Lange coherentietijden, uitstekende enkelkwantumbit aansturingsbetrouwbaar
heid en tweekwantumbitlogica zijn gedemonstreerd met SiMOS spinkwantumbits,
hetgeen het één van de leidende platforms voor kwantuminformatieverwerking.
Echter, vanwege de hoge wanorde op het Si/SiO2 raakvlak vergeleken met de
Ge/SiGe en Si/SiGe raakvlakken zijn kwantumdots gedefinieerd in SiMOS klein en
het behalen van voldoende controle over enkele elektronen is een al lang bestaande
uitdaging. In Chapter 5 laten we experimenten zien op een dubbele kwantumdot
die geïsoleerd van zijn reservoir kan worden. We demonstreren een stembare tun
nelkoppeling tussen enkele elektronen tot 13 GHz en stembare tunnel snelheden
tot onder 1 Hz. Deze resultaten laten een belangrijke stap naar de nodige maat
van controle over de locatie van en koppeling tussen kwantumdots zien die nodig

xiii



xiv Samenvatting

is voor de operatie van een groot raster.
Om te onderzoeken hoe een dergelijk groot raster van kwantumbits gebouwd en

aangestuurd kan worden verkennen we in Chapter 4 het klassiekkwantum grens
vlak en bepalen kernuitdagingen die overwonnen moeten worden. We stellen een
op silicium gebaseerde kwantumcomputer architectuur voor, gebaseerd op com
plementaire metaloxidehalfgeleider (CMOS) technologie gecombineerd met Si
MOS kwantumdots. Het resultaat is een schaalbaar tweedimensionaal kwantumbit
systeem gebaseerd op spinkwantumbits begrensd door kwantumdots, dat gebruik
maakt van op transistoren gebaseerde circuits voor aansturing, waarop surface code
foutcorrectie geïmplementeerd kan worden. De voorstelde integratie van aanstu
ringselektronica hangt af van het behalen van voldoende koelvermogen. Vooraan
staande solidstate benaderingen functioneren alleen op temperaturen onder de
100 mK, waar het koelvermogen gelimiteerd is, en dit heeft een drastisch effect
op het perspectief voor praktische kwantumcomputatie. Door de werktemperatuur
te verhogen, weg van het gebruikelijke milliKelvin regime, worden andere koelme
thoden beschikbaar met enorm veel meer koelvermogen. Dit is de drijfveer tot
onderzoek naar de temperatuursafhankelijkheid van spinkwantumbits in silicium
kwantumdots en de ontwikkeling van ”hete kwantumbits”.

Om de haalbaarheid van deze hete kwantumbits te analyseren moeten we de
mechanismes achter relaxatie en decoherentie begrijpen, evenals hun tempera
tuursafhankelijkheid. In Chapter 6 onderzoeken we de invloed van temperatuur
en magnetisch veld op de levensduur van een enkele elektronspin in een silicium
kwantumdot. We demonstreren dat de spinlevensduur T1 nog steeds meer dan
een milliseconde lang kan zijn op een temperatuur van een Kelvin, hetgeen goede
vooruitzichten geeft voor het behalen van voldoende lange coherentietijden op ver
hoogde temperaturen. We ontwikkelen een model gebaseerd op spinvallei men
ging en vinden dat het werken op met lage magnetische velden en het hebben
van een hoge valleischeidingsenergie T1 verder kan verhogen. Verder laat een
zwakke temperatuursafhankelijkheid van ladingsruis zien dat kwantumbit operatie
maar matig beïnvloed wordt door een verhoging van temperatuur.

Om operaties op hete kwantumbits te demonstreren implementeren we spin
uitlezing gebruik makende van Pauli spin blokkade en gebruiken elektron spin re
sonantie om conditionele rotaties aan te sturen op twee kwantumbits op 1.1K in
In Chapter 7. Deze experimenten laten zien dat silicium kwantumdots voldoende
thermische robuustheid hebben om de gelegenheid te geven voor de uitvoering van
een universele aansturingsset boven een Kelvin. We laten individuele coherente
aansturing zien van twee kwantumbits met CROT poorten met een aansturings
tijd van 660 ns en meten een betrouwbaarheid tot wel 99.3 % met randomized
benchmarking. We stellen coherentietijden T∗2 van boven de 2 𝜇s vast en vinden
een zwakke temperatuursafhankelijkheid, hetgeen een robuustheid voorspelt te
gen de verhoogde werktemperatuur nodig voor hete kwantumbits. Uit randomized
benchmarking van tweekwantumbitoperaties vinden we een primitieve aansturings
betrouwbaarheid van 86 %. De lagere betrouwbaarheid in vergelijking met de en
kelkwantumbit experimenten wordt toebedeeld aan decoherentie gedurende de tijd
waarin de kwantumbits inactief zijn, welke vergelijkbaar is met T∗2.
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Om efficiënt kwantum algoritmes binnen de coherentietijd te kunnen uitvoeren
kunnen we de operationele overhead verminderen door te beschikken over meer
dere natuurlijke tweekwantumbit poorten. We kunnen snelle CPHASE en SWAP
poorten uitvoeren door het pulsen van de uitwisselingsinteractie tussen de kwan
tumbits. Meestal sluiten deze poorten elkaar uit, omdat de SWAP een veel grotere
uitwisselingsinteractie nodig heeft in vergelijking tot de Zeeman splitsing, terwijl een
CPHASE het tegenovergestelde nodig heeft. In Chapter 8introduceren we nieuwe
adiabatische en diabatische samengestelde reeksen die de uitvoering van CPHASE
en SWAP poorten op hetzelfde kwantumsysteem mogelijk maken, waarbij we een
CPHASE poort in 67 ns en een SWAP poort in 89 ns presteren, ondanks de aanwe
zigheid van een eindige Zeeman wisselwerking. Uit numerieke simulaties inclusief
elektrische ruis voorspellen we aansturingsbetrouwbaarheden van meer dan 99 %
voor diabatische CPHASE en samengestelde SWAP poorten, zelfs als er boven een
Kelvin gewerkt wordt.

Deze resultaten dragen bij aan het begrip van relaxatie en decoherentie van
spinkwantumbits in silicium kwantumdots en zijn veelbelovend voor kwantumbit
werking op verhoogde temperaturen. Dit baant de weg voor geïntegreerde kwan
tumcircuits die de kwantum hardware en diens aansturingselektronica op dezelfde
chip onderbrengen, wat zorgt voor een schaalbare aanpak naar praktische kwantum
informatie.

Gertjan Eenink
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Introduction

I do not fear computers. I fear the lack of them.

Isaac Asimov

Forty years go, the desire to build a quantum computer started. At that time, com
puters already played a major role in science which inspired Paul Benioff to construct
a quantum mechanical description of the classical Turing machine [1]. Parallel to
this important step, Yuri Manin [2] and Richard Feynman [3] independently posed
the question whether we need a quantum computer for the simulation of certain
physics. Due to the exponentially increasing complexity of classical simulations, it
might be possible only on a quantum computer to simulate quantum physics. To
day, building a quantum computer remains an enormous technological challenge.

1
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2 1. Introduction

1.1. Quantum computing and the challenge of scal
ing up

To build a quantum computer, we need qubits, the quantum mechanical counterpart
of a classical bit. Instead of being limited to a classical 0 or 1 state, qubits can also
be in a combination of these states (superposition). A system of multiple qubits
can furthermore be in an entangled state, where the state of one qubit depends on
the other, meaning mathematically that it cannot be expressed as a product of the
states of its components.

Quantum algorithms can make use of superposition and entanglement to allow
for a powerful and radically different way of information processing. In principle, 𝑁
qubits can hold the same amount of information as 2𝑁 classical bits. This exponen
tial increase is achieved by storing information in the entanglement between the
qubits [4]. The classical information about the described system has to be extracted
in a smart way to make it accessible. To provide a conceptual example, we consider
a book containing information we are interested in. When you read one page of
a classical book, you learn a piece of the information in that book, and reading all
pages one by one gives you all the information in the book. The time it takes to
read the whole book, as well as the time to find a certain piece of information in the
book scales proportionally with the number of pages. Now suppose you read one
page of a quantum book, where the information on the pages is highly entangled.
Reading any page by itself will give you a random piece of classical information and
will collapse the state of the book. Learning the total content of the book requires
obtaining many random pieces of information and also takes time proportional to
the number of pages. On the other hand, to extract a certain piece of information
you can manipulate the quantum information in the book such that reading a page
gives you the particular piece that you want. It turns out that there are quantum al
gorithms that promise to take significantly less (exponentially less!) time to find the
relevant information as compared to finding information in a classical book [5, 7].

In other words, the information in an 𝑁 qubit system is described by 2𝑁 possible
states. This superposition of states has to be transformed to a state which returns
the required result with a high probability. Applying appropriate quantum logic gates
(for example Peter Shor’s factoring algorithm [6] and Grover’s search algorithm [7])
causes the state amplitudes to interfere, some are amplified and some reduced such
that only a few remain. The result (or distribution of results) then depends on a
global property of all 2𝑁 possible states [8]. It should be clear now that quantum
computers will only have an advantage for certain types of computation and these
algorithms would be used to complement classical computing, not replace it.

The required qubits can be implemented on any quantum twolevel system that
can be prepared in a coherent superposition of 0 and 1. They have been realised in
many systems and materials such as trapped ions [9], superconducting transmon
qubits [10], spin qubits in donors [11], NV centers in diamond [12] and spin qubits
in quantum dots [13, 14]. To be able to program and perform any arbitrary quantum
algorithm on this system, a ”universal” gate set is required. This sets it apart from
(analog) quantum simulators and quantum annealers, which can ”only” be used to
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study systems that are resembled by the simulator. This universal gate set can be
built using only single and twoqubit gates [15].

1.1.1. DiVincenzo criteria
To give direction to the development of the quantum computer, a set of criteria has
been proposed that any type of qubit should fulfil, dubbed the DiVincenzo Crite
ria [16]. In short, we need a (1) scalable physical system with wellcharacterised
qubits, which can be (2) initialized into a simple fiducial state. To perform computa
tion, we need (3) a ”universal” set of gates to manipulate these qubits. The qubits
need to have (4) long coherence times and we need to be able to (5) measure the
state of each qubit. Two additional criteria are required for longrange links, used
for quantum communication and connection of quantum computing modules. We
need the ability to (6) interconvert stationary and flying qubits and the ability to (7)
transmit flying qubits between distant locations.

While multiple qubit systems meet (the first 5 of) these criteria, the biggest
remaining challenge is the requirement of having a scalable physical system. This
statement was in fact put in as a warning phrase to nonscalable systems [17].
Going from experiments with a few qubits to an arbitrary number puts a huge
strain on material and device quality. Additionally, addressing all the qubits with a
limited amount of lines requires sophisticated control electronics, as well as in and
output routing [18]. A possible solution is to include local control electronics close
to the qubits [19] or on a separate chip [20, 21].

As the field developed, it became clear that long quantum computations will
be limited by decoherence of the qubits, and that faulttolerance will be neces
sary to achieve reliable quantum computing. The principle is that errors caused by
decoherence can be detected and corrected for [22]. Errorcorrecting codes such
as surface codes [23, 24] have been developed to achieve faulttolerance on two
dimensional qubit arrays, combining many imperfect ”physical” qubits into a per
fect ”logical” qubit. When the average error probability per quantum gate is kept
below a certain critical accuracy threshold, arbitrarily long quantum computations
can be performed reliably [25]. The development towards faulttolerant quantum
computation has been formulated in seven stages by Michel Devoret and Robert
Schoelkopf, depicted in Fig. 1.1a [26]. These ”complexity” steps go beyond the Di
Vincenzo criteria for physical qubits to errorcorrection and logical qubits. To reach
these steps, we need many physical qubits. A central goal is therefore to build
a large array of qubits, which can be controlled and read out at sufficiently high
fidelity, using a limited amount of in and output lines.

1.2. The promise of silicon
Decades of advancements in the silicon CMOS (Complementary Metal Oxide Semi
conductor) industry and the largescale integration of transistor structures enabled
the classical computing revolution. Building a quantum computer from the same
material may enable to leverage from the existing industry to scale up to large
amounts of qubits. This CMOS compatibility is often put forward as an advantage
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Figure 1.1: a The seven stages of complexity in the development of quantum computation. Each step
requires full proficiency over the preceding steps. Adapted from Ref. [26]. b Quantum integrated circuit
as a scalable approach for quantum computation, where the qubits and their control electronics are
defined on the same chip. The control functionality that can be integrated is strongly dependent on the
available cooling power. When the qubits can be coherently controlled above one Kelvin a broad range
of electronics may be integrated, such that communication between room temperature and the coldest
stage is limited to only digital signals. Additionally, longdistance spin qubit coupling mechanisms would
allow building modular architectures, where widely spaced qubit arrays and local electronics alternate
on the same chip, further alleviating fanout and wiring issues [19].

of any siliconbased platforms. While it is true that many semiconductor fabrication
processes can profit from the existing industry, the reality is that this compatibility is
often overstated. Translating an academic cleanroom fabrication process to an in
dustrial foundry is far from straightforward. Still, we can capitalize on the respective
advantages of both methods. The quick turnaround time and fast feedback cycles
of academic processing allow for the rapid development of new methods and proof
of principle studies. At the same time, the reproducibility and careful characterisa
tion of the industrial approach serve to standardise this fabrication, and from there
scale up. Here lies the strength of parallel development.

Having a qubit technology based on the same underlying principle as transis
tors enables the integration of control electronics on the same chip [19]. Figure
1.1b conceptually displays a quantum integrated circuit. Inspired by their classi
cal counterpart where only a few control lines are needed to interact with billions
of transistors, a quantum integrated circuit hosts the quantum hardware and its
electronic control on the same chip to provide a scalable solution [18].

These developments come with a challenge. The operation of these control
circuits consumes power and dissipates a significant amount of heat. The cooling
power of the dilution refrigerators which keep qubits at their usual operating tem
perature in the order of ≈ 10100 mK, is quite limited. At higher temperatures (14
K), other methods of cooling become available, with vastly increased cooling power.
The most simple concept is submersion in liquid helium, which also ensures good
heat conduction from the chip. Liquid 4He has a boiling point of 4.2 Kelvin, which
can be reduced to 1.3 Kelvin at a reduced pressure using vacuum pumps. Using
the more rare isotope 3He reduces these temperatures to 3.2 Kelvin and 0.3 Kelvin
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respectively [27].
In those cases, the qubits also need to be operated at these higher tempera

tures. Thus before we can implement integrated control electronics for industrial
largescale integration of these silicon spin qubits, we need to research how these
”hot qubits” behave. Namely, we need to investigate the temperature dependence
of readout fidelities, coherence times, and gate fidelities.

1.3. Thesis outline
This thesis aims to provide a feasibility study for the realisation of a quantum com
puter constructed by advanced semiconductor technology. Chapter 2 starts by
introducing theoretical concepts about quantum dots and qubits that are necessary
to understand the experiments done in this thesis. In Chapter 3, the fabrication of
group IV semiconductor quantum dot devices is explained, and the results obtained
in three different material systems platforms are shown and discussed.

Chapter 4 poses a conceptual design for a scalable quantum computer, high
lighting key aspects of the design and the importance of uniformity and hot qubit
operations. A very suitable material system for this purpose is silicon metaloxide
semiconductor (SiMOS), as it makes use of the same fundamental materials and
processes as standard CMOS. Developments in manufacturing and characterisa
tion can evolve the industry from routinely fabricating millions of room temperature
transistors to realising a chip with millions of cryogenic qubits.

The description of experiments on quantum dot devices starts with Chapter 5,
which shows the achievement of tunable tunnel coupling between single electrons
in SiMOS. This indicates that we have sufficient control over the quantum dots to
be able to perform qubit experiments. Chapter 6 builds on this with spin exper
iments, namely the investigation of the temperature dependence of spin lifetime
and charge noise for hot qubits. Chapter 7 extends these experiments to uni
versal twoqubit operations at a temperature above 1 Kelvin and investigates the
temperaturedependent qubit coherence.

Finally, Chapter 8 shows the design and implementation of more sophisticated
twoqubit gates to increase fidelity and optimize quantum algorithms. The thesis
ends by drawing a Conclusion from the previous chapters and providing an outlook
on the development of the quantum computer and the role of SiMOS and these
experiments within that.
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2
Spin qubits in semiconductor

quantum dots

The chances of finding out what’s really going on in the universe are so
remote, the only thing to do is hang the sense of it and keep yourself

occupied.

Douglas Adams

Qubits defined by the spin states of electrons and holes confined in quantum
dots define an excellent building block for quantum emergence, simulation, and
computation. This chapter reviews the relevant theory of quantum dot and spin
physics, used for the experiments in this thesis. The first section describes what
semiconductor quantum dots are and how they can be measured. Next, the meth
ods to define, initialize, read and drive spin qubits are discussed. Another section is
dedicated to decoherence mechanisms and the effect of temperature. The chapter
ends with a comparison of different semiconductor materials and their advantages
and disadvantages for spin qubits.

Several review articles are available for more indepth information [1–3].
This thesis deals with electron exclusively, similar approaches exist for holes [4].

9
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2.1. Semiconductor quantum dots
A quantum dot is a small area (typically a disk about 10  100 nm in diameter
and often defined in a semiconductor) containing a welldefined number of charges
[5]. Electrons in a lateral quantum dot are confined in all three spatial directions
and occupy discrete energy levels [6, 7]. Due to Coulomb repulsion, adding an
electron requires a charging energy 𝐸𝑐 =

𝑒2
𝐶 , where 𝑒 is the electron charge and 𝐶

is the total capacitance of the quantum dot. Tunnelling of electrons to or from the
quantum dot is suppressed at low temperatures, where 𝐸𝑐 is sufficiently larger than
the thermal energy. The number of charges can be added to or subtracted from in
a controllable manner, resulting in a welldefined number of charges on a quantum
dot. Two or more quantum dots can interact via the capacitative interaction and
through the quantum mechanical tunnel coupling [1], where with a strong coupling
the electrons are not fully localized anymore.

The quantum dot devices considered in this thesis consist of multilayer metal
gate structures on top of group IV semiconductor substrates. The gates are elec
trically isolated from the substrate and each other by oxide layers [8]. Applying a
positive voltage on the gates results in an electric field that pulls the Fermi level (𝐸𝑓)
above the conduction band energy. Electrons accumulate from reservoir contacts
to form a 2dimensional electron gas (2DEG) in the semiconductor. Confinement
in the �̂� direction occurs either at the interface of the semiconductor and the oxide
(or between the quantum well and the spacer, depending on the material platform
used (see section 2.8 and Chapter 3). The potential landscape can be changed
by manipulating gate voltages and the 2DEG can be locally depleted, additionally
confining the electrons in the �̂� and �̂� directions. Operated in this way, quantum
dots are located under plunger (P) gates, with barrier (B) gates in between them.
Manipulation of the P gate voltages then allows for control over the location, elec
tron occupation, energy, and detuning of the quantum dots, while B gates provide
additional control over the tunnel barriers between the quantum dots and to the
2DEG reservoir. More details about these material platforms, gate structures, and
quantum dot experiments can be found in Chapter 3 and Chapter 5.

2.1.1. Measuring a quantum dot system
Figure 2.1a shows a simplified electric circuit representation of a double quantum
dot with a nearby singleelectron transistor (SET) charge sensor. Tunable tunnel
barriers between the quantum dots and the SET can be controlled by gate voltages.
Secondorder cross capacitance effects are not displayed. These effects are minimal
for SiMOS, (see Chapter 3 for a comparison) and virtual gates can be defined as a
linear combination of the physical gates to compensate [9]. The SET is operated in
the multielectron regime. To observe the loading and unloading of singleelectrons
in the SET, one can measure the current between source (S) and drain (D) to
observe periodic Coulomb peaks [5], as depicted in Fig. 2.1b. These peaks show
singleelectron currents that are spaced proportional to the addition energy 𝐸𝑎𝑑𝑑.

The double quantum dot is usually operated in the fewelectron regime. Measur
ing the charge state without affecting it requires charge sensing [10], as measuring
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Figure 2.1: Double quantum dot with a charge sensor. a Simplified schematic of a double quantum
dot (Q1 and Q2). Electron occupations and tunnel barriers can be tuned via voltages VX applied on gate
X, capacitively coupled via CX. The current from source (S) to drain (D) through the singleelectron
transistor (SET) can be used to measure the electron occupation via charge sensing. Only firstorder
effects are shown. b Current through the SET as a function of top gate voltage (VST). The peak
spacing is proportionally to the addition energy Eadd. The green dot indicates a suitable position for
charge sensing. c and d Schematics of charge stability diagrams as a function of gate voltage for c
uncoupled and d coupled quantum dots. Red and blue lines correspond to gate voltages where the
charge occupations QD1 and QD2 change, green lines indicate interdot transitions. The honeycomb
structure of d is characteristic for a coupled double quantum dot. e Zoom in of the two electron interdot
transition, indicating mutual capacitance ECm and tunnel coupling tc. 𝜖 marks the detuning axis.

coulomb peaks requires transport of electrons. In charge sensing, we make use of
capacitances C1 and C2 between the SET and the quantum dots, that couple the
quantum dot charge state to Idc. When tuned to a steep flank of a Coulomb peak,
as indicated with a green dot in Fig. 2.1b, the current through the SET is highly
sensitive to the electric field. As such, the addition or removal of a singleelectron
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in the quantum dot system results in a large change in current through the charge
sensor. To mitigate the effects of drift and cross capacitance, active feedback and
virtual gates can be used [9, 11].

Measuring the electron occupancy as a function of gate voltages yields a charge
stability diagram. Figures 2.1c and d show these schematically for an uncoupled (c)
and a coupled (d) double quantum dot. Solid lines indicate loading and unloading
of electrons. Figure 2.1e shows a closeup of an interdot transition for a coupled
system. The triple points where the three charge states are energetically degen
erate are separated by the mutual charging energy 𝐸𝐶𝑚 and the charge addition
lines near the triple points are bent as a result of the tunnel coupling tc. In Chapter
3 we show charge stability diagrams of quantum dot arrays in different materials
and Chapter 5 demonstrates control over tc

2.2. Valley physics
In bulk, the silicon crystal structure has cubic symmetry, which gives a lowest
lying conduction band with sixfold degeneracy [3]. In nanodevices, the four in
plane valleys (belonging to �̂� and �̂�) are lifted to higher energies due to strong
confinement, leaving a remaining twofold degeneracy. Strain and electric fields
break the inversion symmetry in the �̂� direction and the energy difference between
the two lowest valleys is labelled as the valley splitting energy 𝐸𝑣𝑠. Valley splitting
is highly dependent on inversion asymmetry in the material: interface disorder and
atomic steps have a large influence. Due to the sharp potential step at the Si/SiO2
interface, 𝐸𝑣𝑠 in SiMOS is usually of the order of 0.2  0.8 meV [12, 13], while in
Si/SiGe values between 0.01 and 0.2 meV are reported [14–17]. Atomic steps at
the interface tend to suppress 𝐸𝑣𝑠 [14, 18], and it can be influenced by the electric
field [12, 17] through changing the location of the electron wave function with
regard to the interface or by moving the quantum dot over atomic steps. A low 𝐸𝑣𝑠
has a negative effect on initialisation, readout and control fidelities, and spinvalley
coupling can greatly enhance spin relaxation (see Chapter 6). Therefore, the valley
splitting should be sufficiently large compared to the electron temperature 𝑘𝐵𝑇𝑒 to
prevent a thermal population of the excited valley state [16].

2.3. Electron number
While singlespin qubits make use of a single excess electron [19], this does not
strictly require a singleelectron quantum dot [20]. Operating quantum dots in
the multielectron regime even holds certain advantages over the singleelectron
regime, such as a lower susceptibility to charge noise [20–22], faster driving [23]
and a higher and more easily tunable tunnel coupling. Electron shell filling of silicon
quantum dots can be understood from FockDarwin energy levels, where spin (↑, ↓)
and valley (𝑣+, 𝑣−) give the multiplicity of each orbital state in a twodimensional
quantum dot [23]. A completely filled shell is assumed not to influence operations
[24]. Quantum dots containing 3 [25], 5 (Chapter 7 [26]) and 13 [24] electrons
have been used as qubits. Two qubit operations of a multihole quantum dot with
unknown occupation were demonstrated in germanium [27]. Charge occupations
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containing a single valence electron (1, 5, 13 and 25) were found to be suitable for
qubits, where the impact of orbital excitations resulting from dot deformation could
be exploited for faster singlequbit control [23].

2.4. Spin readout
Defining a qubit requires a twolevel quantum system, such as the spin state of a
singleelectron, a spin1/2 particle. This serves as a singlespin or LossDiVincenzo
qubit [19]. The states are separated in energy by applying a static magnetic field
𝐵𝑒𝑥𝑡 through the Zeeman effect by 𝐸𝑍 = 𝑔𝜇𝐵𝐵𝑒𝑥𝑡, where 𝑔 is the electron gfactor
(𝑔 ≈ 2 in silicon) and 𝜇𝐵 is the Bohr magneton = 9.274*1021J/t.

To accurately read out spin states, a combination of charge readout with a spin
tocharge conversion method is required. Elzerman readout [28] (demonstrated in
Chapter 6) makes use of the difference in tunnel rates of a spin up and spin down
electron to a nearby reservoir. The Fermi energy 𝐸𝑓 of the reservoir is tuned to
lie between the spin ground and excited states, which are split in Zeeman energy
by 𝛿𝐸𝑍 . An excited state electron can tunnel out, while a ground state can not.
For optimal readout fidelity, the tunnel rate Γ𝑅 between the quantum dot and the
reservoir should be tuned such that 𝑇−11 «Γ𝑅<𝐵𝑊 and 𝛿𝐸𝑍 » 𝑘𝐵𝑇.

Elzerman readout has several disadvantages. It requires a nearby electron reser
voir, which couples noise into the system [29] and is not available for quantum dots
in a 2D array [25, 30]. For quantum control it is desirable to operate at a lower
magnetic field, to reduce variations in the qubit resonance frequency due to 𝐸𝑍
and to reduce the requirements of microwave sources. To circumvent the intercon
nect bottleneck, integrated control electronics will be necessary [31]. The required
cooling power for these circuits calls for operation at a higher temperature [32]
(see Chapter 1), where more cooling power is available (see section 9.2.2). These
wishes are incompatible with Elzerman readout.

Readout is also possible by making use of the Pauliexclusion principle, where
the readout is dependent on the energy gap between the antisymmetric singlet
configuration and the three symmetric triplet states [33]. The Pauli exclusion prin
ciple forbids electrons to make a transition from the T(1,1) to the S(0,2) state, so
the triplet states are blocked. The blockade is lifted if an excited orbital or valley
state can be accessed when the detuning energy exceeds the singlettriplet splitting
𝐸𝑆𝑇 or valley splitting 𝐸𝑣𝑠. PSB readout is performed by changing the detuning 𝜖
(see Fig. 2.1e) such that the energy levels are tilted to transition from the (1,1) to
the (2,0) or (0,2) charge state. In contrast to Elzerman readout, PSB readout does
not require a reservoir and the system remains in the projected state after readout.
Furthermore, it can be performed at elevated temperatures and reduced magnetic
field, Chapter 7 demonstrates readout at T > 1 K and 𝐵𝑒𝑥𝑡 = 650 mT.

PSB readout turns into parity readout when the odd parity |𝑇0⟩ (1,1) state has
significantly faster relaxation compared to the even parity states |𝑇+⟩ (1,1) and
|𝑇−⟩(1,1) [34]. This effect is strongly dependent on spinorbit interaction (SOI) and
can be compensated for by control over the tunnel rate and detuning at the readout
point. The readout fidelity can be improved by employing latched PSB readout, at
the disadvantage of requiring a reservoir. The (0,2) charge state is mapped to (1,2),
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where the added reservoir transition results in a higher charge signal [35].

2.5. Driving mechanisms
Coherent spin transitions can be achieved by Rabi driving the qubit on its resonance
frequency, which is equal to the energy difference between the spin up and spin
down state (ℎ𝑓 = 𝑔𝜇𝐵𝐵𝑒𝑥𝑡). One approach is Electron Spin Resonance (ESR), which
employs a direct oscillating magnetic driving field perpendicular to the static field.
This can be implemented by passing a high frequency current through a wire, which
may be an onchip coplanar waveguide transmission line [36] to limit the dissipation
of microwave signals [37, 38]. Implementing the stripline using a superconducting
material can further reduce dissipation on the qubit plane.

An alternative method is Electron Dipole Spin Resonance (EDSR), where spins
can be driven by moving the electron through a magnetic field gradient, causing
them to experience an effective oscillating magnetic field. The magnitude of this
gradient is determined by spinorbit interaction, which is generally strong for holes
such as in Ge/SiGe [27], nanowires [39] and fin fieldeffect transistors (FinFETs)
[40, 41]. For electrons in bulk silicon, SOI is very weak, the inversion asymmetry
of the crystal at the interface can lead to a strong SOI [42]. The magnetic gradient
can be enhanced by fabricating micro magnets on top of the device [16, 43]. While
it is advantageous to have a strong SOI for fast driving [27], it also enables spin
decoherence by electric field fluctuations (see section 2.6) [44].

2.6. Relaxation and dephasing
Electron spins in semiconductor quantum dot systems can be characterised by the
relaxation time 𝑇1, the decoherence time 𝑇2 and ensemble decoherence time 𝑇∗2 ,
where 𝑇∗2 < 𝑇2. 𝑇1 refers to the time over which the excited |1⟩ state decays to the
ground state |0⟩. For spins in silicon, this can range up to seconds [37]. As electric
fields cannot cause transitions between pure spins, the relaxation rate is dependent
on the mixing of spin and orbit states. Spinvalley mixing has been shown do greatly
enhance relaxation rates at the ”hot spot” where the valley splitting energy equals
the Zeeman splitting [12], see Chapter 6.

The dephasing time 𝑇∗2 refers to the coherence of the superposition state
|0⟩+|1⟩
√2

and notes the typical time it takes before phase information is lost. Usually, 𝑇∗2
is much smaller than 𝑇1 and therefore the limiting timescale for quantum opera
tions. 𝑇∗2 can range up to several hundreds of microseconds in purified silicon [37].
Magnetic noise originates from fluctuations in the applied external magnetic field
𝐵𝐸𝑥𝑡, paramagnetic charge traps and defects at the Si/SiO2 interface [45], and nu
clear spins. Hyperfine interaction couples the electron spin to nuclear spins in the
environment [46]. Nonzero spin isotopes such as 29Si nuclear spins can flip, result
ing in a change of the effective magnetic field that the electron spin experiences,
called the Overhauser field. At lower magnetic fields, the rate of these fluctuations
increases, suggesting that the electron spin drives these transitions, which happen
more easily when the electron and nuclear Zeeman energies are lower [47]. Nuclear
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magnetic noise can be strongly reduced by isotopic purification (see section 2.8).
As a result, only a few nuclear spins remain that can be addressed and controlled
[48]. Fluctuations of the nuclear spin bath and 𝐵𝐸𝑥𝑡 are typically slow compared
to qubit operations and dynamical decoupling techniques can be applied to extend
the dephasing time, resulting in a 𝑇2 of 28 ms in SiMOS [37].

Electric noise, such as phonon and Johnson and 1/f charge noise, does not
couple to pure spin states. Nevertheless, as a result of the mixing of spin and
orbital states through SOI, electric noise couples to many parameters. In the pres
ence of a large intrinsic (material) or artificial (micromagnet) SOI, relaxation rates
are enhanced through an increased coupling of electric noise to phonons [49]. At
low temperatures, the main contribution is from Johnson and phonon noise, 1/f
charge noise is almost negligible at the qubit transition frequencies [50]. At ele
vated temperatures, secondorder phonon relaxation processes become dominant,
as demonstrated in Chapter 6. Electric noise couples to the electron gfactor [37]
which affects the resonance frequency of the qubits. Fluctuations in detuning and
tunnel coupling reduce the fidelity of twoqubit gates (as shown in Chapter 7) by
influencing the exchange interaction [51]. This effect can however be reduced:
operation at the symmetry point causes detuning, and as a result the exchange
interaction, to be firstorder insensitive to detuning noise [44].

2.7. Effects of temperature
”Hot qubits” are operated at an elevated temperature (usually between 0.5 and 4
Kelvin). Spin readout suffers from an increase in temperature in multiple ways. The
increase in electron temperature of the SET causes broadening of the SET peaks,
eventually causing them to overlap. The reduced charge readout sensitivity limits
the temperature range that can be characterised [41]. Spintocharge conversion
is also affected (see section 2.4). The fidelity of Elzerman readout strongly suffers
from the thermal broadening of reservoir energy levels that become comparable
with the Zeeman splitting. PSB readout is more robust, the relevant energy scale
being the excited state. The quantum dots are directly influenced by an increase
in electron temperature, which couples namely into the exchange interaction via
detuning. Operation at sweet spots such as the charge symmetry point can be used
to mitigate the effects of noise [44]. Sources of Johnson noise such as the reservoir
2DEG that increase with temperature have an additional indirect effect [29]. Electric
charge noise shows a linear dependence on temperature (see Chapter 6).

2.8. Materials
Different semiconductor materials with distinct properties are nowadays used to
form quantum dots, but pioneering research was mostly done in the gallium ar
senide (GaAs) platform [2, 36, 52–55]. This material can be grown using molecular
beam epitaxy, resulting in a crystalline heterostructure with a high mobility. De
vices can be readily produced and it is still used as a testbed [56]. Advancing to
qubits, however, reveals a major disadvantage of this material: many nuclear spins
are present [57, 58], resulting in a short dephasing time 𝑇∗2 of less than 100 ns [36].
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Using CPMG pulses this can be extended to a 𝑇2 of 200 𝜇s [59], and nuclear notch
filtering can result in a 𝑇2 of 0.87 ms [60]. This time is still almost two orders of
magnitude less than SiMOS [37] and requires a significant overhead of decoupling
pulses for specific Larmor frequencies.

To obtain longer coherence times, the quantum computing community has started
to work with group IV materials, such as silicon metaloxidesemiconductor (SiMOS)
[8, 37] and silicon germanium (SiGe) heterostructures, with either a silicon (Si/SiGe)
[16, 61, 62] or germanium (Ge/SiGe) [27, 63] quantum well. These materials have
isotopes that have a net zero nuclear spin [64], and isotopic purification can result
in 29Si concentrations below 10 ppm [65]. A record dephasing time 𝑇∗2 of 120 𝜇s,
with a 𝑇2 of 28 ms have been obtained in an ESR SiMOS device with a a residual
800 ppm 29Si [66]. Experiments on EDSR Si/SiGe devices with a purified quantum
well with either 800 [67] or 60 [68] ppm residual 29Si both yield a 𝑇∗2 of 20 𝜇s, with
a 𝑇2 of 3.1 ms [67]. The similarity illustrates that at these low 29Si concentrations,
dephasing is dominated by charge noise coupled in via magnetic field gradients,
rather than nuclear magnetic noise [67, 68]. Further research is necessary to de
termine whether the 𝑇∗2 of 833 ns for unpurified Ge/SiGe [27] is electric or nuclear
noise limited.

An important difference between the SiMOS and the SiGe heterostructure plat
forms is the location of the quantum dots. In SiMOS, quantum dots form at the
interface between silicon and amorphous silicon oxide, while for SiGe heterostruc
tures the formation happens at an epitaxially grown interface. As a result, SiMOS
suffers from more disorder and quantum dots tend to form at unintended locations.
The disorder is increased further by electronbeam lithography processing but can
be reduced by thermal annealing [69]. This interface also brings an advantage
to SiMOS: due to the sharper potential step at the Si/SiO2 interface compared to
the Si/SiGe interface, valley splitting is larger in SiMOS. Where valley splittings be
tween 10 and 300 𝜇eV are reported for Si/SiGe [14–17], a tunable valley splitting
between 200 and 1000 𝜇eV is reported for SiMOS [12, 13]. Holes do not experi
ence this valley degree of freedom, instead the relevant energy scale is the orbital
splitting resulting from confinement, measured to be 0.25 meV for holes in SiMOS
[70] and up to 1 meV for holes in Ge/SiGe [27, 71].

Group IV materials are highly compatible with industrial CMOS manufacturing,
where SiMOS holds the greatest resemblance. Quantum dots and qubits are already
being made in industrial foundries [72–75] and industrial 28Si/28SiO2 substrates
were used for all SiMOS samples in this thesis. The next chapter provides a closer
comparison and demonstrates the formation of quantum dots in all three group IV
platforms.

References
[1] W. G. van der Wiel, et al., Electron transport through double quantum dots,

Reviews of Modern Physics 75, 1 (2002).

[2] R. Hanson, et al., Zeeman Energy and Spin Relaxation in a OneElectron Quan
tum Dot, Physical Review Letters 91, 196802 (2003).

http://dx.doi.org/ 10.1103/RevModPhys.75.1
http://dx.doi.org/10.1103/PhysRevLett.91.196802


References

2

17

[3] F. A. Zwanenburg, et al., Silicon quantum electronics, Reviews of Modern
Physics 85, 961 (2013).

[4] G. Scappucci, et al., The germanium quantum information route, Nature Re
views Materials , 1 (2020).

[5] L. P. Kouwenhoven, et al., Electron Transport in Quantum Dots, in Mesoscopic
Electron Transport (Springer, Dordrecht, 1997) pp. 105–214.

[6] O. Klein, et al., Exchange Effects in an Artificial Atom at High Magnetic Fields,
Physical Review Letters 74, 785 (1995).

[7] M. Ciorga, et al., Addition spectrum of a lateral dot from Coulomb and spin
blockade spectroscopy, Physical Review B 61, R16315 (2000).

[8] S. J. Angus, A. J. Ferguson, A. S. Dzurak, and R. G. Clark, Gatedefined
quantum dots in intrinsic silicon, Nano Letters 7, 2051 (2007).

[9] T. A. Baart, et al., Singlespin CCD, Nature Nanotechnology 11, 330 (2016).

[10] J. M. Elzerman, et al., Fewelectron quantum dot circuit with integrated charge
read out, Physical Review B 67, 161308 (2003).

[11] C. H. Yang, W. H. Lim, F. A. Zwanenburg, and A. S. Dzurak, Dynamically
controlled charge sensing of a fewelectron silicon quantum dot, AIP Advances
1, 042111 (2011).

[12] C. H. Yang, et al., Spinvalley lifetimes in a silicon quantum dot with tunable
valley splitting, Nature Communications 4, 1 (2013).

[13] X. Zhang, et al., Giant Anisotropy of Spin Relaxation and SpinValley Mixing in
a Silicon Quantum Dot, Physical Review Letters 124, 257701 (2020).

[14] M. Friesen, S. Chutia, C. Tahan, and S. N. Coppersmith, Valley splitting theory
of SiGe/Si/SiGe quantum wells, Physical Review B 75, 115318 (2007).

[15] J. Prance, et al., Singleshot measurement of tripletsinglet relaxation in a
Si/SiGe double quantum dot, Physical Review Letters 108, 046808 (2012).

[16] E. Kawakami, et al., Electrical control of a longlived spin qubit in a {Si}/{SiGe}
quantum dot, Nature Nano 9, 666 (2014).

[17] A. Hollmann, et al., Large, Tunable Valley Splitting and SingleSpin Relaxation
Mechanisms in a Si{x}Ge{1x} Quantum Dot, Physical Review Applied 13,
034068 (2020).

[18] M. Friesen, M. A. Eriksson, and S. N. Coppersmith, Magnetic field dependence
of valley splitting in realistic Si/SiGe quantum wells, Applied Physics Letters 89,
202106 (2006).

http://dx.doi.org/10.1103/RevModPhys.85.961
http://dx.doi.org/10.1103/RevModPhys.85.961
http://dx.doi.org/10.1038/s41578-020-00262-z
http://dx.doi.org/10.1038/s41578-020-00262-z
http://dx.doi.org/10.1103/PhysRevLett.74.785
http://dx.doi.org/10.1103/PhysRevB.61.R16315
http://dx.doi.org/10.1021/nl070949k
http://dx.doi.org/10.1103/PhysRevB.67.161308
http://dx.doi.org/10.1063/1.3654496
http://dx.doi.org/10.1063/1.3654496
http://dx.doi.org/10.1038/ncomms3069
http://dx.doi.org/ 10.1103/PhysRevLett.124.257701
http://dx.doi.org/ 10.1103/PhysRevB.75.115318
http://dx.doi.org/10.1038/nnano.2014.153
http://dx.doi.org/ 10.1103/PhysRevApplied.13.034068
http://dx.doi.org/ 10.1103/PhysRevApplied.13.034068
http://dx.doi.org/10.1063/1.2387975
http://dx.doi.org/10.1063/1.2387975


2

18 References

[19] D. Loss and D. P. DiVincenzo, Quantum computation with quantum dots, Phys
ical Review A 57, 12 (1998).

[20] X. Hu and S. D. Sarma, Spinbased quantum computation in multielectron
quantum dots, Physical Review A 64, 42312 (2001).

[21] E. Barnes, J. P. Kestner, N. T. T. Nguyen, and S. Das Sarma, Screening of
charged impurities with multielectron singlettriplet spin qubits in quantum
dots, Physical Review B 84, 235309 (2011).

[22] M. A. Bakker, et al., Validity of the singleparticle description and charge
noise resilience for multielectron quantum dots, Physical Review B 91, 155425
(2015).

[23] R. C. C. Leon, et al., Coherent spin control of s, p, d and felectrons in a
silicon quantum dot, Nature Communications 11 (2020).

[24] R. C. C. Leon, et al., Bellstate tomography in a silicon manyelectron artificial
molecule, arXiv:2008.03968 (2020).

[25] C. H. Yang, et al., Operation of a silicon quantum processor unit cell above
one kelvin, Nature 580, 350 (2020).

[26] L. Petit, et al., Universal quantum logic in hot silicon qubits, Nature 580, 355
(2020).

[27] N. W. Hendrickx, et al., Fast twoqubit logic with holes in germanium, Nature
577, 487 (2020).

[28] J. M. Elzerman, et al., Singleshot readout of an individual electron spin in a
quantum dot, Nature 430, 431 (2004).

[29] A. Rossi, T. Ferrus, and D. A. Williams, Electron temperature in electrically
isolated Si double quantum dots, Applied Physics Letters 100, 133503 (2012).

[30] M. Veldhorst, H. G. J. Eenink, C. H. Yang, and A. S. Dzurak, Silicon CMOS
architecture for a spinbased quantum computer, Nature Communications 8
(2017).

[31] D. P. Franke, J. S. Clarke, L. M. Vandersypen, and M. Veldhorst, Rent’s rule
and extensibility in quantum computing, Microprocessors and Microsystems
67, 1 (2019).

[32] L. M. K. Vandersypen, et al., Interfacing spin qubits in quantum dots and
donors  hot, dense and coherent, npj Quantum Information 3, 34 (2016).

[33] K. Ono, Current rectification by pauli exclusion in a weakly coupled double
quantum dot system, Science 297, 1313 (2002).

[34] A. Seedhouse, et al., Parity readout of silicon spin qubits in quantum dots,
(2020).

http://dx.doi.org/10.1103/PhysRevA.57.120
http://dx.doi.org/10.1103/PhysRevA.57.120
http://dx.doi.org/10.1103/PhysRevB.84.235309
http://dx.doi.org/10.1103/PhysRevB.91.155425
http://dx.doi.org/10.1103/PhysRevB.91.155425
http://dx.doi.org/10.1038/s41467-019-14053-w
http://arxiv.org/abs/2008.03968
http://dx.doi.org/10.1038/s41586-020-2171-6
http://dx.doi.org/ 10.1038/s41586-020-2170-7
http://dx.doi.org/ 10.1038/s41586-020-2170-7
http://dx.doi.org/ 10.1038/s41586-019-1919-3
http://dx.doi.org/ 10.1038/s41586-019-1919-3
http://dx.doi.org/10.1038/nature02747.1.
http://dx.doi.org/ 10.1038/s41467-017-01905-6
http://dx.doi.org/ 10.1038/s41467-017-01905-6
http://dx.doi.org/10.1016/j.micpro.2019.02.006
http://dx.doi.org/10.1016/j.micpro.2019.02.006
http://dx.doi.org/10.1038/s41534-017-0038-y
http://dx.doi.org/10.1126/science.1070958


References

2

19

[35] P. HarveyCollard, et al., Highfidelity singleshot readout for a spin qubit via
an enhanced latching mechanism, Physical Review X 8, 021046 (2018).

[36] F. H. L. Koppens, et al., Driven coherent oscillations of a single electron spin
in a quantum dot. Nature 442, 766 (2006).

[37] M. Veldhorst, et al., An addressable quantum dot qubit with faulttolerant
controlfidelity, Nature Nanotechnology 9, 981 (2014).

[38] J. P. Dehollain, et al., Nanoscale broadband transmission lines for spin qubit
control, Nanotechnology 24, 15202 (2012).

[39] C. Kloeffel, M. Trif, and D. Loss, Strong spinorbit interaction and helical hole
states in Ge/Si nanowires, Physical Review B  Condensed Matter and Materials
Physics 84, 195314 (2011).

[40] S. Bosco, B. Hetényi, and D. Loss, Hole Spin Qubits in Si FinFETs With Fully
Tunable SpinOrbit Coupling and Sweet Spots for Charge Noise, PRX Quantum
2, 010348 (2021).

[41] L. C. Camenzind, et al., A spin qubit in a fin fieldeffect transistor,
arXiv:2103.07369 (2021).

[42] P. HarveyCollard, et al., Spinorbit interactions for singlettriplet qubits in sili
con, Physical Review Letters 122, 217702 (2019).

[43] M. PioroLadrière, et al., Electrically driven singleelectron spin resonance in a
slanting Zeeman field, Nature Physics 4, 776 (2008).

[44] M. D. Reed, et al., Reduced sensitivity to charge noise in semiconductor spin
qubits via symmetric operation, Physical Review Letters 116, 1 (2016).

[45] T. Schenkel, et al., Electrical activation and electron spin coherence of ultralow
dose antimony implants in silicon, Applied Physics Letters 88, 112101 (2006).

[46] W. M. Witzel and S. Das Sarma, Quantum theory for electron spin decoherence
induced by nuclear spin dynamics in semiconductor quantum computer archi
tectures: Spectral diffusion of localized electron spins in the nuclear solidstate
environment, Physical Review B 74, 035322 (2006).

[47] R. Zhao, et al., Singlespin qubits in isotopically enriched silicon at low mag
netic field, Nature communications 10, 1 (2019).

[48] B. Hensen, et al., A silicon quantumdotcoupled nuclear spin qubit, Nature
Nanotechnology 15, 13 (2019).

[49] F. Borjans, D. Zajac, T. Hazard, and J. Petta, SingleSpin Relaxation in a Syn
thetic SpinOrbit Field, Physical Review Applied 11, 044063 (2019).

[50] P. Huang and X. Hu, Electron spin relaxation due to charge noise, Physical
Review B 89, 195302 (2014).

http://dx.doi.org/10.1038/nature05065
http://dx.doi.org/ 10.1103/PhysRevB.84.195314
http://dx.doi.org/ 10.1103/PhysRevB.84.195314
http://dx.doi.org/10.1103/PRXQuantum.2.010348
http://dx.doi.org/10.1103/PRXQuantum.2.010348
http://arxiv.org/abs/2103.07369
http://dx.doi.org/10.1103/PhysRevLett.122.217702
http://dx.doi.org/10.1038/nphys1053
http://dx.doi.org/10.1103/PhysRevLett.116.110402
http://dx.doi.org/10.1063/1.2182068
http://dx.doi.org/10.1103/PhysRevB.74.035322
http://dx.doi.org/ 10.1038/s41565-019-0587-7
http://dx.doi.org/ 10.1038/s41565-019-0587-7
http://dx.doi.org/10.1103/PhysRevApplied.11.044063
http://dx.doi.org/10.1103/PhysRevB.89.195302
http://dx.doi.org/10.1103/PhysRevB.89.195302


2

20 References

[51] S. Chesi, et al., Singlespin manipulation in a double quantum dot in the field
of a micromagnet, Physical Review B 90, 235311 (2014).

[52] K. Ono, D. G. Austing, Y. Tokura, and S. Tarucha, Current Rectification by
Pauli Exclusion in a Weakly Coupled Double Quantum Dot System, Science
297, 1313 (2002).

[53] L. DiCarlo, et al., Differential charge sensing and charge delocalization in a
tunable double quantum dot, Physical Review Letters 92, 226801 (2004).

[54] C. J. Van Diepen, et al., Automated tuning of interdot tunnel coupling in
double quantum dots, Applied Physics Letters 113, 33101 (2018).

[55] C. Volk, et al., Loading a quantumdot based ”Qubyte” register, npj Quantum
Information 5, 29 (2019).

[56] F. Kuemmeth and H. Bluhm, Roadmap for gallium arsenide spin qubits,
arXiv:2011.13907 (2020).

[57] D. Paget, G. Lampel, B. Sapoval, and V. I. Safarov, Low field electronnuclear
spin coupling in gallium arsenide under optical pumping conditions, Physical
Review B 15, 5780 (1977).

[58] A. V. Khaetskii, D. Loss, and L. Glazman, Electron Spin Decoherence in Quan
tum Dots due to Interaction with Nuclei, Physical Review Letters 88, 186802
(2002).

[59] H. Bluhm, et al., Dephasing time of GaAs electronspin qubits coupled to a
nuclear bath exceeding 200 μs, Nature Physics 7, 109 (2011).

[60] F. K. Malinowski, et al., Notch filtering the nuclear environment of a spin qubit,
Nature Nanotechnology 12, 16 (2017).

[61] B. M. Maune, et al., Coherent singlettriplet oscillations in a siliconbased dou
ble quantum dot, Nature 481, 344 (2012).

[62] K. Takeda, et al., Quantum tomography of an entangled threespin state in
silicon, arXiv:2010.10316 (2020).

[63] M. Lodari, et al., Low percolation density and charge noise with holes in ger
manium, Materials for Quantum Technology (2020).

[64] J. W. Ager, et al., HighPurity, Isotopically Enriched Bulk Silicon, Journal of the
Electrochemical Society 152, G448 (2005).

[65] N. V. Abrosimov, et al., A new generation of 99.999% enriched 28Si single
crystals for the determination of Avogadro’s constant, Metrologia 54, 599
(2017).

[66] M. Veldhorst, et al., A twoqubit logic gate in silicon, Nature 526, 410 (2015).

http://dx.doi.org/10.1103/PhysRevB.90.235311
http://dx.doi.org/10.1126/science.1070958
http://dx.doi.org/10.1126/science.1070958
http://dx.doi.org/10.1063/1.5031034
http://dx.doi.org/ 10.1038/s41534-019-0146-y
http://dx.doi.org/ 10.1038/s41534-019-0146-y
http://arxiv.org/abs/2011.13907
http://dx.doi.org/10.1103/PhysRevB.15.5780
http://dx.doi.org/10.1103/PhysRevB.15.5780
http://dx.doi.org/ 10.1103/PhysRevLett.88.186802
http://dx.doi.org/ 10.1103/PhysRevLett.88.186802
http://dx.doi.org/10.1038/nphys1856
http://dx.doi.org/10.1038/nnano.2016.170
http://dx.doi.org/10.1038/nature10707
http://arxiv.org/abs/2010.10316
http://dx.doi.org/10.1088/2633-4356/abcd82
http://dx.doi.org/10.1149/1.1901674
http://dx.doi.org/10.1149/1.1901674
http://dx.doi.org/10.1088/1681-7575/aa7a62
http://dx.doi.org/10.1088/1681-7575/aa7a62


References

2

21

[67] J. Yoneda, et al., A quantumdot spin qubit with coherence limited by charge
noise and fidelity higher than 99.9%, Nature Nanotechnology 13, 102 (2018).

[68] T. Struck, et al., Lowfrequency spin qubit energy splitting noise in highly pu
rified 28 Si/SiGe, npj Quantum Information 6, 1 (2020).

[69] J. S. Kim, A. M. Tyryshkin, and S. A. Lyon, Annealing shallow Si/SiO2 interface
traps in electronbeam irradiated highmobility metaloxidesilicon transistors,
Applied Physics Letters 110, 123505 (2017).

[70] S. D. Liles, et al., Spin and orbital structure of the first six holes in a silicon
metaloxidesemiconductor quantum dot, Nature Communications 9, 3255
(2018).

[71] N. W. Hendrickx, et al., A fourqubit germanium quantum processor, Nature
591, 580 (2021).

[72] R. Maurand, et al., A CMOS silicon spin qubit, Nature Communications 7, 13575
(2016).

[73] F. Ansaloni, et al., Singleelectron control in a foundryfabricated two
dimensional qubit array, https://arxiv.org/abs/2004.00894v2 (2020).

[74] R. Pillarisetty, et al., Qubit device integration using advanced semiconductor
manufacturing process technology, in 2018 IEEE international electron devices
meeting (IEDM) (2018) pp. 6–3.

[75] A. M. J. Zwerver, et al., Qubits made by advanced semiconductor manufac
turing, arXiv:2101.12650 (2021).

http://dx.doi.org/ 10.1038/s41565-017-0014-x
http://dx.doi.org/10.1038/s41534-020-0276-2
http://dx.doi.org/ 10.1038/s41467-018-05700-9
http://dx.doi.org/ 10.1038/s41467-018-05700-9
http://dx.doi.org/10.1038/s41586-021-03332-6
http://dx.doi.org/10.1038/s41586-021-03332-6
http://dx.doi.org/10.1038/ncomms13575
http://dx.doi.org/10.1038/ncomms13575
https://arxiv.org/abs/2004.00894v2
http://arxiv.org/abs/2101.12650




3
Quantum dot arrays in
silicon and germanium

When a measure becomes a target, it ceases to be a good measure.

Marilyn Strathern

In order for quantum electronics to become practical, large numbers of quan
tum dots will be required, necessitating the fabrication of scaled structures
such as linear and 2D arrays. Group IV semiconductors contain stable iso
topes with zero nuclear spin and can thereby serve as excellent hosts for
spins with long quantum coherence. In this chapter, we demonstrate group
IV quantum dot arrays in siliconmetaloxidesemiconductor (SiMOS), strained
silicon (Si/SiGe) and strained germanium (Ge/SiGe). We fabricate using a
multilayer technique to achieve tightly confined quantum dots and compare
integration processes. While SiMOS can benefit from a larger temperature
budget and Ge/SiGe can make ohmic contact to metals, the overlapping gate
structure to define the quantum dots can be based on a nearly identical in
tegration. We realize charge sensing in each platform, for the first time in
Ge/SiGe, and demonstrate fully functional linear and twodimensional ar
rays where all quantum dots can be depleted to the last charge state. In
Si/SiGe, we tune a quintuple quantum dot using the N+1 method to simulta
neously reach the few electron regime for each quantum dot. We compare
capacitive crosstalk and find it to be the smallest in SiMOS, relevant for the
tuning of quantum dot arrays. These results constitute an excellent base for
quantum computation with quantum dots and provide opportunities for each
platform to be integrated with standard semiconductor manufacturing.

Parts of this chapter have been published in Applied physics letters 116, 080501 (2020) [1].
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3.1. Introduction

Quantum dots have been a leading candidate for quantum computation for more
than two decades [2]. Furthermore, they have matured recently as an excellent
playground for quantum simulation [3] and have been proposed for the design
of new states of matter [4, 5]. Pioneering studies in group IIIV semiconductors
led to proofofprinciples including the coherent control of electron spins [6, 7],
rudimentary quantum simulations [8], and signatures of Majorana states [9]. The
group IV semiconductors silicon and germanium have the opportunity to advance
these concepts to a practical level due to their compatibility with standard semicon
ductor manufacturing [10] and the availability of isotopes with zero nuclear spin,
increasing quantum coherence for single spins by four orders of magnitude [11].
Furthermore, heterostructures built from silicon and germanium may offer a large
parameter space in which to engineer novel quantum electronic devices [12–14].

An initial advancement towards silicon quantum electronics [12] was the design
of an integration scheme based on overlapping gates to build silicon metaloxide
semiconductor (SiMOS) quantum dots [15]. This technique was later adopted in
strained silicon (Si/SiGe) [16] and refined by incorporating metals with small grain
size and atomic layer deposition (ALD) for layertolayer isolation [17] and to enable
tunable coupling between singleelectrons in SiMOS [18]. These developments in
fabrication have led to a great body of results, including highfidelity qubit operation
[19, 20] and twoqubit logic [21–23]. Controlling holes in silicon has been more
challenging due to type II band alignment in strained silicon, limiting experiments
to SiMOS [24–26]. Strained germanium on the other hand [13, 27, 28] exhibits type
I band alignment and is thereby a viable platform in which holes with light effective
mass [29] can be confined [30] and coherently controlled [31]. This motivates the
development of an integration scheme that can build upon the individual break
throughs realized in each platform to advance group IV semiconductor quantum
dots towards large quantum systems.

Here, we present the fabrication and operation of quantum dots in silicon and
germanium, in linear and twodimensional arrays. We show stability diagrams ob
tained by charge sensing and report double quantum dots in SiMOS, Si/SiGe, and
Ge/SiGe that can be depleted to the last charge state. We compare integration
schemes and find that while each platform has unique aspects and opportunities,
the core fabrication of overlapping gates defining the nanoelectronic devices is
remarkably similar. Fabrication is most demanding in SiMOS due to requirements
on feature size, but we also find that the resulting devices have the smallest cross
capacitance, simplifying tuning and operation. We leverage off the ohmic contact
between quantum dots in Ge/SiGe and metals [32] to avoid the need for implants
and to provide means for novel hybrid systems. In each case, fabrication starts
from a silicon substrate, and integration is compatible with standard semiconductor
technology.
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Figure 3.1: Wafer stack schematics and mobility as a function of carrier density. a From left
to right, SiMOS, Si/SiGe, and Ge/SiGe wafers stacks. For SiMOS, a 28Si epilayer with 10 nm thermal
oxide is grown on a 1 𝜇m intrinsic natural Si buffer layer. The Si/SiGe heterostructure consists of a 1.5
𝜇m linearly graded SiGe layer, a relaxed 300 nm SiGe spacer, a 10 nm 28Si quantum well, a 30 nm SiGe
spacer, and a 2 nm Si cap. The Ge/SiGe heterostructure consists of 900 nm reverse graded SiGe layer,
a relaxed 160 nm SiGe spacer, a 16 nm Ge quantum well, a 22 nm SiGe spacer, and a 1 nm Si cap. b
Mobility as a function of carrier density measured in each platform. For Ge/SiGe, the peak mobility is
greater than 5×105 cm2/Vs and the critical density is 1.15×1011 cm−2 [13]. The same measurements
for Si/SiGe wafers give a peak mobility of 1×105 cm2/Vs and a critical density of 1.2×1011 cm−2. SiMOS
data taken from [14] shows a mobility of 1×104 cm2/Vs and a higher critical density of 2.5×1011 cm−2.

3.2. Material characterization
Figure 3.1a schematically shows the SiMOS, Si/SiGe, and Ge/SiGe wafer stacks used
in this study. The SiMOS 300 mm wafers are grown in an industrial complementary
metaloxidesemiconductor (CMOS) fab [14, 18, 33], while the Si/SiGe and Ge/SiGe
fourinch wafers are grown using an RPCVD reactor (ASM Epsilon 2000) [13]. Each
platform is grown on a ptype natural Si wafer. The SiMOS structure consists of 1
𝜇m intrinsic natural silicon (𝑖Si) followed by 100 nm 28Si (800 ppm purity) and 10
nm SiO2 [14]. The Si/SiGe heterostructure begins with a linearly graded Si1−𝑥Ge𝑥
layer, where x ranges from 0 to 0.3. A relaxed Si0.7Ge0.3 layer of 300 nm lies below
the 10 nm 28Si (800 ppm purity) quantum well which itself is separated from the 2
nm Si capping layer by a second 30 nm relaxed Si0.7Ge0.3 spacer layer. The Ge/SiGe
wafer stack starts with 1.4 𝜇m of Ge and 900 nm of reverse graded Si1−𝑥Ge𝑥 where
x ranges from 1 to 0.8. This lies below a 160 nm Si0.2Ge0.8 spacer layer, a 16 nm
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Figure 3.2: Overview of fabrication scheme for SiMOS, Si/SiGe and Ge/SiGe quantum dots.
The thermal budget of each material prior to gate stack deposition is estimated based on the limiting
mechanism of each platform as discussed in the text. In all cases, gates are fabricated from Pd metal
with a thin (3 nm) Ti adhesion layer, with layertolayer isolation performed via atomic layer deposition
(ALD) of Al2O3. These two steps can be looped at appropriate thicknesses to form the multilayer
structure. (1) We note the possibility of such an etch exists for the remaining platforms in the case of
a Schottky gate architecture (2) We note that spinorbit based driving of electrons in SiMOS has been
demonstrated for singlettriplet qubits [38] and proposed for single spin qubits [39].

Ge quantum well under compressive strain, a second Si0.2Ge0.8 layer of 22 nm and
finally a thin Si cap of 1 nm [13].

Figure 3.1b shows a carrier mobility versus density characterization of the three
platforms. Hall bar structures were fabricated on coupons cut from the centre of
each wafer. Maximum mobility and critical density are extracted at 1.7 K. SiMOS
300 mm processed wafers give a peak mobility value of 1×104 cm2/Vs, as well
as a critical density of about 1.75×1011 cm−2 as shown in another work [14]. At
higher densities, SiMOS mobilities fall off due to surface roughness scattering ef
fects [34–36]. In Si/SiGe, we observe a lower critical density of 1.2×1011 cm−2 and
a significantly higher maximum mobility exceeding 1×105 cm2/Vs . Similar studies
conducted on natural Si/SiGe grown in an industrial CMOS fab yielded mobilities of
4.2×105 cm2/Vs [37]. This quality improvement observed by moving toward indus
trial CMOS fab also suggests encouraging prospects for Ge/SiGe, already exhibiting
a high maximum mobility of 5×105 cm2/Vs and critical density of 1.15×1011 cm−2
despite being grown in an academic cleanroom via RPCVD [13].
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3.3. Device fabrication
Figure 3.2 summarises the integration scheme utilized for each platform. The ther
mal budget is estimated based on the respective limiting mechanisms. For SiMOS,
thermal processing is limited by the selfdiffusion of natural silicon from the sub
strate into the 28Si epilayer. From the self diffusion constants measured by Bracht
et al. [40], we estimate the point at which the residual 29Si concentration within 1
nm of the Si/SiO2 interface increases by 1 ppm occurs at 1000 𝑜C for time scales
above 1 hour, for furnace anneals in a pure argon atmosphere. Consequently, this
allows for extensive thermal treatment and annealing of samples. This is highly
advantageous, as we have observed that a 15 minute anneal in forming gas at 400
𝑜C after the deposition of every gate layer greatly improves the quality of our fine
features (see section 3.9.1 for a detailed comparison). In addition, a final endof
line anneal is conducted to eliminate processing damage at 400 𝑜C in forming gas
for 30 minutes. In the cases of Si/SiGe and Ge/SiGe, the thermal budget is limited
by strain relaxation of the quantum wells, thus the maximum processing thermal
budget is given qualitatively by the temperature at which the quantum wells were
grown. This is 750 𝑜C for strained Si and 500 𝑜C for strained Ge [13].

The design of ohmic contacts is tailored to the specific requirements of the
device. For both Si platforms, ohmic contact is made via high fluence P ion implan
tation followed by evaporation of Ti:Pt metallic contacts, creating n++ doped, low
resistance channels. The oxide is etched locally directly before metal deposition
using buffered hydrofluoric acid (BHF). In the case of Si/SiGe, stray capacitance is
minimized to ensure maximum power is dissipated in the variable resistance of the
sensing quantum dot for RFreadout. Germanium can make direct ohmic contact
to metals [32], avoiding the need for implants. We deposit Al and anneal at 300 𝑜C
for 1 hour in vacuum to assist in Al diffusion into the quantum well. The Al ohmic is
defined close to the quantum dots, resulting in a very low resistance channel ideally
suited for RF circuits and enabling a tunnel contact that can even be made super
conducting [41]. The implementation does however lower the thermal budget of
further processing.

Fabrication of each device utilizes a titaniumpalladium (Ti:Pd) gate stack with
3 nm of Ti deposited for each layer to assist with adhesion. Pd makes a good gate
metal due to its low grain size [17]. Unlike the commonly used material Al, Pd does
not selfoxidise and ALD can be used to define sharp dielectric interfaces. For the
SiMOS and Si/SiGe devices shown in Fig. 3.3, we utilize a threelayer gate stack that
we refer to as the screening layer, the plunger layer and the barrier layer. In order
to assist the climbing of overlapping gate features, the initial layer is deposited at
20 nm total thickness, while subsequent layers are at 40 nm. Each layer is isolated
from one another via ALD of Al2O3 at 7 nm thickness. We measure the dielectric
strength of our Al2O3 to be greater than 6 MV/cm, allowing potentials of greater
than 4 V to be applied between adjacent gates. To leverage off the high quality
industrial CMOS fab, we begin fabrication of SiMOS devices on wafers including a
10 nm SiO2 oxide already grown. To further reduce the likelihood of leakage from
gate to substrate, we first grow a thick 10 nm Al2O3 blanket layer over the entirety
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Figure 3.3: Scanning electron microscope images and corresponding substrate with band
bending diagrams and gate stack for each of the devices. Dotted lines in ac indicate the cross
section through the quantum dot channel illustrated in df respectively, and crossed boxes indicate gates
that overlap with implanted regions to form ohmic contact. The plunger gates (yellow), the barrier gates
(blue) and the screening gates (red) define the quantum dots. a SiMOS triple quantum dot linear array.
Two SETs function as charge sensors and as reservoirs for the quantum dots on either side of the array
b Si/SiGe quintuple quantum dot linear array. Two SETs (top) are used for charge sensing. c Ge/SiGe
(2x2) quadruple quantum dot array. Each quantum dot is tunnel coupled to a metallic lead (green).
Measurement can be performed in transport, or using chargesensing by forming a sensor by coupling
two quantum dots. df Crosssection and band structure of metal, dielectric (black) and semiconductor
d SiMOS, e Si/SiGe and f Ge/SiGe.

of the substrate. Advantageously, one can etch Al2O3 on thermally grown SiO2
selectively, allowing the definition of a 20x20 𝜇m2 area where the quantum dot
system is defined, which we have measured to significantly reduce lowfrequency
drifts deduced from charge occupation stability [42] (see section 3.9.2).

The final deposition step is the qubit control layer. The spinorbit coupling for
holes in germanium enables qubit operation by simply applying microwave pulses
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to the quantum dot gates [31, 43] and no further processing is required. In sili
con, qubit driving can be realized by integrating onchip striplines [11], which we
fabricate using Al or NbTiN, or micromagnets [44], which we integrate using Ti:Co.
Quantum dots in Si/SiGe generally have a larger and more mobile electron wave
function as compared to SiMOS and thereby benefit most from a micromagnet in
tegration for fast qubit driving.

3.4. Quantum dot arrays
A schematic of each material and associated device is shown in Fig. 3.3 and labelling
of the relevant gates are shown in Fig. 3.4. The SiMOS device is a threelayer,
triple quantum dot structure with dedicated plungers (P1−3), interdot barriers (B12,
B23) and reservoir barriers (T𝑙, T𝑟). Charge noise resulting from fluctuations of
impurities near the quantum dot array is screened by two large metallic gates (Cl,
Cu) deposited in the initial layer and kept at a constant potential. These also serve to
confine the quantum dots in one lateral dimension. Two singleelectron transistors
(SETs) are positioned at either side of the quantum dot array, and function as charge
sensors for spin and charge readout. The Si/SiGe device is a quintuple quantum
dot linear array written in threelayers utilizing a similar architecture to that of the
SiMOS device. the quantum dot array contains five plunger gates (P1−5) with inter
dot barriers (B12−45) and reservoir barriers. Dots are confined laterally and screened
from charge noise by two confinement gates. Two SETs are positioned parallel to
the quantum dot channel. The Ge/SiGe device is a 2x2 quadruple quantum dot
array written in two layers. Gates (P1−4) are positioned anticlockwise in the array
and define the potential of the quantum dots. Each pair of adjacent quantum dots
share a barrier gate (B12−41) capable of tuning interdot tunnel coupling. Coupling
of each quantum dot to its reservoir can be controlled via a barrier gate. This
device can be operated as a quadruple quantum dot system in transport mode, but
for the present work we intentionally tune the interdot barrier to form a single hole
transistor (SHT) along a dot channel that we subsequently use for charge sensing
of the double quantum dot along the opposite channel. For more information about
device specific fabrication, see appendix A.1.

To demonstrate the success of our integration scheme, we show that we can
create stable quantum dots in each platform. Figure 3.4 shows charge stability
diagrams for tunnelcoupled double quantum dots, measured by performing charge
sensing. Lockin techniques are used in the case of SiMOS and Ge/SiGe, where an
excitation is placed on an interdot barrier gate B12 in each case, and the trans
conductance of our sourcedrain channel is measured. We use compensation to
remain at a sensitive point on our SET/SHT Coulomb peaks [45]. In the case of
Si/SiGe, charge readout is performed using RFreflectometry techniques. A 3 𝜇H
kinetic inductor is bonded to the sample source which forms a resonant LC circuit
when combined with parasitic capacitance to ground. In each case, we measure
a stability diagram and show that we can deplete down to the (0,0) electron/hole
charge configuration. We note that the plunger voltages in the case of Si/SiGe
required to form double quantum dots in the (1,1) charge occupation are within
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Figure 3.4: Charge stability diagrams of double quantum dots depleted to the single
electron/hole regime for the three platforms. a SiMOS double quantum dot. Charge addition
lines under P1 are not visible due to a low tunnel rate from the reservoir. Map taken at 0.44 K using
lockin charge sensing. The excitation is placed on the interdot gate B12. b Si/SiGe double quantum dot
formed under the first two plungers, sensed by the nearest charge sensor via RFreflectometry utilizing
a resonant LC circuit at 84 MHz. Here, the plunger gate voltages are in virtual gate space correcting for
weak cross capacitive coupling. c Ge/SiGe depleted to the single hole regime. A large single quantum
dot is formed under P3, B34 and P4, by adjusting the tunnel barrier voltage B34, and is used to sense
a double quantum dot under P1 and P2. The lockin excitation is placed on the interdot tunnel barrier
B12.

one charging energy. These remarkably similar tuning parameters are promising
with regards to the stringent requirements placed on quantum dot array tuneup in
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crossbar architectures [46]. While operation in the singleelectron regime in silicon
has been routinely achieved before, this work shows the first demonstration of the
single hole regime using charge sensing of holes in Ge/SiGe. We attribute the slight
difference in slope of the first and second charge addition lines in Fig. 3.4c to a
shift in the position of the quantum dot relative to the interdot tunnel barrier.

In Fig. 3.5 and Fig. 3.6 we demonstrate that quantum dots can be formed under
each dedicated plunger gate. For Fig. 3.5ac, in each SiMOS quantum dot, lock
in charge sensing is performed by placing an excitation on the respective plunger
gates, while transconductance in the nearby SET channel is measured. In each
case, the first charge transition is visible. For quantum dots formed under plungers
P2−3, electron loading is from the right SET which constitutes a reservoir. For the
quantum dot under P1, loading is from the left SET via the gate T𝑙. The Si/SiGe
quintuple quantum dot system in Fig 3.5dg is tuned using the N+1 strategy [47],
reaching the fewelectron regime simultaneously for all quantum dots. In Fig. 3.5
we show stability diagrams, in each of which we scan two virtual plunger gates
which allow to controllably load a singleelectron into each quantum dot. Double
quantum dots are formed between each set of adjacent plungers, and sensed using
RFreflectometry like in Fig. 3.4b using the left SET for all configurations. As ex
pected, the observable signal from charge transition lines fades as the quantum dot
pairs are formed farther away from the SET. The derivative of the reflected signal
is plotted, and shows the (0,0) charge occupancy for each charge stability diagram.
For every double quantum dot, loading occurs via the left accumulation gate, lead
ing to latching effects and low tunnel rates in the quantum dots formed farther
away from the reservoir. Here, the plunger voltages, while similar, are not entirely
within one charging energy, suggesting further improvements to heterostructure
uniformity are required to meet strict largescale array tuneup requirements. Fig
ure 3.6 ac shows charge sensing operation of the 2x2 quantum dot array fabricated
in Ge/SiGe. In each case, a sensing quantum dot is formed in the channel parallel
to the double quantum dot by opening the interdot barrier such that a large single
quantum dot is formed. In the opposite channel, the interdot barrier is closed,
forming a double quantum dot system in the low tunnel coupled regime.
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Figure 3.5: Quantum dot arrays in SiMOS and Si/SiGe. ac SiMOS triple quantum dot device
stability diagrams. Each single quantum dot is formed under its respective plunger gate upon which
an excitation is placed for lockin charge sensing. Each quantum dot is depleted to the single charge
state. b Shows the crossing of the adjacent quantum dot under P3, through which the quantum dot
is loaded. dg Si/SiGe double quantum dots tuned up sequentially using the N+1 method [47] to the
singleelectron regime. True plunger gate voltages are plotted, though virtual gates are swept containing
small corrections to adjacent barriers and plungers. Each double quantum dot pair is sensed using RF
reflectometry. The same SET is used for readout in each case, as indicated by the relative signals as
each double quantum dot pair is formed farther from the charge sensor. g The data has been filtered
to remove 50 Hz background noise for data clarity.
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3.5. Cross capacitance comparison
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Figure 3.7: Cross capacitance to neighbouring gates of a quantum dot in the single charge
occupancy regime under gate P1 in each platform. Each crosssectional cartoon shows plunger
pitch and distance between each relevant gate layer to the center of the quantum well. a For SiMOS we
observe immediate falloff of crosscoupling due to the tight quantum dot confinement present in SiMOS
devices. Here the interdot pitches matches that of Si/SiGe at 80 nm. b For Si/SiGe we see significant
crosscoupling between adjacent plungers and barrier gates. Here the plunger gates are written before
the barrier layer and have an interdot pitch of 80 nm. c Ge/SiGe reveals as expected a slower falloff
of crosscoupling. We attribute this to the larger plunger gate design, made possible by lower hole
effective mass. In this case, the plunger gates P1 and P2 are written in the layer above the barrier gates
B12 and RB2, decreasing coupling to their respective quantum dots. The plunger to plunger pitch is 200
nm.

A significant challenge for larger quantum dot arrays will manifest in tuning.
The presence of large capacitive crosstalk in GaAs has led to development of virtual
gates and approaches to tune larger systems [47, 48]. To assess the relevance of
these approaches for silicon and germanium structures we measure cross capac
itance as shown in Fig. 3.7. To obtain the crosscoupling, we measure the slope
of the charge addition lines with respect to each gate and normalize by a cross
coupling of unity for the plunger gate associated with the respective quantum dot.
Each slope is taken for the first charge transition and in the low tunnelcoupled
regime. In SiMOS, crosscoupling is almost negligible, as expected from quantum
dots located only 17 nm (10 nm SiO2 and 7 nm Al2O3) below the electric gates.
This compares favourably to the crosscoupling observed in Si/SiGe, where falloff
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is significantly slower despite sharing equal gate pitch to the SiMOS array. While
the crosscoupling in the Ge/SiGe system is the largest and extends over multiple
neighbouring gates, it still falls off significantly faster than quantum dots defined
in GaAs [47]. For Ge/SiGe, we also observe that the barrier gates have a relatively
stronger coupling as compared to the plunger gates, due to their definition in lower
layers of the multilayer stack. Summarizing, we conclude that for SiMOS tuning
is most straightforward considering capacitive crosstalk only, while each platform
compares favourably to GaAs.

3.6. Roadmap for group IV quantum dots
Quantum computing with group IV semiconductor quantum dots is well entrenched
as a promising means to process quantum information. Looking forwards, we iden
tify five focus areas for the community that through shared codevelopment, will
launch the field into new and practical ground.

3.6.1. Industrially manufactured quantum dots
Most quantum devices are fabricated in local academic cleanrooms since the turnaround
and feedback from measurement to design and fabrication is fast. However as de
signs for various types of quantum dot devices converge, an opportunity exists to
leverage off the outstanding material quality [14, 37] and processing facilities of in
dustrial fab lines. Devices fabricated utilizing 300 mm wafers grown in an industrial
CMOS fab have led to tunable tunnel coupling in SiMOS [18] and investigations into
the practicality of high temperature operation [49] which has in turn made possible
twoqubit gate operations at 1.1 K [49]. Furthering symbiotic partnerships with
industry will prove highly beneficial for the development of uniform quantum dots.
The adoption of group IV based semiconductor platforms beyond SiMOS such as
strained Si and Ge as well as full 300 mm device fabrication lines would accelerate
progress in the field of semiconductor quantum dot based quantum computing, as
it has in other fields[50].

3.6.2. Hybrid qubit directions
Since its inception, many quantum systems have been studied as potential qubit
candidates for quantum information processing. It has also become clear that each
of these quantum systems holds specific collections of properties suited to the var
ious requirements of quantum computation[51]. Resultantly, avenues of research
targeting the combination of qubit implementations have emerged to leverage off
the advantages of each, to improve qubit quality overall. These hybrid directions
are extensive, however, most promising for spin qubits are those combining their
fast operation times with systems that reliably conserve the quantum state, such as
topologically protected qubits [52]. Here, Ge/SiGe makes an excellent candidate for
hybrid spinMajorana qubits, thanks to its Fermi level pinning, allowing direct ohmic
contacts to be formed without the need for implants[31]. An important milestone
towards demonstrating a hybrid qubit will be achieving hard gap superconductivity.
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3.6.3. Automated tuning
As quantum devices grow in the number of physical qubits, so too do the complex
ities related to tuning them. Resultantly, a great body of work on the automated
tuning of quantum devices has emerged in the last few years in an attempt to
address this concern. Due to the relative uniformity of the material, these efforts
were pioneered in GaAs based quantum dots, demonstrating automated tuning to
the singleelectron regime [53, 54] and controllable interdot tunnel coupling [55].
However larger scale arrays have emerged more recently in silicon [56], and com
puter automated singleelectron regime tuneup protocols therein [57]. As material
quality and fabrication techniques improve in Group IV semiconductor quantum dot
devices, further development of automated tuning protocols will be necessary for
the exploration of larger quantum dot systems, in particular automated tuning of
interdot tunnel couplings, and protocols for 2D arrays. Furthermore, high fidelity
operation of qubits in largescale quantum devices will require precise operation at
exact resonance frequencies and Rabi frequencies, accounting for potential drifts
in these parameters over time. Tuneup protocols will therefore have to go beyond
charge state control, handling qubit operation also.

3.6.4. 2D scalability
Scaleup of the number of qubits on a quantum device requires the design and im
plementation of extensible twodimensional qubit arrays. However, the connection
of control wirings for each qubit at large numbers is completely impractical. Prob
lems arise at multiple levels of the control stack. Scaling at the chip level is limited
by fanout space and Rents rule [58], while scaling of the wiring is complicated by
the limited cooling power and spatial restrictions of dilution refrigerators. As a re
sult, proposals for qubit shared control such as crossbar architectures have been
put forward [46], allowing for shared qubit control, work on the operation of qubits
at high temperatures has been conducted[49] reducing the cooling power require
ments of dilution refrigerators, and proposals for onchip classical electronics are
being experimentally investigated [10]. Solutions to these outstanding hurdles will
be crucial to the further development of extensible qubit unit cells and therefore
the scaling of quantum devices into practically useful regimes.

3.7. Conclusion
We presented a crossplatform integration scheme for multilayer quantum dot ar
rays in groupIV semiconductor hosts. We successfully fabricated linear and 2D
arrays of quantum dots and in the group IV platforms SiMOS, Si/SiGe and Ge/SiGe.
We demonstrated singleelectron and hole occupancy in double quantum dots con
firmed by charge sensing. We showed stable quantum dots under each plunger in
a SiMOS triple quantum dot linear array, depletable to the final charge state. In
Si/SiGe, we demonstrated tuneup of a quintuple quantum dot array utilizing the
N+1 method, successfully reaching the fewelectron regime in each quantum dot
simultaneously. Moreover, we showed we could form and sense double quantum
dots in the single hole regime in each configuration of a 2x2 quadruple quantum
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dot array in Ge/SiGe. We furthermore compared the capacitive crosstalk between
quantum dots and gates. We find that the cross capacitance can be small and
therefore argue that future work on strategies for the initial tuning of quantum
dot arrays should address disorder rather than capacitive crosstalk, in particular for
SiMOS quantum dots. We envision that our realization of an integration scheme
to build quantum dots in SiMOS, Si/SiGe, and Ge/SiGe will boost the collective de
velopment toward large quantum dot arrays to build, simulate, and compute with
quantum information.

3.8. Outlook
The ability to fabricate devices in multiple platforms using a similar process allows
us to leverage off the work done in all three, speeding up progress while still making
use of the advantage of each platform. Adapting recipes from the wellestablished
SiMOS and Si/SiGe devices allowed for the rapid development of quantum dots and
qubits in the new Ge/SiGe platform [31, 59–61].

Which of these platforms is most suitable for a quantum computer remains to
be determined. While heterostructures generally have a better interface quality, a
whole industry is built around CMOS, which SiMOS can take optimal advantage of.
The low mobility of SiMOS, caused by a high interface defect density, could be the
limiting factor. Quantum dots are smaller, their locations are dependent on these
defects, and the coupling between two adjacent dots is harder to control. Never
theless, we show in chapter 5 that still a high and tunable tunnel coupling can be
achieved. While this places more stringent requirements on the fabrication, hav
ing small dots does reduce the sensitivity of the quantum dot to noise by reducing
overlap with spincarrying nuclei. Although the absence of a natural driving mech
anism for SiMOS can be a disadvantage, it also removes a source of decoherence.
Spinorbit coupling causes an additional coupling of charge noise to spin noise for
Ge/SiGe.

To study its feasibility, the remainder of this thesis will focus on SiMOS. This
chapter will end with a discussion of some fabrication improvements specifically for
SiMOS devices and the next chapters will study the feasibility of largescale quantum
computing in SiMOS.

3.9. SiMOS fabrication improvements
3.9.1. Gate anneal
In silicon MOS, anneals are generally used to repair damage caused by ebeam
exposure [62] and to improve the structural quality of metal gates. We find that
for SiMOS quantum dot devices, the quality of the gates can be improved by the
incorporation of a forming gas anneal at 400 ∘C for 15 min each gate deposition.
Figure 3.8a shows a scanning electron microscope (SEM) image of a device for
which the anneal was implemented. Figure 3.8bg show SEM and Atomic Force
Microscopy (AFM) images for two gate layers of a SiMOS device. We observe a
large reduction of surface roughness and sidewall height, which improves further
the homogeneity and yield of the metallic gates.
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a cb

d No anneal Anneal 40 nm

200 nm 200 nm

e f gNo anneal Anneal
200 nm

200 nm

Figure 3.8: Comparison of annealed gates. a, b, c SEM images taken under a 30∘ angle of a full
device fabricated with a gate anneal. b,c Separate layers after a gate anneal. d  g AFM images of
separate gate layers d, f before and e, g after a gate anneal. The anneal results in a smoother surface
with less grains and sidewalls.

3.9.2. Al2O3 window etch
Incorporating atomic layer deposition (ALD) of Al2O3 into the gate stack introduces
further sources of charge noise [42] making it undesirable in the active region of
spin qubits. On the other hand, it is necessary to prevent intergate leakage when
utilizing a Ti:Pd multilayer gate stack, as well as leakage to the substrate. In
the case of SiMOS, fabrication begins on a 10 nm SiO2 dielectric grown across the
substrate. While high in quality, due to the sheer area overlap of gate fanout, there
is a nonnegligible probability that a gate may overlap with a region of damaged
dielectric. To prevent leakage of gate layers to substrate in our SiMOS stack, we
find an initial blanket layer of Al2O3 is necessary. An etching process (see Appendix
A.1 regarding fabrication details) with a high selectivity of Al2O3 over SiO2 allows
us to locally remove this layer in the active region. Figure 3.9 shows charge stability
diagrams of two identically processed quantum dot devices in SiMOS where Al2O3
was present or where an oxide window was etched. Without etching, charge noise
causes significant fluctuations in the quantum dot potential, which can be observed
from the constantly shifting charge addition lines in Fig. 3.9a. Instead, when an
oxide window is etched, we observe stable transitions, see Fig. 3.9b. We attribute
this stability to the removal of the ALD layer beneath the first gate layer. We note
that this behaviour is reproducible in and consistent with other SiMOS quantum
dot devices fabricated with and without the removal of the initial ALD layer in the
quantum dot active region. Whether the fluctuation two level systems (TLSs) is in
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the AL2O3 itself or in the semiconductor, reducing the oxide thickness is expected
to reduce charge noise [42].

a With ALD Without ALD
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Figure 3.9: Comparison of charge noise dependent on oxide window. Charge stability diagrams
displaying a Typical stability behaviour of a single quantum dot with a layer of Al2O3 beneath the
screening layer. b Device processed with oxide window etch step with significantly improved stability
compared to the a.

We can also operate this device in transport mode, which in principle could allow
for quantum operations on four sets of tunnel coupled qubits. This requires the
formation of double quantum dots in each channel, which we show in Supporting
Fig 3. Here, we tune the reservoirdot couplings low by closing the reservoir barrier
gates. Formation of double dots is possible in each channel via transport.
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4
Silicon CMOS architecture
for a spinbased quantum

computer

The menu is not the meal.

Alan Watts

The classicalquantum interface remains a nascent field of exploration. In
this chapter we propose an architecture for a siliconbased quantum com
puter processor based on complementary metaloxidesemiconductor (CMOS)
technology. We show how a transistorbased control circuit together with
chargestorage electrodes can be used to operate a dense and scalable two
dimensional qubit system. The qubits are defined by the spin state of a single
electron confined in quantum dots, coupled via exchange interactions, con
trolled using a microwave cavity, and measured via gatebased dispersive
readout. We implement a spin qubit surface code, showing the prospects for
universal quantum computation. Through the identification of key require
ments for a spin qubit based quantum computer, significant challenges to
qubit fabrication and operation become apparent. We discuss the challenges
and focus areas that need to be addressed, providing a path for largescale
quantum computing.

Parts of this chapter have been published in Nature Communications 8, 1766 (2017) [1].
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Figure 4.1: Physical quantum processor. a A silicononinsulator (SOI) wafer is processed, such
that the bottom layer of isotopically enriched silicon28 contains the 2D qubit array and the top layer of
silicon forms the transistors to operate the qubits. These are interconnected through the oxide regions
using polysilicon (or other metal) vias. b Electrical circuit for the control of one 𝑄gate and one 𝐽gate
allowing the required individual, rowbyrow, or global operations, as explained in the main text. c
Physical architecture to operate one unit module containing 480 qubits. The inset on the bottom right
shows a plan view crosssection through the qubit plane. Each 𝐽 gate and qubit is connected via the
circuit shown in b.

4.1. Introduction
Advances in quantum error correction codes for faulttolerant quantum computing
and physical realizations of highfidelity qubits in multiple platforms give promise
for the construction of a quantum computer based on millions of interacting qubits.
The most promising routes towards largescale universal quantum computing all
require quantum error correction (QEC) [2], a technique that enables the simulation
of ideal quantum computation using realistic noisy qubits, provided that the errors
are below a faulttolerant threshold. Using the most forgiving methods, such as
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Figure 4.2: Quantum processor integration scheme. a Physical circuit for a singlequbit and two
𝐽gates (see schematic b). The grey elements in a correspond to the transistor switches used to activate
a line. The scale 𝜆 is the feature size, which is presumed constant for each metal or dielectric layer. c
Same as a, but from a different perspective, in order to show how the word, bit, and data lines connect
with the unit cell. d In order to match the difference in aspect ratios between the qubit layer and control
layer, the control elements for a singlequbit and two 𝐽gates are extended to a 4 × 20 qubit array.
Another extension must be made to accommodate for the surface code sequences shown in Fig. 4.5,
so that a singlequbit module becomes a 24 × 20 qubit array, as depicted in Fig. 4.1.

the twodimensional surface code [3], these error thresholds can be as high as 1%
[4], a level that is now routinely achieved across several qubit platforms [5–11].
However, these approaches also require a platform that can be scaled up to very
large numbers of qubits, of order 108. Developing scalable qubit arrays constitutes
one of the most stringent barriers in the field, even for the most promising platforms.

Silicon CMOS integrated circuits (ICs) are the prototypical example for scalable
electronic platforms, now holding transistor counts exceeding billions. This remark
able level of integration is based upon decades of advances in silicon materials
technologies [12], and these will also be crucial in the development of highquality
spin qubits. A key architectural aspect of ICs has been the use of parallel addressing
via word lines and bit lines facilitating rapid read and write operations on large 2D
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arrays of bits. Unfortunately, this method cannot directly be applied to scale qubit
arrays. Unlike transistors, the tolerance levels of qubits are small, thereby requiring
individual tunability.

Here, we show an advanced architecture for parallel addressing of silicon spin
qubits and integrating highlyrepetitive error correction methods like the surface
code. In addition, we show that individual qubit stabilization is obtained via floating
memory gate electrodes that can be routinely reset, similar to dynamic random
access memory (DRAM) systems. Together, these allow the design of a platform
where the number of addressing lines increases in a scalable manner proportional
to √𝑁, where 𝑁 is the number of qubits. While silicon was recognized early on
as a promising platform in the seminal work of Kane [13], leading to many novel
architectures [14–20], a key and contrasting feature of our approach is that each
architectural component is based on existing devices and commercially available
technology to provide a scalable solution.

4.2. Physical architecture
The general architecture we propose is depicted in Fig. 4.1. We start with a silicon
wafer, including an isotopically enriched silicon28 layer. After CMOS manufactur
ing, the top layers host the classical circuitry, and the silicon28 bottom layer holds
the quantum circuit. These are interconnected via metal lines that penetrate the
oxide region, see Fig. 4.1a. The fabrication could be performed monolithically, from
a single wafer, or include flipchip technologies to enable the construction of the
two circuits separately. We focus here on single spin qubits confined in quantum
dots [11]. The tremendous improvements in CMOS technology have resulted in
feature sizes that are well below the minimum requirements for quantum dot def
inition. However, we envision that the small acceptable tolerance levels of qubits
will require a certain number of control lines for tunability. In a dense 2D array, this
set of requirements will then determine the minimum qubit size for an extendable
structure. For complete qubit control, we use a single floating gate for quantum
dot definition and a single floating gate for qubit coupling between each qubit.
One data line (𝐷2𝑖) is interconnected to each corresponding qubit (𝑄𝑖) to tune the
qubit resonance frequency (𝜈𝑖), while a second (𝐷1𝑖) interconnects to each 𝐽gate
to control the exchange coupling between qubits, shown in Fig. 4.1b. To provide
individual, row, or global qubit addressing, the data lines are controlled by a combi
nation of word lines (𝑊) and bit lines (𝐵). The required control circuit includes six
transistors that connect the data lines via the word lines and bit lines to the floating
gates. This circuit is extendable over multiple gates. For simplicity we have shown
only one 𝐽gate control structure, whereas an extendable structure contains two.

The size of a physical circuit for a single extendable element, as shown in Fig.
4.2a, will be highly dependent on the specific details of the CMOS fabrication pro
cess used. However, by assuming the minimal width of, and separation between,
the gates and doped regions is equal to the minimum feature size 𝜆, the classi
cal circuit occupies an area 80𝜆2 per qubit. A feature size of 7 nm would require
a minimum qubit size of ≈ 63 nm × 63 nm (including half the barrier area that
separates the qubits), consistent with experimental realizations of silicon quantum
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dot qubits [11, 21]. Large foundries are now capable of manufacturing some fea
tures down to this size, but ongoing advances in downscaling will be needed to
fabricate the classical devices assumed here, and so the development of such a
quantum computer will therefore need to proceed handinhand with the ongoing
advances in semiconductor technology. For example, the industrial 14 nm node
has a transistor fin width of only 8 nm, and a transistor gate pitch of 70 nm [22],
consistent with a quantum dot size. Nonetheless, further downscaling or advances
in 3D technology would be needed to place several transistors above a quantum dot
[23]. Alternatively, multiple transistors could be stacked in different layers, such
that each individual transistor can be larger in size.

Generally, the most compact classical circuits have different geometries from
quantum circuits. While a 2D qubit plane takes on a square shape due to square
(or circular) shaped qubits, we found that this is generally not the case for the
most optimal classical control layers. The situation is further complicated by the
geometrical layout of the metal connection lines, determined by the quantum error
correction implementation. To overcome the complexity in scaling these differently
sized circuit components, we use verticallystacked interconnection layers. After
expanding to a large number of qubits, as described below, we can match the
aspect ratios of the layers. We start with the basic control structure, which connects
to a qubit and two 𝐽gates, with the assumed single linewidth parameter 𝜆, set by
the feature size of the fabrication platform, see Fig. 4.2. The aspect ratio of the
control structure is 4𝜆×20𝜆. In order to match with a square qubit, we extend the
control structure to a set of 20 × 9. This control structure addresses a qubit array
20 × 4, which has the same footprint. However, in order to match the surface code
protocol discussed in section 4.5, we again have to extend the structure to hold 54
× 9 classical control structures for 24×20 qubits (note the presence of 6 redundant
classical control structures that are required in order to match the aspect ratio).

As the number of qubits increases, the three layers become spatially identical.
This point is reached upon expanding the structure to host 480 qubits, and an
entire qubit module is shown in Fig. 4.1. Beyond this, further scaling becomes a
straightforward replication of this 480 qubit module. A full quantum processor would
then contain multiple modules and the edges would be connected to a doped silicon
region, serving as an electron reservoir, from which electrons may be sequentially
loaded into the qubit array as is done in chargecoupled devices [24]. The word
and bit lines of the integrated quantum processor chip will then be connected to
classical control and measurement electronics [25] that can reside next to or further
away from the quantum chip depending on their level of power dissipation.

4.3. Electrical operation
We now turn to the electrical operation of the qubit module, Fig. 4.3 and Fig. 4.4,
and consider a surface code that is specifically designed for quantum error correc
tion and faulttolerant operation of this CMOS processor, Fig. 4.5. We assume that
the complete structure is maintained at cryogenic temperatures (∼1 K or less) inside
an electron spin resonance (ESR) system, which will be used to apply qubit control
pulses. A single electron is loaded into each quantum dot by addressing the corre
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sponding word and bit lines and the electron occupancy is verified by gatebased
dispersive readout, as shown in Fig. 4.3 and described further below. Each qubit
must be calibrated to its desired qubit resonance frequency by tuning the associated
floating memory gate, using electrical 𝑔factor control, as has been demonstrated
experimentally [11]. The surface code operation we discuss here requires a total
of six different resonance frequencies (see Fig. 4.5). The need for six qubits in
stead of the more usual four qubits is because the readout is based on parity, which
requires two qubits for measurement, as will be discussed in section 4.5 on sur
face code operations. The qubit gates (𝑄𝑖𝑗) are calibrated using the data line (𝐷𝑖𝑗)
to voltages such that the exchange coupling between adjacent qubits is negligible
when the intermediate 𝐽gates are set at an ”off” bias point, and for which there is
a common value of exchange when the 𝐽gates are set to an ”on” bias. Global (i.e.
parallel) control is a crucial aspect for largescale operation. The use of floating
memory gates in the proposed architecture here has the significant advantage of
enabling the individual tuning of qubits, while having a minimal number of control
lines that can then be set to common bias levels, thus enabling global operations.

4.4. Gatebased dispersive readout and initialization
Two popular methods for spin qubit readout are based on spin to charge conversion:
readout based on the Zeeman energy (using a reservoir) [26] and readout based
on the singlettriplet energy (via Pauli spin blockade) [27]. In tightlyconfined sili
con quantum dots, where the next orbital state is typically several meV above the
ground state, the first excited state is the next available valley state, and so the rel
evant energy for the Pauli spin blockade protocol is largely determined by the valley
splitting energy, which can be almost 1meV [28]. Both approaches can be made
compatible with our control circuitry, but readout based on Pauli spin blockade can
offer a number of advantages, including: (i) a larger relevant energy scale leading
to higher readout fidelity; (ii) no necessity for a large electron reservoir for each
qubit; and (iii) a large magnetic field is not required so that the qubit operating
frequencies can be much lower, of order one GHz. We therefore propose to use
Pauli spin blockade for parity readout between two spin qubits.

Dispersive readout [29–33] has been considered extensively for multidot qubits
such as singlettriplet qubits [27], but here we envision the readout of single spins
by exploiting Pauli spin blockade. Single spin states can be projected onto singlet
triplet states using a reference neighbour dot, thus allowing a parity measurement
between two qubits. We prepare the system at large detuning in the singlet (0,2)
charge state, where the singlet is the ground state. Consequently, we decrease the
detuning and pulse to the (1,1) charge state. Due to the Zeeman energy difference
between the two dots, the singlet state evolves into the state where in the dot with
the larger 𝑔factor the spin state is |↓⟩ and in the dot with the smaller 𝑔factor the
spin state is |↑⟩ and this completes the initialization. In order to avoid transitions
to other states, the pulsing speed is limited by the tunnel coupling and Zeeman
energy difference between the qubits, which can be larger than 100MHz [34].

Qubit readout is based on the reverse process of initialization. We first control
the spin of the reference dot (the dot with the larger 𝑔factor) to the state |↓⟩ and
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Figure 4.3: Electrical circuit and qubit addressing scheme. a Electrical wiring of the 480 qubit
module. The word lines (𝑊), bit lines (𝐵) and data lines (𝐷) can be addressed to enable global control,
to couple and readout rowbyrow and to individually (de)select qubits. The𝑊 and 𝐵 lines are grouped
in five and the 𝐷 in three, such that a combination of these forms the lines of the electrical circuit of a
single extendable structure, consisting of a singlequbit and two 𝐽 gates. The zigzag structure in a is to
accommodate for the different aspect ratios of qubit size and control size, and in order to be consistent
with surface code operation. The electrical circuits in b and c show the corresponding structures to
control the qubits and the exchange coupling between them. The floating memories 𝑀1 and 𝑀2 are to
maintain the desired electric fields on the respective 𝐽 and 𝑄 gates and may be periodically refreshed.
Figure 4.4 shows the typical operation protocol of the electrical circuit shown in b and c. d displays the
region that is occupied by 6 qubits, corresponding to a surface code unit cell (see Fig. 4.5b). Note that
the word lines are connected to the qubits in an alternating arrangement in order to make the circuit
compatible with our spin qubit surface code scheme.

then adiabatically pulse to the (0,2) charge state. If the measurement dot is in the
state |↓⟩, the state will remain in the (1,1) charge state due to Pauli spin blockade
whereas if the measurement dot is in the state |↑⟩, the end state will be the singlet
with (0,2) charge state. Pulsing close to zerodetuning results in a movement of
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Figure 4.4: Typical operation protocol of the electrical circuit shown in Fig. 4.3 b and c. Individual
qubit selection is via lines 𝑊1 and 𝐵1 that (de)charge floating electrodes (𝑀1 in b) and (dis)connect
the data lines from the corresponding 𝐽gates. Twoqubit operations are performed by activating the
associated lines𝑊2 and 𝐵2 and sending a pulse through data line 𝐷1. Global singlequbit operations can
be applied by broadcasting an ESR pulse at the resonance frequencies of the corresponding subgroup
of qubits at any time of the sequence. Readout is enabled via the lines 𝑊2, 𝐵2, 𝑊3, and 𝐵3. Then a
pulse turns on the selected 𝐽 gates, and RF readout is performed via the data line 𝐷2 connected to the
qubit.

charge only if the measurement dot is in the state |↑⟩ and this can be detected using
gatebased dispersive readout [29–33], see Fig. 4.2. Avoiding spin relaxation will
be a particular challenge to achieve highfidelity, thus requiring a fast protocol and
absence of relaxation hotspots in the pulsing regime [28].

The readout is performed in a rowbyrow manner and the parity analysers are
connected to the data lines 𝐷2𝑖 via bias tees, see Fig. 4.3c. Using classical circuitry,
it is possible to frequency multiplex an entire row [35] so that only one RF analyser
circuit is needed, however the number of channels will be limited due to crosstalk
and finite bandwidth. For large qubit numbers, a combination of multiple analysers,
as depicted in Fig. 4.3a, and temporal multiplexing could provide solutions. Oper
ating dispersive readout at 1 GHz enables readout on timescales of order 10100 ns,
so that a large qubit array could be read out well within the singlequbit coherence
time of 28ms in 28Si substrates [11]. A combination of these multiplexing schemes
can be used depending on available space, frequency bandwidth and time.

To be able to perform parallel operations, an integrated 3D arrangement of the
addressing and qubit structures is required, such that a certain combination of word
lines and bit lines will address the same particular qubit in each unit cell. This is
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implemented in the schematic in Fig. 4.3d, with a unit cell of 2x3 qubits. This
size is based on the required 2 data qubits and 4 measurement qubits for surface
code operations using parity readout (explained in section 4.3). For other qubit
encoding schemes, different unit cells could be preferable. To deselect individual
qubits, the 𝐽gates surrounding the relevant qubits are deactivated (see Fig. 4.4),
thereby isolating them from the data qubits and creating an additional degree of
freedom in the array for quantum computation. This protocol will be particularly
relevant for the operation of the defectbased surface code.

4.5. Surface code operations
Surface codes are among the most promising methods for quantum error correc
tion [2, 4]. The standard surface code cycle and unit cell [4] are shown in Fig.
4.5a. The protocol contains a sequence of CNOT operations together with single
qubit Hadamards, readout and initialization steps. An alternating arrangement of
data and measurement qubits is used, where two data qubits interact with four
measurement qubit neighbours. In our approach, we perform readout with spin
to charge conversion based on the singlettriplet energy (via Pauli spin blockade).
This parity readout process requires two qubits, and so the surface code unit cell
expands to six qubits, as shown in Fig. 4.5b. This implementation is thus slightly
larger than the usual surface code unit cell of four qubits. In order to access all
sites, an additional SWAP operation is included (step 5 in Fig. 4.5b). The CNOT
operation is realized by a combination of a CPHASE gate interleaved between two
singlequbit rotations, shown in Fig. 4.5b. The CPHASE gate is created by turning
the interaction on, such that the qubits will acquire a timeintegrated phase depen
dent on the spin state of the coupled qubit [36]. A SWAP operation can be realized
in a similar way, but requires the tunable qubit resonance frequency difference to
be much smaller than the interaction strength.

The measurement qubits are initialized to ℐ by adiabatically moving from the
(0,2) charge state to the (1,1) charge state, as discussed in the section Gatebased
dispersive readout and initialization. Single qubit Hadamard operations and the
twoqubit CPHASE and SWAP operations are then performed, followed by mea
surement of the spin states using dispersive readout. This projective measurement
of a system of multiple qubits enables nondestructive quantum error correction of
singlequbits. The complete surface code cycle for quantum dot qubits, see Fig.
4.5b, then involves ten steps.

The focus of the work presented here is the design of a manufacturable 2D qubit
array architecture, and we envision that many different surface code schemes and
even analog quantum simulator algorithms can be constructed based on our de
sign. We therefore do not undertake here a detailed analysis of the particular error
thresholds associated with our surface code implementation. A new faulttolerant
error threshold will need to be calculated for each particular qubit encoding and
manipulation scheme, and this is a crucial challenge that needs to be addressed
in the future. We expect that the associated faulttolerant error thresholds can be
large, given that the number of operations is comparable with those previously re
ported [4]. Recent demonstrations of single and twoqubit gates in silicon [11, 36]
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provide significant scope to meet all the required faulttolerant thresholds. Further
improvements in twoqubit fidelities are conceivable, for example via operation at
the charge symmetry point for a pair of quantum dot qubits [37, 38].

To perform logical quantum operations on the qubit module with a defectbased
surface code, qubit deselection is required to create holes for braiding operations
[4]. Individual qubit (de)selection is enabled by the circuit shown in Fig. 4.3b,
using word and bit lines 𝑊1𝑗 and 𝐵1𝑖. The required holes will be limited, as most
physical qubits will be used to create the logical qubits. The infrequent nature of
required qubit (de)selection allows for this to be done individually, rather than glob
ally, and we achieve this by deactivating the associated 𝐽gates, thereby isolating
the associated data qubits from their measurement qubits.

4.6. Heat dissipation
A critical factor for almost any largescale computing platform is cooling power. A
detailed analysis based on a specific design and targeted operation, going beyond
this work, will therefore be highly valuable. Focus areas contributing to the total
power dissipation include the dynamic power produced by the 𝐽gates. The power
dissipation of a single surface code unit cell, shown in Fig. 4.5b, is 𝑃 = 𝐶𝑉2𝛼𝑓,
with 𝐶 the capacitance of the floating memory, 𝑉 the switching voltage, and 𝛼 the
activity factor relative to the surface code clock cycle with frequency 𝑓 ≈ 0.1MHz
(assuming Rabi frequencies on the order of 1MHz [11]). The surface code unit cell
is operated using 54 transistors and during a full cycle the 𝐽gate activity 𝛼 = 12.
The floating gate electrodes may be periodically refreshed, as in DRAM technology,
but we estimate that for highfidelity qubit operation 𝑅𝐶 times beyond one second
will be required to avoid significant drifts during operation. We assume this requires
a capacitance 𝐶 ≈ 1 pF, with an associated JohnsonNyquist thermal noise 𝑉thermal =
√𝐾B𝑇/𝐶 ≈ 1µV, providing a tolerable level [36]. Assuming a switching voltage 𝑉 =
0.2 V results then in a power dissipation for a single unit cell of ≈ 50 nW. This power,
however, can be dissipated at a higher temperature stage and superconducting lines
can connect the circuit to remote current sources isolating the qubit chip from the
dissipation.

Dissipation through leakage, however, can pose a serious challenge and will re
quire significant cooling. Recent experiments using floating gates showed drifts of
approximately one Coulomb oscillation per hour (≈ 8mV/h) [39], giving prospects
that with frequent refreshing minimal voltage shifts will be caused provided dissi
pation can be handled. Large dilution refrigerators can already provide more than
1 mW cooling power at 100 mK. The ultimate local cooling power is therefore most
likely limited by the thermal conductivity of the circuit. We now consider the cooling
from the top through the upper layers of the circuit hosting the addressing lines.
The thickness will depend on the exact implementation, but assuming ten to twenty
stacked metallic layers we estimate that the total thickness of the lines will be below
5µm. These lines could be made out of polysilicon with a thermal conductivity 𝜅 =
100W/m/K at temperatures close to zero Kelvin. The surface code unit cell for spin
qubits occupies an area 480 𝜆2, such that for 𝜆 = 7 nm the available cooling power
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Figure 4.5: Surface code operation. a General surface code operation [4] and b surface code oper
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is ≈ 500 nW/K per unit cell. Taking the 50 nW estimate of the power dissipation of
a unit cell, we thus estimate that the architecture can operate at 100 mK, even if all
dynamical power is dissipated at the lowest temperature stage. We note that while
this is a rough estimate, silicon metaloxidesemiconductor (MOS) spin qubits have
a significant potential for qubit operation at higher temperatures, due to the large
energy scales of their excited states and measured valley splittings, exceeding 10
K [28]. Further reductions in the required cooling power can be made by reducing
the operation voltage, which is foreseeable at cryogenic temperatures, but possibly
also by utilizing singleelectrontransistors for the switching elements [40], thereby
significantly lowering the switching voltage.

A more specific analysis of the dissipated power will need to be done for different
layouts, to determine the main contributors and limits. A significant challenge will
be the design of nanosized capacitors; which will likely require a vertical geometry
to meet the small feature sizes set by the quantum dot dimensions. Depending
on operation temperature, required resolution, and shaped pulses that can reduce
sensitivity to noise, capacitor values below 1pF could be sufficient. An important
engineering challenge will therefore be the optimization and demonstration of ca
pacitors that are comparable in size with the quantum dots.

4.7. Discussion
The conceptual architecture shown here demonstrates that an array of single elec
tron spins confined to quantum dots in isotopically purified silicon can be controlled
using a scalable number of control lines. We have shown that the often argued
compatibility of silicon spin qubits with standard CMOS technology is nontrivial.
However, the proposal presented here for quantum dot qubits, provides scope for
fabrication made consistent with standard CMOS technology and opportunities to
scale up to thousands or even millions of qubits. Provided that the downscaling of
CMOS transistors continues as anticipated, the control and measurement circuitry
described can be integrated with qubits of a size that have already been experi
mentally demonstrated [11, 21, 36]. The combination of ESR control, exchange
coupling and dispersive readout of this design enables surface code operations to
be performed using this platform. A key advantage is the possibility of global qubit
control, so that many qubits can be addressed within the qubit coherence time.

The proposed architecture is based on the current experimental status of silicon
qubits and requires multiple transistors per qubit, significantly challenging CMOS
manufacturing capabilities. Advancements in device uniformity and reproducibility
could lower the number of required transistors. For example, with more uniform
qubits the tuning circuitry and associated floating gates might not be needed. Ad
ditionally, operating at low magnetic fields will result in uniform qubit frequencies,
avoiding the need for 𝑔factor tuning. This limits functionality, since singlequbit
gates can then be applied only globally, but universal computing is still possible
using the local twoqubit gates. We anticipate that 2D arrays with such limited
functionality can be realized in the near future, and will aid in the development of
the universal quantum processor as presented here.

The architectural concept of using floating gates to compensate qubittoqubit
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variations, and the integration of crossbar technology to efficiently address a large
qubit array, could be applied to a number of platforms, including spin qubits based
on either Si/SiO2 or Si/SiGe heterostructures, and adapted for various modes of
operation such as single spin qubits [11, 21], singlettriplet qubits [41], exchange
only [42] or hybrid qubits [43]. The system we considered here requires only local
exchange interactions, but the architecture could also be incorporated into larger
architectures that include longrange qubit coupling [15, 44–46], for example to
interconnect quantum structures as presented here. While we consider the fabri
cation including a single layer of classical elements, a more advanced and complex
fabrication process could include multiple stacked layers to allow for more com
plex classical electronics per qubit, or for a separate control circuit that is purely
dedicated for calibration and stability. A more sophisticated design could also in
clude frequency multiplexing along a row, allowing global readout. These are a
few of the many opportunities for spin qubits that could provide solutions to the
challenges presented here, including the limited available cooling power at lower
temperatures and the requirement for small feature sizes. While the full fabrication
and operation of our architecture is a formidable task, we believe that the identifi
cation of the key requirements for a spin qubit quantum computer fully engineered
using semiconductor manufacturing paves the way towards an era of largescale
quantum computation; using the same silicon chip technology that has defined our
current information age.

4.8. Outlook
The architecture proposed in this chapter is based on a dense array of qubits with
individual control, but one might also think of different archetypes. The qubit array
can be split up into smaller modules, connected via long range couplers, with room
for control electronics in between [47]. A crossbar layout can greatly reduce the
number of necessary control lines by using shared control, granted there is suf
ficient uniformity of qubits [48]. A sparsely populated array [49] puts less strict
requirements on the density of qubits and control electronics. A crucial aspect in
any architecture is the integration of control electronics and dealing with their heat
dissipation [47]. Below 100 mK, cooling power is limited. At higher temperatures,
above 1 Kelvin, different methods with orders of magnitude higher cooling power
become available. This has sparked the field of hot qubits, experimenting on qubit
operation at higher temperatures. In any case, development is required in multiple
areas. The following chapters of this thesis address recent results that are relevant
for this architecture.

The proposed exchange coupling control by using a Jgate requires control over
the tunnel coupling between two quantum dots by a single gate, which will be
demonstrated in a SiMOS double quantum dot device in chapter 5. To be able
to operate at elevated temperatures, it is crucial to understand the temperature
dependence of qubits. Chapters 6 and 7 describe an investigation of the temper
ature dependence of several properties of SiMOS spin qubits, and their operation at
temperatures above 1 Kelvin. Similar work done in parallel at the University of New
South Wales [50] as well as experiments on hole spin qubits [51] further supports
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these milestones achieved in silicon.
In addition to this academic work, industry partners have joined the effort

of qubit fabrication and SiMOS quantum dots are now reproducibly fabricated in
foundries [52–55]. These developments bring us closer to the point where qubits
can be fully integrated into classical silicon electronics, allowing us to take full ad
vantage of the industry compatibility of this technology.
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5
Tunable coupling and

isolation of single electrons in
SiMOS quantum dots

The more we value things outside our control, the less control we have.

Marcus Aurelius

This chapter demonstrates the achievement of a highly tunable tunnel cou
pling between single electrons in SiMOS quantumdots. Long coherence times,
excellent singlequbit gate fidelities and twoqubit logic have been demon
strated with silicon metaloxidesemiconductor spin qubits, making it one of
the leading platforms for quantum information processing. Despite this, a
longstanding challenge in this system has been the demonstration of tunable
tunnel coupling between single electrons. Here we overcome this hurdle with
gatedefined quantum dots and show couplings that can be tuned on and
off for quantum operations. We use charge sensing to discriminate between
the (2,0) and (1,1) charge states of a double quantum dot and show excellent
charge sensitivity. We demonstrate tunable coupling up to 13 GHz, obtained
by fitting charge polarization lines, and tunable tunnel rates down to below 1
Hz, deduced from the random telegraph signal. The demonstration of tunable
coupling between single electrons in a silicon metaloxidesemiconductor de
vice provides significant scope for highfidelity twoqubit logic toward quan
tum information processing with standard manufacturing.

Parts of this chapter have been published in Nano Letters 19, 86538657 (2019) [1].
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5.1. Introduction
Quantum computation with quantum dots has been proposed using qubits defined
on the spin states of one [2], two [3] or more [4, 5] electrons. In all these pro
posals, a crucial element required to realize a universal quantum gate set is the
exchange interaction between electrons. The exchange interaction is set by the
tunnel coupling and the detuning, and gaining precise control over these parame
ters enables to define and operate qubits at their optimal points [6–9]. Excellent
control has already been reported in GaAs [6, 7, 10], strained silicon [11, 12] and
more recently in strained germanium [13–16]. Reaching this level of control in
silicon metaloxidesemiconductor (SiMOS) quantum dots is highly desired as this
platform has a high potential for complete integration with classical manufacturing
technology [17–19]. This becomes apparent from many proposals of architectures
for largescale quantum computation [2, 20–25] that make use of full control over
the exchange interaction. However, current twoqubit logic with single spins in
SiMOS is based on controlling the exchange using the detuning only [26] or is ex
ecuted at fixed exchange interaction [27].

A first step toward the required control has been the demonstration of tunable
coupling in a double quantum dot system operated in the manyelectron regime,
where gaining control is more accessible owing to the larger electron wave func
tion [28, 29]. More recently, exchangecontrolled twoqubit operations have been
shown with threeelectron quantum dots [30]. However, tunnel couplings between
single electrons that can be switched off and turned on for qubit operation still
remain to be shown in SiMOS.

In this work we show a high degree of control over the tunnel coupling of single
electrons residing in two gatedefined quantum dots in a SiMOS device. The system
is stable and no unintentional quantum dots are observed. We are able to mea
sure charge transitions using a sensitive singleelectrontransistor (SET) as charge
sensor and characterize the system in the singleelectron regime. From a compar
ison of charge stability diagrams of weakly and strongly coupled double quantum
dots, we conclude that we control the tunnel coupling by changing quantum dot
location. We show that we can effectively decouple the double quantum dot from
its reservoir and control the interdot tunnel coupling of the isolated system with
a dedicated barrier gate. We quantify the tunability of the coupling by analysing
charge polarisation lines and random telegraph signals, and find tunnel couplings
up to 13 GHz and tunnel rates down to below 1 Hz.

5.2. Device layout
Figure 5.1a shows a scanning electron micrograph (SEM) of a SiMOS device nomi
nally identical to the one measured and Fig. 5.1b shows a schematic crosssection
of the quantum dot region along the dashed line in Fig. 5.1a. A high quality wafer
is realized [17] with a 100 nm 28Si epilayer with an 800 ppm residual 29Si concen
tration [31], covered by 10 nm thermally grown SiO2. Ohmic contacts are made
by defining highly doped n++ regions by phosphorusion implantation. We use an
overlapping gate integration scheme [11, 32, 33] and use palladium (Pd) gates,
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Figure 5.1: Device layout and SET characterisation. a Falsecolour scanning electron micrograph
(SEM) of a device identical to the one measured. Purple, yellow and blue colourings correspond to the
first, second and third metal layers respectively. Crossed boxes indicate the ohmic source and drain
contacts used to measure Idc and Iac, circles indicate the intended location of the quantum dots D1 and
D2 and the singleelectrontransistor (SET). The quantum dots are defined using gate electrodes P1 and
P2, confined laterally using CL and CR. B𝑡 controls the tunnel coupling between the quantum dots and
B𝑅 the tunnel coupling to the SET. b Schematic of a crosssection of the device along the quantum dot
region (dashed line in a), indicating key dimensions and dot locations. c Transport sourcedrain current
I𝑑𝑐 versus top gate voltage V𝑆𝑇 of the SET defined using gate electrodes ST, LB and RB. Regular spacing
of Coulomb peaks indicates a welldefined quantum dot, ideal for charge sensing. d Histogram of the
charge sensor current as a response to (2,0)(1,1) tunneling events. The counts are extracted from
4655 singleshot traces with integration time t𝑖= 82 𝜇s, measurement bandwidth 050 kHz, and bin size
b = 5 pA. The peaks are fitted with a double Gaussian with 𝜎(2,0) = 34.1 pA and 𝜎(1,1) = 25.5 pA, giving
a peak spacing of over 16 𝜎(2,0).

which have the beneficial property of small grain size [34]. The gates are electri
cally isolated by an Al2O3 layer grown by atomic layer deposition. The sample is
annealed at 400 ∘C in a hydrogen atmosphere to repair ebeam induced damage to
the silicon oxide and to reduce the charge trap density [35, 36].

5.3. Charge readout
Figure 5.1c shows the current through the SET, electrostatically defined using gates
ST, LB and RB, that is used as charge sensor and as an electron reservoir. The highly
regular coulomb peak spacing indicates a welldefined quantum dot, which has a
constant charging energy of approximately 0.9 meV. We extract a gate capacitance
of 13 aF, in agreement with a simple parallel plate capacitor model. We form a
double quantum dot between the confinement barriers CL and CR, using the gates
P1 and P2 to tune the quantum dot potentials. Bt and BR are used to control the
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tunnel coupling between the quantum dots and from the quantum dots to the SET,
respectively.

We characterize the charge readout sensitivity by recording the random tele
graph signal (RTS) originating from the tunnelling of the electrons between the
(2,0) and (1,1) charge states with Γ𝑐 ≈ 48 Hz, with Γ𝑐 being the interdot tunnel
rate. The fidelity of the (2,0)(1,1) charge readout is often limited by the sensitivity
of the charge sensor to interdot transitions. We have designed and positioned the
SET with respect to the double quantum dot in such a way that this sensitivity is
maximized. Figure 5.1d shows a histogram of the measured readout signal, using
an integration time 𝜏 = 82 𝜇s. We fit the counts with a double Gaussian curve
with 𝜇(2,0),(1,1) and 𝜎(2,0),(1,1) the mean and standard deviation of the Gaussian dis
tributions corresponding to the two charge states. We find Δ𝜇(2,0)−(1,1) > 16 𝜎(2,0)
corresponding to an excellent discrimination between the (2,0) and (1,1) charge
states.

5.4. Strong and weak coupling of a double quantum
dot

To precisely measure charge transitions, we implement charge sensing using a lock
in amplifier and apply a square wave excitation at 𝑓𝑎𝑐 = 77 Hz on the gate Bt.
Figure 5.2a and 5.2b show the double quantum dot charge stability diagrams of
the charge sensor response as a function of V𝑃2 and V𝑃1 for weak (V𝐵𝑡 = 2.9 V)
and strong (V𝐵𝑡 = 3.6 V) coupling. Horizontal and vertical blue lines indicate the
loading of an additional electron from the SET to quantum dots D1 (located under
the gate P1) and D2 (located under P2) respectively, while diagonal yellow lines
indicate electron transitions between the two quantum dots. We do not observe
more charge transitions at voltages lower than the measured range and we conclude
that the double quantum dot is in the single electron regime. In order to highlight
the difference between weak and strong coupling, Fig. 5.2c and 5.2d show higher
resolution maps of the (2,0)(1,1) anticrossing.

When we set a weak interdot coupling, charge addition lines of D2 are barely
visible in the charge stability diagram, because of the low tunnel rate between D2
and the reservoir. This indicates that the tunnel rate is significantly smaller than
the excitation frequency applied to the gate. Similarly, at the (2,0)(1,1) interdot
transition, no transitions between the quantum dots can be observed because of the
low interdot coupling. The loading of the first electron in D2 can only be observed
from the shift of the D1 charge addition line, caused by the mutual capacitance 𝐸𝑚
of the two quantum dots. Only in the multielectron regime where the quantum dot
wave functions are larger and have more overlap, the coupling is sufficiently high
to observe charge transition lines.

When the interdot coupling is strong, charge addition lines belonging to D2 are
visible near the anticrossings and at high V𝑃1, where Γ𝑅2 is increased. Additionally,
𝑡𝑐 and 𝐸𝑚 are increased and we observe a honeycomb shaped charge stability dia
gram, with clearly visible interdot transition lines, even when only a single electron
is loaded on each quantum dot.
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Figure 5.2: Double quantum dot charge stability diagrams. a, b Charge stability diagrams of the
charge sensor response I𝑎𝑐 as a function of voltages V𝑃2 and V𝑃1 of a double quantum dot for weak
(a, V𝐵𝑡 = 2.9 V) and strong (b, V𝐵𝑡 = 3.6 V) coupling. Electrons are loaded from the SET. Transitions
with a tunnel rate Γ < 𝑓𝑎𝑐 are not visible. c, d High resolution zoom in of the (2,0)(1,1) anticrossing
for both weak (c) and strong (d) tunnel coupling.

We estimate the relative location and size of the quantum dots from the gate
voltage differences ΔV𝑃1(2) needed to load the second electron with respect to the
first electron. We additionally use the crosscapacitances 𝛼𝑟1(2) of the plunger
gates, determined by measuring the shift in V𝑃1(2) of the charge transition line of
the first electron in D1(2) as a function of a step in V𝑃2(1), where 𝛼𝑟1(2) is the ratio
between the shift and the step.

When the coupling is weak, we find ΔV𝑃1 ≈ 70 mV, 𝛼𝑟1 < 0.05 for D1 and ΔV𝑃2
≈ 50 mV, 𝛼𝑟2 ≈ 0.33 for D2. We conclude that we have a system of two weakly
coupled quantum dots located under P1 and P2.

We now analyse how the locations of D1 and D2 change from the changes in
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ΔV𝑃 and 𝛼𝑟. For D1, both ΔV𝑃1 and 𝛼𝑟1 are almost independent of the coupling.
For D2, ΔV𝑃2 increases by a factor 11, from ΔV𝑃2 ≈ 50 mV for weak coupling to
ΔV𝑃2 ≈ 550 mV for strong coupling, while 𝛼𝑟2 increases by a factor 5, from 0.3 to
1.5. The increase in 𝛼𝑟2 can be explained by a change in the location of D2 toward
the gate P1, to a position partly below the gate Bt. This change of quantum dot
location will decrease the lever arm and this is likely the cause of the increase in
ΔV𝑃2. We conclude that tuning from weak to strong coupling causes the location
of D2 to shift from a position mostly under P2 to a position partly below Bt, while
D1 is stationary under P1. The ease with which D2 can be displaced additionally
suggests that no unintentional quantum dots are formed between barrier gates.
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Figure 5.3: Charge stability diagrams of an isolated double quantum dot. a Map of the isolated
(2,0)(1,1) and (1,1)(0,2) anticrossings as a function of V𝑃2 and V𝑃1. No additional electrons are
loaded into the quantum dot islands due to a negligible Γ𝑅. b Map of the (2,0)(1,1) and (1,1)(0,2)
anticrossings as a function of detuning and barrier voltage. The relative lever arm between V𝑡𝑐 and V𝜖
changes at lower barrier voltages, due to a change in quantum dot location. The orange and purple
arrows indicate the ranges in which the tunnel coupling was determined using RTS and polarisation line
measurements respectively, see Fig. 5.4.

5.5. Isolation of the quantum dot system
By reducing V𝐵𝑅, the tunnel rate Γ𝑅 between the the SET reservoir and the quantum
dots can be reduced and the loading and unloading of electrons can be prevented,
resulting in an isolated quantum dot system [37, 38]. Because the reservoir is
connected to room temperature electronics, decoupling the quantum dot from it
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may provide the advantage of reduced noise [39]. Figure 5.3a shows the (2,0)
(1,1) and (1,1)(0,2) anticrossings as a function of V𝑃2 and V𝑃1 when the coupling
is strong. Only interdot transition lines are present over a wide range of voltages,
much larger than the ΔV𝑃 extracted in the previous section. This implies that no
additional electrons are loaded, as a result of a negligible coupling to the reservoir.
The ability to control the interdot transitions of a double quantum dot without
loading additional electrons provides good prospects for the operation of quantum
dot arrays that are only remotely coupled to reservoirs, as proposed in quantum
information architectures [20, 22, 23]. We control the tunnel coupling 𝑡𝑐 with the
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Figure 5.4: Tunnel coupling control of an isolated double quantum dot. a Polarization lines
(excess charge 𝑄 as a function of detuning 𝜖) across the anticrossing for high 𝑡𝑐 (black, V𝑡𝑐 = 3.85
V), intermediate 𝑡𝑐 (green, V𝑡𝑐 = 3.6 V) and relatively low 𝑡𝑐 (red, V𝑡𝑐 = 3.4 V). b Extracted 𝑡𝑐 from
polarization lines as a function of V𝑡𝑐, where we find tunable 𝑡𝑐 up to 13 GHz. c RTS for weak coupling
V𝑡𝑐 = 2.910 V. d Extracted Γ𝑐 from RTS measurements as a function of V𝑡𝑐, demonstrating tunable
tunnel rates down to below 1Hz.

gate BT. To compensate for the influence of V𝐵𝑡 on detuning 𝜖 and onsite potential
𝑈, we implement virtual gates using a crosscapacitance matrix [10, 40, 41] and
convert V𝑃2, V𝑃1 and V𝐵𝑡 to 𝜖, 𝑈 and t𝑐. Figure 5.3b shows the (2,0)(1,1) and
(1,1)(0,2) anticrossings as a function of the new set of virtual gates V𝜖 and V𝑡𝑐.
For both transitions the interdot line vanishes at low V𝑡𝑐, meaning that the coupling
has been largely switched off. We observe that for the (1,1)(0,2) anticrossing, the
transition line disappears at V𝑡𝑐 < 3.1 V, while for the (2,0)(1,1) anticrossing this
happens for V𝑡𝑐 < 2.95 V. The variation may come from a small asymmetry in the
system.
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5. Tunable coupling and isolation of single electrons in SiMOS quantum

dots

5.6. Tunable tunnel coupling
We tune the double quantum dot to a significantly coupled regime and quantitatively
analyse the system by taking charge polarization lines. Figure 5.4a shows charge
polarization lines at high, intermediate and relatively low tunnel couplings within
this regime. We measure the charge sensor response 𝑄 as a function of detuning
𝜖 and fit the data according to a two level model that includes crosstalk of 𝜖 to the
charge sensor and the influence of the quantum dot charge state on the charge
sensor sensitivity [10, 42]. From the thermal broadening of the polarization line at
low tunnel coupling, we extract the lever arm of V𝜖 for the detuning axis 𝛼𝜖 ≈ 0.04
eV/mV, by assuming the electron temperature to be equal to the fridge temperature
of 0.44 K.

For relatively low tunnel couplings, we observe in the charge polarization lines
deviations from the model for a twolevel system [42] (see the red curve in Fig.
5.4a with 𝜖 > 0). This deviation can also not be explained by a modified model
that includes valley states, considering an adiabatic detuning sweep and assuming
zero temperature [43]. While these measurements were done adiabatically, the
elevated temperature of 0.44 K can cause a nonnegligible population of valley
or other excited states. These excited states can cause a charge transition at a
different detuning energy, thereby giving rise to a deviation. A large tunnel coupling
can increase the relaxation rate of these excited states and thus decrease their
population. As a consequence, the charge polarization lines are in agreement with
the model for a twolevel system [42] at larger tunnel couplings.

At tunnel couplings below 3 GHz, the thermal broadening of the polarization
line prevents accurate fitting. Instead of the tunnel coupling energy 𝑡𝑐 we deter
mine the interdot tunnel rate Γ𝑐, which is proportional to the square of the tunnel
coupling [44–46]. We measure the RTS (Fig. 5.4c) at the (2,0)(1,1) transition
and fit the counts 𝐶 of a histogram of the tunnel times 𝑇 to 𝐶 = 𝐴𝑒−Γ𝑐𝑇, where
𝐴 is a normalisation constant. In the measurements we have tuned V𝜖 such that
Γ𝑐(2,0)−(1,1) ≈ Γ𝑐(1,1)−(2,0).

Figure 5.4b shows a 𝑡𝑐 as a function of V𝑡𝑐, demonstrating tunable tunnel cou
pling in the strong coupling regime and Fig. 5.4d shows the obtained Γ𝑐 as a function
of V𝑡𝑐 from 1 kHz down to below 1 Hz. We note that we can further reduce the
tunnel rate to even smaller rates simply by further reducing Vtc.

A change in barrier height or width results in an exponential change in tc and in
Γ𝑐. When the tunnel coupling is low, D2 is located mainly under P2, and a change
in V𝑡𝑐 has a significant impact on the barrier. Correspondingly, we observe an
exponential dependence of Γ𝑐 versus V𝑡𝑐. When the tunnel coupling is high, D2 is
located mostly under Bt and the impact of V𝑡𝑐 on the barrier is vanishing. As a
result we observe a seemingly linear dependence of tc versus V𝑡𝑐 from 3 up to 11
GHz that saturates around 13 GHz for V𝑡𝑐 > 3675 mV.

5.7. Conclusions
We have demonstrated control over the tunnel coupling of single electrons resid
ing in a double quantum dot in SiMOS. The interdot coupling of the (2,0)(1,1)
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charge transition can be controlled by a barrier gate which changes the quantum
dot location. We have demonstrated control over the tunnel coupling in the strong
coupling regime from 3 to 13 GHz, as well as control over the tunnel rate in the
weak coupling regime from 1 kHz to below 1 Hz. Achieving this degree of control
in an isolated system constitutes a crucial step toward independent control over
detuning and tunnel coupling for operation at the charge symmetry point [6, 7],
and reaching the control required for largescale quantum computation with quan
tum dots [2, 20–25]. While SiMOS systems are often said to be severely limited
by disorder, the excellent control shown here provides great prospects to operate
larger arrays fabricated using conventional semiconductor technology.

5.8. Outlook
Achieving a high and tunable tunnel coupling between single electrons serves as a
confirmation of correct quantum dot definition and a high degree of control. Nev
ertheless, spin qubit operations are not limited to single spins (see Chapter 2) and
higher electron occupations might be necessary to achieve a higher tunnel coupling.
Chapter 7 [47] demonstrates qubit operations with 5 electrons in one of the quan
tum dots, while the other contains a single electron. Experiments with 13 electrons
in one quantum dot [48] and 3 electrons in each [38] have also been demonstrated.
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6
Spin lifetime and charge
noise in hot silicon spin

qubits

I discovered that if one looks a little closer at this beautiful world, there are
always red ants underneath.

David Lynch

In this chapter we investigate the magnetic field and temperature depen
dence of the singleelectron spin lifetime in silicon quantum dots and find a
lifetime of 2.8 ms at a temperature of 1.1 K. We develop a model based on
spinvalley mixing and find that Johnson noise and twophonon processes
limit relaxation at low and high temperature respectively. We also investi
gate the effect of temperature on charge noise and find a linear dependence
up to 4 K. These results contribute to the understanding of relaxation in sili
con quantum dots and are promising for qubit operation at elevated temper
atures.

Parts of this chapter have been published in Physical Review Letters 121, 076801 (2018) [1].
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6.1. Introduction
Electron spins in semiconductor quantum dots [2] are considered to be one of the
most promising platforms for largescale quantum computation. Silicon can pro
vide key assets for quantum information processing, including long coherence times
[3, 4], highfidelity singlequbit rotations [3, 4] and twoqubit gates [5–7], which
have already enabled the demonstration of quantum algorithms [7]. Quantum dots
based on silicon metaloxide semiconductor (SiMOS) technology provide additional
prospects for scalability due to their compatibility with conventional manufacturing
technology [8, 9], which opens the possibility to cointegrate classical electronics
and qubits on the same wafer to avoid an interconnect bottleneck [10, 11]. How
ever, control electronics will introduce a power dissipation that seems incompatible
with the available thermal budget at temperatures below 100 mK, where qubits
currently operate. Understanding and improving the robustness of qubits against
thermal noise is therefore crucial, while operating qubits beyond 1 K could entirely
resolve this challenge.

Spin relaxation and charge noise are two essential metrics for quantum dot
qubits. While the spin lifetime 𝑇1 can be of the order of seconds in silicon quan
tum dots [12–14], exceeding by orders of magnitude the dephasing time 𝑇∗2 [3],
it is presently unclear how 𝑇1 will be affected by temperature and whether it will
become the shortest timescale for quantum operations at elevated temperatures.
Spin qubits are also sensitive to charge noise, and electrical fluctuations can re
duce qubit readout and control fidelities. The temperature dependence of these
two parameters is therefore vital in evaluating the prospects for hot spin qubits.

Here we investigate in detail the temperature dependence of spin relaxation and
charge noise of a SiMOS quantum dot. We construct a model based on direct and
twophonon transitions including all spin and valley states of the lowest orbital. The
model provides good agreement with the experiments and we conclude that while
at low temperatures 𝑇1 is limited by Johnson noise, probably originating from the
twodimensional electron gas (2DEG) channels present in the device, twophonon
processes determine the relaxation rate above 200 mK. Based on our results we
predict how the spin lifetime can be improved by decreasing the magnetic field and
increasing the valleysplitting energy. Furthermore, we investigate the charge noise
and measure a rather weak temperature dependence.

6.2. Device operation
Figure 6.1a shows a scanning electron microscope (SEM) image of a quantum dot
device, realized in isotopically enriched silicon (28Si), identical in design to the one
measured. Figure 6.1b presents the charge stability diagram of the device, show
ing charge transitions originating from three quantum dots, and we deplete one
quantum dot to the last electron. From the temperature dependence of the transi
tion width (see section 6.9) we extract a lever arm 𝛼𝑃1 = 0.12 eV/V. We tune the
tunnel rate between the quantum dot and the reservoir by controlling the gate P2
(see Fig. 6.1c), which moves the position of the quantum dot thereby changing the
distance to the reservoir. During the experiment, since the DC signal of the sensing
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Figure 6.1: Operation scheme of quantum dot device. a Scanning electron microscope image of a
device identical to the one measured. R is the reservoir gate, P1, P2, B1 and B2 are the plunger gates,
and C confines the electrons in the dots. LB and RB are the left and right barrier of the quantum dot
used for sensing, and ST is used both as top gate and reservoir. The ESR line can be used for spin
manipulation. b Charge stability diagram of the device measured via a double lockin technique [15].
The transition lines, due to the different slope, can be attributed to three coupled quantum dots. The
red arrow shows the (0→1) charge transition relevant for the experiment. c Tunnelling rate between the
dot and the reservoir as a function of VP2. ΔVP2=0 corresponds to the value set during the experiment.
The red line is an exponential fit. d Pulsing sequence used to perform singleshot readout of the electron
spin [16] in the case 𝐸𝑧 < 𝐸𝑣𝑠. Above the valley splitting there is also an intermediate level between the
ground and excited spin state, corresponding to the spindown state of the excited valley.

dot is filtered with a 2 kHz low pass filter, the dotreservoir tunnel rate is set to
approximately 700 Hz.

As shown in Fig. 6.1 d, we measure the spin lifetime by applying a threelevel
voltage pulse to the gate P1, while monitoring the DC current of the sensing dot.
First, we inject an electron into the quantum dot, we read out the spin state, and
we finally empty the quantum dot [16]. An additional level is added to the pulse
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after the empty phase in order to cancel out any DC offset. We measure the spin
up fraction as a function of load time and extract 𝑇1 by fitting the data with an
exponential decay function.
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Figure 6.2: Valley induced relaxation. a Energy levels in a silicon quantum dot, showing both
valley and spin degrees of freedom. As an example, the transition Γ2̄1̄ is sketched in firstorder and
in secondorder via virtual and resonant transitions. b Relaxation rate as a function of magnetic field.
The fittings include contributions from Johnson and phonon mediated relaxation obtained through the
model explained in the main text. From the fittings of the magnetic field and temperature dependence
we extract 𝐸𝑣𝑠 = 275 𝜇eV, Γ𝐽0(𝐸𝑣𝑠/ℏ) = 2 ⋅ 10−12 s, Γ𝑝ℎ0 (𝐸𝑣𝑠/ℏ) = 6 ⋅ 10−12 s and Δ = 0.4 neV.

6.3. Magnetic field dependence of 𝑇1
The measured 𝑇1 as a function of magnetic field (applied in the [010] direction) is
plotted in Fig. 6.2b and the temperature dependence for three different magnetic
fields is shown in Fig. 6.3a, b and c. Thermal broadening of the reservoir limits the
experimentally accessible regime. At base temperature (fridge temperature < 10
mK, electron temperature 108 mK (see section 6.9) we measure a maximum 𝑇1 of
145 ms at 𝐵0 = 1 T. We find that even when increasing the temperature to 1.1 K,
𝑇1 is 2.8 ms. This is more than an order of magnitude larger than the longest 𝑇∗2
reported in silicon quantum dots [3].

In order to understand the magnetic field and temperature dependence of the
relaxation rate, we need to consider the mixing between spin and valley. In silicon
the four lowest spinvalley states are [17]: |1⟩ = |𝑣−, ↓⟩, |2⟩ = |𝑣−, ↑⟩, |3⟩ = |𝑣+, ↓⟩,
|4⟩ = |𝑣+, ↑⟩ (see Fig. 6.2a). In presence of interface disorder, spinorbit interaction
can couple states with different valleys and spins, introducing a channel for spin
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relaxation [14]. This leads to the eigenstates |1⟩ , |2̄⟩ , |3̄⟩ , |4⟩, where:

|2̄⟩ = (1 − 𝑎2 )
1/2
|2⟩ − (1 + 𝑎2 )

1/2
|3⟩ (6.1)

|3̄⟩ = (1 + 𝑎2 )
1/2
|2⟩ + (1 − 𝑎2 )

1/2
|3⟩ . (6.2)

Here we have 𝑎 = −(𝐸𝑣𝑠−ℏ𝜔𝑧)/√(𝐸𝑣𝑠 − ℏ𝜔𝑧)2 + Δ2, where Δ is the splitting at the
anticrossing point of the states |2⟩ and |3⟩, 𝐸𝑣𝑠 is the valley splitting and ℏ𝜔𝑧 the
Zeeman energy. In the presence of electric fields, the electrons in the excited states
|2̄⟩ and |3̄⟩ can relax to the ground state |1⟩, because they are in an admixture of
spin and valley states. We define a relaxation rate Γ𝑠𝑣, corresponding to Γ2̄1 and Γ3̄1
before and after the anticrossing, respectively. The resulting expression is [18]:

Γ𝑠𝑣 = Γ𝑣+𝑣−(𝜔𝑧)𝐹𝑠𝑣(𝜔𝑧) (6.3)

where Γ𝑣+𝑣− is the pure valley relaxation rate and 𝐹𝑠𝑣(𝜔𝑧) = (1 − |𝑎(𝜔𝑧)|). When
𝐸𝑣𝑠 = 𝐸𝑧, the function 𝐹𝑠𝑣 peaks and the spin relaxation equals the fast pure valley
relaxation [14]. From the location of this relaxation hot spot we determine a valley
splitting 𝐸𝑣𝑠 of 275 𝜇eV, comparable with values reported in other works [3].

Possible sources of electrical noise include 1/𝑓 charge noise, Johnson noise,
and phonon noise. We measure small values for charge noise (see Fig. 6.4) and
thus neglect their contribution, further justified by the high frequencies of 20100
GHz, associated with the Zeeman energies studied here (1 T < 𝐵0 < 3 T). We also
neglect the Johnson noise coming from the circuits outside the dilution refrigerator
since all room temperature electronics are well filtered. The most relevant of these
noise sources is the arbitrary waveform generator used to apply voltage pulses.
However, the corresponding lines are attenuated by 12 dB and have an intrinsic
cutoff frequency of 1 GHz, making the noise in the 20100 GHz range negligible.
Another possible source of Johnson noise is the resistive 2DEG, which generates
electric field fluctuations that have a capacitive coupling to the quantum dot. In
the present device, the main contribution is likely due to the 2DEG underneath the
reservoir gate, which is in close proximity to the quantum dot.

The remaining contributions are Johnson noise and phonons. The pure valley
relaxation for these two cases is given by [14, 18]:

Γ𝐽𝑣+𝑣−(𝜔) = Γ
𝐽
0 ⋅ (

𝜔
𝜔𝑣𝑠

)[1 + 2𝑛𝑏(ℏ𝜔, 𝑘B𝑇)] (6.4)

Γ𝑝ℎ𝑣+𝑣−(𝜔) = Γ
𝑝ℎ
0 ⋅ ( 𝜔𝜔𝑣𝑠

)
5
[1 + 2𝑛𝑏(ℏ𝜔, 𝑘B𝑇)], (6.5)

where ℏ𝜔 is the energy difference, 𝜔𝑣𝑠 = 𝐸𝑣𝑠/ℏ is a normalization constant and
𝑛𝑏 is the BoseEinstein distribution. The two contributions can be distinguished by
the different magnetic field dependence that follows from 𝜔𝑧𝐹𝑠𝑣(𝜔𝑧) in the case of
Johnson noise and from 𝜔5𝑧𝐹𝑠𝑣(𝜔𝑧) for phonons. As shown in Fig. 6.2b the magnetic



6

80 6. Spin lifetime and charge noise in hot silicon spin qubits

field dependence of 𝑇1 at base electron temperature can be explained in terms of
Johnson mediated relaxation dominant at low fields, and a phonon contribution,
mainly relevant for ℏ𝜔𝑧 > 𝐸𝑣𝑠.
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Figure 6.3: Magnetic field and valley splitting dependence of the relaxation rate. ac Temper
ature dependence of the relaxation rate at 𝐵0 = 1.5 T a, 2 T b and 3 T c. The red line is a fit taking
into account Johnson and phonon noise in first and secondorder. The red dashed line includes possible
contributions coming from the coupling with the excited orbital states. Firstorder processes are shown
in the dashed blue line. d,e Relaxation rate as a function of magnetic field and valley splitting for 𝑇 = 10
mK d and for 𝑇 = 1 K e as extracted from the model discussed in the main text.

6.4. Temperature dependence of 𝑇1
We now turn to the temperature dependence, shown in Fig. 6.3a, b and c. As
shown in Eq. (6.4) and (6.5), the temperature dependence is the same to first
order for phonon and Johnson noise and given by 1+2𝑛𝑏(ℏ𝜔𝑧 , 𝑘B𝑇). If ℏ𝜔𝑧 ≫ 𝑘B𝑇
spontaneous phonon emission dominates and the relaxation rate is temperature
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independent, while for ℏ𝜔𝑧 ≪ 𝑘B𝑇 it increases linearly with temperature. The
relaxation rates caused by firstorder processes are shown by the blue lines in
Fig. 6.3a, b and c, which fit the low temperature region of the plots. However,
the same processes cannot justify the rapid increase of 𝑇1 measured at higher
temperatures. In order to explain the full temperature dependence we also need
to take into account twophonon processes.

As depicted in Fig. 6.2a, these transitions happen in a twostep process via in
termediate states. These intermediate transitions can be energyconserving and
energy nonconserving (virtual) processes, since energy must be conserved only
between the initial and the final state. We obtain a twophonon process by ex
panding the spinphonon interaction in secondorder perturbation theory [19]:

Γ(2)𝑖𝑓 = 2𝜋
ℏ |∑

𝑘

𝑉𝑓𝑘𝑉𝑘𝑖
𝐸𝑖 − 𝐸𝑘 +

1
2 𝑖ℏΓ𝑘

|

2

𝛿(𝐸𝑖 − 𝐸𝑓), (6.6)

where 𝑉𝑓𝑘, 𝑉𝑘𝑖 are the matrix elements between the states and 1/Γ𝑘 is the life
time of the intermediate state, which depends on all firstorder processes between
𝑘 and the other states. The square of the matrix elements is proportional to the val
ley relaxation rate Γ𝑣+𝑣− . Relaxation through Johnson noise can also be expanded in
secondorder perturbation theory, however, the temperature dependence is much
weaker (see section 6.8) and its contribution will therefore be neglected.

Since the thermal energy is comparable to the level splitting in the temperature
window 0.51 K, absorption processes cannot be neglected. In order to understand
the relaxation dynamics we have developed a model that includes all possible tran
sitions between the four spinvalley states in first and secondorder. For complete
ness, we have also included in the model the weak coupling between the states |1⟩
and |4⟩. We evaluate all the transition rates and we use them to solve a 4x4 system
of coupled differential rate equations given by:

𝑑𝑁𝑖
𝑑𝑡 = −𝑁𝑖∑

𝑗≠𝑖
Γ𝑖𝑗 +∑

𝑗≠𝑖
Γ𝑗𝑖𝑁𝑗 for 𝑖, 𝑗 = 1, 2̄, 3̄, 4, (6.7)

𝑁𝑖 being the population of the state 𝑖. The red lines in Fig. 6.3a, b and c, show
the relaxation rates as obtained from Eq. 6.3, 6.6 and 6.7 (see also section 6.8).
The good agreement between model and experiment provides an indication that,
even at high temperatures, relaxation is dominated by spinvalley physics. The
rates relevant to the relaxation process are found to be the spinflip transitions
involving the three lowest states: Γ2̄,1, Γ2̄,3̄ and Γ3̄,1, Γ3̄,2̄ at 𝐸𝑧 below and above 𝐸𝑣𝑠
respectively. The relaxation rate above 200 mK consists of a flat region followed by
a rising part. We attribute this behaviour to the secondorder process described by
Eq. 6.6. We consider separately the contributions of the resonant (|𝐸𝑖 − 𝐸𝑘| ≪ ℏΓ𝑘)
and offresonant transitions (|𝐸𝑖 − 𝐸𝑘| ≫ ℏΓ𝑘). In the first case, known as Orbach
process [20], the secondorder relaxation is proportional to |𝑉𝑓𝑘𝑉𝑘𝑖|

2/Γ𝑘 (see section
6.8). At sufficiently low temperatures, the spin lifetime depends exponentially on
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the temperature since the numerator is proportional to 𝑛𝑏 and the denominator is
temperature independent. We therefore theoretically predict the brief steep rise
around 150200 mK. At high temperatures Γ𝑘 also becomes proportional to 𝑛𝑏 and
the temperature dependence vanishes. This explains the main flat region that we
observe in Fig. 6.3a, b and c. For offresonant transitions, known as Raman process,
the relaxation rate scales polynomially with the temperature. As discussed in section
6.8, in the case of phononmediated transitions, a 𝑇9 temperature dependence is
obtained. The Raman process dominates over the Orbach process above 500 mK
(see Fig. 6.3a, b and c).

As we can see from Fig. 6.3c, the increase in the relaxation rate at 𝐵0 = 3
T does not match the model predictions above 500 mK, suggesting contributions
to the relaxation from a different source rather than the valley mixing. We rule
out secondorder contributions from Johnson noise because of the much weaker
temperature dependence. Possible contributions might come from a secondorder
process involving the excited orbital states, which is expected to give a 𝑇11 tem
perature dependence as discussed in section 6.8. Coupling to orbital states can
potentially give a magnetic field dependence that would make it not observable
at lower fields. Coupling to orbital states mediated by direct processes give rise
to a 𝐵20 field dependence; this phenomenon is known as Van Vleck cancellation, a
consequence of Kramer’s theorem [21]. For twophonon processes, Van Vleck can
cellation together with the spinvalley mixing can potentially give an even stronger
field dependence.

The spin lifetime can be increased by reducing the spinvalley coupling. As
shown in Eq. 6.1 and 6.2, it can be strongly increased by reducing the applied
magnetic field or by increasing the valley splitting energy. In SiMOS the valley
splitting can be electrically controlled and increased to 𝐸𝑣𝑠 ≈ 1 meV [3, 22]. Figure
6.3 d and e show the magnetic field and the valley splitting energy dependence of
the relaxation rate for 𝑇 = 10 mK and 𝑇 = 1 K, using the parameters extracted
from our numerical fittings of the experimental data. These results predict a spin
lifetime at 1 K of approximately 500 ms, when 𝐵0 = 0.1 T and 𝐸𝑣𝑠 = 575 𝜇eV.
The relaxation at low magnetic fields is predicted to be dominated by secondorder
processes even at low temperature, due to the stronger field dependence of the
firstorder processes.

6.5. Temperature dependence of charge noise
We now turn to charge noise measurements. In a minimal model, charge noise can
be attributed to defects that can trap or release charges, giving rise to electrical
noise with a characteristic 1/f spectrum [23]. We measure the charge noise in
our device as current fluctuations of the sensing dot tuned to a regime with a
high slope 𝑑𝐼/𝑑𝑉, to maximize the sensitivity. The time trace of the current is
converted to voltage noise by dividing by the slope; then the spectrum is obtained
through a Fourier transform. The same process is repeated in Coulomb blockade
in order to subtract the baseline noise coming from the electronics [24]. Finally,
the voltage fluctuations are converted to energy fluctuations by using the lever arm
𝛼𝑆𝑇 = 0.18 eV/V of the sensing dot. The spectra shown in Fig. 6.4a scale as 1/f
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Figure 6.4: Charge noise measurements. a Spectra obtained for three different temperatures. At
higher frequencies the 1/f signal is masked by white noise. b Charge noise at a frequency of 1 Hz as a
function of temperature fitted with a linear function.

for the probed frequency regime. Fig. 6.4b shows the temperature dependence of
the charge noise at a fixed frequency of 1 Hz. We observe a linear increase of the
charge noise over more than one decade of temperature (0.14 K), changing from
approximately 2 𝜇eV/√Hz to 12 𝜇eV/√Hz. This is indicating a different relation
than predicted by a simple model, which assumes an equal distribution of thermally
activated fluctuators with relaxation rates distributed according to a Lorentzian.
This model would give rise to a square root temperature dependence of the charge
noise amplitude [23]. The offset measured at low temperature can be attributed to
electrical noise that couples to the sensing dot via the gates. This remarkably weak
dependence suggests that qubit operation will only be moderately affected when
increasing temperature.

6.6. Conclusion
In summary, we have investigated the magnetic field and temperature dependence
of the spin lifetime and measured 𝑇1 = 2.8 ms at 1.1 K and 𝑇1 = 145 ms at
base temperature. Relaxation occurs through electric field fluctuations that cause
spin transitions mediated by spinvalley coupling. At temperatures below 200 mK
the dominant noise source is Johnson noise, while secondorder phonon processes
dominate at higher temperatures. We have also shown how the spin lifetime can
be further improved by operating in low magnetic fields and tuning to high valley
splitting energies. In particular SiMOS devices have the advantage of a large and
tunable valley splitting, whereas in Si/SiGe it is typically no larger than 100 𝜇eV
[25]. Future work aimed at improving lifetimes could focus on schemes that do not
explicitly require a large magnetic field, such as readout via Pauli spin blockade. In
addition, we have measured the temperature dependence of the charge noise and
find consistency with a linear trend from 100 mK to 4 K.

Leading solidstate approaches for largescale quantum computation focus on
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decreasing the operation temperature down to the milliKelvin regime. Instead, the
long spin lifetimes at elevated temperatures and the weak charge noise reported
here indicate that such low temperatures are not a fundamental requirement for
spins in SiMOS quantum dots, providing an avenue for the demonstration of spin
qubits with operation temperatures above one Kelvin.

6.7. Outlook
This chapter shows that the spin lifetime is not a limiting factor for hot qubit oper
ation, and how it can be extended even further. Furthermore, experiments using a
vector magnet have shown that the hotspot relaxation is highly anisotropic and can
be reduced by more than two orders of magnitude [26]. While the results from this
chapter provide insight on the temperature dependence of noise and relaxation
sources, several more aspects are critical for qubit operation at higher tempera
tures. Chapter 7 extends on this chapter by demonstrating one and twoqubit
operation at a temperature of 1 Kelvin, as well as looking into the temperature de
pendence of T2. Work done in parallel at UNSW Sydney compares the performance
of qubits over a range of temperatures [27].

6.8. Secondorder processes and rate equations
The preceding sections drew some conclusions about the temperature dependence
of the spin relaxation process. This section serves to provide a more rigorous
justification. As an example, Fig. 6.5a and b show the relevant contributions to
the relaxation rate for 𝐵0 = 2 T. The low temperature regime is dominated by
a firstorder process between the states |2̄⟩ and |1⟩. According to Eq. 6.4 and
6.5, it is composed of a flat initial part followed by a linear increase. At higher
temperatures, the secondorder process mediated by phonons between the states
|2̄⟩ and |3̄⟩ becomes dominant. We can better understand its functional form by
expanding the terms in Eq. 6.6:

Γ(2)2̄3̄ ∝ ∫
𝜔𝑑

0
∫
𝜔𝑑

0
| ∑
𝑘≠2,3

𝑐2𝑘 𝑐𝑘3
Δ𝐸2̄𝑘 − ℏ𝜔′ +

1
2 𝑖ℏΓ𝑘

|

2

𝜔′5𝜔″5[1 + 𝑛𝑏(ℏ𝜔′)]𝑛𝑏(ℏ𝜔″)

𝛿(Δ𝐸3̄2̄ + ℏ𝜔′ − ℏ𝜔″)𝑑𝜔′𝑑𝜔″,

(6.8)

where 𝜔𝑑 is the Debye frequency and the coefficients 𝑐𝑖𝑗 come from the over
lap between the states 𝑖, 𝑗 due to mixing between spin and valley. In silicon, the
electronphonon interaction is mediated by deformation potential phonons. There
fore, the matrix elements have an additional factor 𝜔2 with respect to the standard
interaction with piezoelectric phonons, because of the √𝑞 dependence of the strain
caused by deformation potential phonons, where 𝑞 is the wavenumber.

As discussed in the preceding sections, 12ℏΓ𝑘 represents the energy width of the
k state, determined by its lifetime. Since the ground state of the system |1⟩ has,
at least at low temperature, a long lifetime compared to the state |4⟩, Γ4 ≫ Γ1,
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we can neglect the transitions through the state |4⟩ in the sum of Eq. 6.8. In the
following, we will consider separately the contributions to the integral coming from
offresonant (ℏ𝜔′ ≠ Δ𝐸2̄1) and resonant (ℏ𝜔′ ≈ Δ𝐸2̄1) phonons.

In the offresonant case and at sufficiently high temperatures, phonons with
frequencies ℏ𝜔 ≫ Δ𝐸2̄1, Δ𝐸3̄2̄ are well populated and Eq. 6.8 can be rewritten as:

Γ(2)2̄3̄ = 𝐶𝑅𝑇9∫
ℏ𝜔𝑑/𝑘B𝑇

0

𝑒𝑥
(𝑒𝑥 − 1)2𝑑𝑥 (6.9)

and the relaxation rate scales to a good approximation as 𝑇9. In the intermediate
regime Δ𝐸2̄1 ≫ ℏ𝜔 ≫ Δ𝐸3̄2̄, the term ℏ𝜔′ in the denominator of Eq. 6.8 can be
neglected and the relaxation rate scales as 𝑇11. In our experimental case, the en
ergy differences between the levels are comparable with each other and thus this
last regime is not visible in the experimental data. Instead, if we consider coupling
with orbital states, these conditions apply and a 𝑇11 dependence is expected. The
power laws we found are strictly related to the power of the 𝜔 terms in Eq. 6.8,
which depends on the particular nature of the electronphonon interaction. For ex
ample, in GaAs, where piezoelectric phonons dominates over deformation potential
phonons, the power is reduced to three instead of five, which leads to a 𝑇5 and 𝑇7
temperature dependence. In case of Johnson mediated relaxation an even weaker
temperature dependence is obtained.

In the resonant case, we have ℏ𝜔′ ≈ Δ𝐸2̄1 and Eq. 6.8 can be approximated as:

Γ(2)2̄3̄ = 𝐶𝑂
[1 + 𝑛𝑏(Δ𝐸2̄1)]𝑛𝑏(Δ𝐸2̄1 + Δ𝐸2̄3̄)

Γ1
, (6.10)

where the lifetime of the 𝑘 state is in general evaluated as the inverse of the sum of
all firstorder processes between 𝑘 and the other states and it is ultimately limited
by the time scale of the experiment. At sufficiently low temperatures, Γ𝑘 is temper
ature independent and the relaxation rate depends exponentially on the tempera
ture according to Γ(2)2̄3̄ ∝ 𝑛𝑏(Δ𝐸2̄1+Δ𝐸2̄3̄). At higher temperatures, Γ𝑘 becomes also
proportional to 𝑛𝑏(Δ𝐸2̄1 + Δ𝐸2̄3̄) and the relaxation rate is given approximately by
1+𝑛𝑏(Δ𝐸2̄1), which is temperature independent for 𝑘B𝑇 ≪ Δ𝐸2̄1 and linear depen
dent for 𝑘B𝑇 ≫ Δ𝐸2̄1. In our experimental case, this linear dependence is masked
by the the Raman process. The resonant and offresonant transitions can thereby
explain all the different regimes that we see in Fig. 6.5a.

The rates in first and secondorder are used to solve the 4x4 system of coupled
differential rate equations:

⎡
⎢
⎢
⎢
⎢
⎢
⎣

�̇�1
�̇�2
�̇�3
�̇�4

⎤
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

− ∑
𝑗≠1
Γ1𝑗 Γ21 Γ31 Γ41

Γ12 − ∑
𝑗≠2
Γ2𝑗 Γ32 Γ42

Γ13 Γ23 − ∑
𝑗≠3
Γ3𝑗 Γ43

Γ14 Γ24 Γ34 − ∑
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⎥
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. (6.11)
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Figure 6.5: High temperature operation. a Relaxation rate as a function of temperature for 𝐵0=2 T.
The dashed coloured lines show the relevant transition rates, including the firstorder process between
the states |2̄⟩ and |1⟩ and secondorder transitions via the states |1⟩ and |3̄⟩. b The relevant transitions
shown in the plot in a are sketched in an energy diagram. cMagnetic field and valley splitting dependence
of the relaxation rate at a temperature of 4 K. Lifetimes larger than 1 ms are accessible with a valley
splitting close to 1 meV.

𝑁𝑖 being the population of the state 𝑖. For each temperature we extract the four
eigenvalues of the matrix. Among the four, one equals zero and corresponds to the
stationary population of the levels after the relaxation process is over. Two are much
greater than the inverse time scale of the experiment and are therefore discarded,
since they correspond to exponential decays not observable in the experiment.
Finally, the remaining one represents the time constant that characterizes the single
exponential decay of the spinup fraction as a function of load time. This rate is
shown in Fig. 6.5a, b and c.

As shown in Fig. 6.3 the spin lifetime can be further improved by working in a low
magnetic field and high valley splitting regime. Fig. 6.5c show this dependence at a
temperature of 4 K, where secondorder phonon processes dominate the relaxation
process. Even at this relatively high temperature, we extract lifetimes larger than 1
ms for a valley splitting close to 1 meV, which is a very promising result for future
scalability of these systems.

We did not discuss relaxation due to the residual 29Si nuclei. However, the
presence of nuclei mainly affects the dephasing of the electron spin rather than re
laxation, due to the large Zeeman energy mismatch. The modulation of hyperfine
coupling by phonons is also suppressed in natural silicon due to the low concentra
tion of 29Si nuclei [28]. The effect can be expected to be even smaller in our case,
where the substrate is made of 28Si.

6.9. Electron temperature and lever arm
Both the base electron temperature and the lever arm of the quantum dot have been
extracted by a unique measurement, where the width of the charge transition (0→1)
shown by the red arrow in Fig. 6.1b is measured as a function of the nominal fridge
temperature [29]. The charge stability diagram shown in Fig. 6.1b, is measured via
a doublelockin technique, where the transconductance 𝑑𝐼𝑠/𝑑𝑃1 of the sensing dot
is measured by applying an AC excitation 𝑉𝐴𝐶 to the gate P1. During the map, the
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current 𝐼𝑠 of the sensing dot is kept at the most sensitive point by using a digitally
controlled feedback. The width of the transition is determined by 𝑉𝐴𝐶 for large AC
excitations and by the thermal broadening due to the finite electron temperature 𝑇𝑒
when 𝑉𝐴𝐶 ≪ 𝑘B𝑇𝑒. In these conditions the transconductance 𝑑𝐼𝑠/𝑑𝑃1 is proportional
to the derivative of the FermiDirac distribution:

𝑑𝐼𝑠
𝑑𝑃1

= 𝑎 cosh−2(𝛼𝑃1(𝑃1 − 𝑏)2𝑘B𝑇𝑒
) + 𝑐, (6.12)

where 𝑎, 𝑏 and 𝑐 are fitting parameters and 𝛼𝑃1 is the lever arm of the quantum
dot. The electron temperature 𝑇𝑒 depends on the nominal fridge temperature 𝑇𝑓
and the base electron temperature 𝑇0 according to:

𝑇𝑒 = √𝑇20 + 𝑇2𝑓 . (6.13)

We fix the gate P2 such that the tunnel rate between dot and reservoir is maxi
mized and therefore the signal to noise ratio in the charge stability diagram is also
maximized. We sweep gate P1 in the direction of the first charge transition. During
the sweep we apply an AC excitation to gate P1 of 15 𝜇V at 133 Hz.

Fig. 6.6 shows the width of the transition as a function of 𝑇𝑓. The width is for all
points much higher than the excitation applied to gate P1 meaning that we are in
the conditions of a thermally limited transition. From the fit we extract a lever arm
of 𝛼𝑃1 = 0.122±0.005 eV/V and a base electron temperature of 𝑇0 = 108±13 mK.
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7
Universal quantum logic in

hot silicon spin qubits

Let us strive for the impossible. The great achievements throughout history
have been the conquest of what seemed the impossible.

Charlie Chaplin

The previous chapters have shown that quantum dots can be formed and
operated at elevated temperatures. We investigated the temperature depen
dence of two important parameters: spin lifetime and charge noise. Suffi
ciently long lifetimes and moderate temperature dependence of charge noise
were measured, encouraging for the operation of hot qubits. However, a
hightemperature twoqubit logic gate still needs to be demonstrated. In this
chapter we will show that silicon quantum dots can have sufficient thermal
robustness to enable the execution of a universal gate set above one Kelvin.
We obtain singlequbit control via electronspinresonance (ESR) and read
out using Pauli spin blockade. We show individual coherent control of two
qubits and measure singlequbit fidelities up to 99.3 %. We demonstrate tun
ability of the exchange interaction between the two spins from 0.5 up to 18
MHz and use this to execute coherent twoqubit controlled rotations (CROT).
The demonstration of ‘hot’ and universal quantum logic in a semiconductor
platform paves the way for quantum integrated circuits hosting the quantum
hardware and their control circuitry all on the same chip, providing a scalable
approach towards practical quantum information.

Parts of this chapter have been published in Nature 580, 355359 (2020) [1].
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7.1. Introduction
Spin qubits based on quantum dots are among the most promising candidates for
largescale quantum computation [2–4]. Quantum coherence can be maintained
in these systems for extremely long times [5] by using isotopically enriched sili
con (28Si) as the host material [6]. This has enabled the demonstration of single
qubit control with fidelities exceeding 99.9% [7, 8] and the execution of twoqubit
logic [9–12]. The potential to build larger systems with quantum dots manifests
in the ability to deterministically engineer and optimize qubit locations and inter
actions using a technology that greatly resembles today’s complementary metal
oxidesemiconductor (CMOS) manufacturing. Nonetheless, quantum error correc
tion schemes predict that millions to billions of qubits will be needed for practical
quantum information [13]. Considering that today’s devices make use of more than
one terminal per qubit [14], wiring up such large systems remains a formidable
task. In order to avoid an interconnect bottleneck, quantum integrated circuits
hosting the qubits and their electronic control on the same chip have been pro
posed [4, 15, 16]. While these architectures provide an elegant way to increase
the qubit count to large numbers by leveraging the success of classical integrated
circuits, a key question is whether the qubits will be robust against the thermal
noise imposed by the power dissipation of the electronics. Demonstrating a univer
sal gate set at elevated temperatures would therefore be a milestone in the effort
towards scalable quantum systems. First steps towards this direction have already
been taken in an experiment by Yang et al. [17] by demonstrating a device that
can be operated as a twoqubit system at a temperature of 40 mK and continues
to have good singlequbit properties when the temperature is increased above one
Kelvin.

Here, we solve this challenge and combine initialization, readout, singlequbit
rotations and twoqubit gates, to demonstrate full twoqubit logic in a quantum cir
cuit operating at 1.1 Kelvin. We furthermore examine the temperature dependence
of the quantum coherence which we find, unlike the relaxation process [18], to be
hardly affected in a temperature range 𝑇 = 0.45 K  1.25 K.

7.2. Device operation
Figure 7.1a shows the silicon quantum dot device. The qubits are realized in an
isotopically purified 28Si epilayer with a 29Si residual concentration of 800 ppm.
The fabrication of the quantum dot device is based on an overlapping gatescheme
to allow for tightly confined quantum dots [21, 22]. Electrons can be loaded either
from the reservoir or from the singleelectrontransistor (SET) [19], which is also
used for charge sensing. To allow for coherent control over the electron spins, AC
currents are applied through the onchip aluminum microwave antenna.

Figure 7.1b shows a charge stability diagram of the double quantum dot, where
the qubits Q1 and Q2 and their coupling are defined by using the gates P1, B12,
and P2. Since we can freely choose the occupancy of the two quantum dots we
tune to the regime where we obtain optimal exchange coupling, which we find with
one and five electrons for Q1 and Q2 respectively. We then operate the system
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Figure 7.1: Hot qubit device operation. a Scanning Electron Microscope (SEM) image of a quantum
device identical to the one measured. Gates P1 and P2 define the two quantum dots and gate B12
controls the interdot tunnel coupling. The SET is defined by the top gate ST and the two barriers RB
and LB, and it is used both as charge sensor and as reservoir [19], while the tunnel rate is controlled
by Bt. The gates C1 and C2 confine the electrons in the three quantum dots. Gates R, Br, P3 and
B23 are kept grounded during the experiment. b Electron occupancy as a function of detuning energy
between the two quantum dots 𝜖 and onsite repulsion energy 𝑈. The data have been centred at the
(4,2)(5,1) anticrossing. The electron transitions have been measured via a lockin technique [20], by
applying an excitation of 133 Hz on gate B12. Both electrons are loaded from the SET, with Q2 having
a tunnel rate significantly lower than Q1. c Readout signal as a function of readout position 𝜖𝑟𝑒𝑎𝑑 and
microwave frequency applied to Q2. When the readout level is positioned between the singlettriplet
energy splitting and the microwave frequency matches the resonance frequency of Q2, we correctly
read out the transition from the state |↓↑⟩ to the blocked state |↑↑⟩.

close to the (5,1)(4,2) charge anticrossing.
Single spins are often initialized via energyselective tunnelling to a nearby reser

voir [23]. However, this method requires a Zeeman splitting much higher than
the thermal broadening, limiting the fidelity and making the method unpractical
for hightemperature operation. Instead, Pauli spin blockade offers a convenient
mechanism to perform initialization and readout [4, 24], with a relevant energy
scale corresponding to the singlettriplet energy splitting, which is set by the large
and tunable valley splitting energy in silicon metaloxidesemiconductor (SiMOS)
devices [25]. This method is more robust against thermal noise and enables in
dependent optimization of the qubit operation frequency. We choose to set the
magnetic field to 𝐵 = 0.25 T, which corresponds to addressable qubits with Larmor
frequencies 𝜈𝑄1 = 6.949 GHz and 𝜈𝑄2 = 6.958 GHz in the absence of exchange
interaction. This low frequency operation reduces the qubit sensitivity to electrical
noise that couples in via the spinorbit coupling [26]. It additionally simplifies the
demands on the electronic control circuits and reduces the cable losses.

7.3. Singlequbit characterisation
The pulse sequence used in the experiment is schematically shown in Fig. 7.3a.
The sequence starts by pulsing deep into the (4,2) charge state, where the spins
quickly relax to the singlet state. An adiabatic pulse to the (5,1) regime is applied to
initialize the system in the |↓↑⟩ state. At this position in detuning energy 𝜖, single
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Figure 7.2: Spin to charge conversion and spin lifetimes. a Normalized probability that the four
twoelectron spin states are detected as a triplet state. The probability that the triplet antiparallel spin
state is correctly identified as a triplet can be lowered by the non perfect adiabaticity of the pulse and
by a faster tripletsinglet relaxation bc Singlespin relaxation times of Q1 and Q2. The measurements
are performed by fitting the decay of the states |↓↑⟩ and |↑↓⟩ to the |↓↓⟩ state. We extract 𝑇1(𝑄1) = 2.0
ms and 𝑇1(𝑄2) = 3.7 ms, consistent with the previous chapter [18]. Triplet probabilities have been
normalized to remove readout errors.

and twoqubit gate operations are performed by applying a microwave burst with
variable frequency and duration. The sequence ends by adiabatically pulsing to the
anticrossing where readout is performed. The antiparallel spin state with the lowest
energy (which is in this experiment the state |↓↑⟩) couples directly to the singlet
(4,2) charge state. The remaining antiparallel spin state (|↑↓⟩) and the two parallel
spin states (|↑↑⟩, |↓↓⟩) couple to the three triplet (4,2) charge states. This allows
maaping of the |↓↑⟩ and the other basis states to different charge configurations
((4,2) or (5,1) states), which can be read out using the SET. As shown in Fig. 7.1c,
the optimal readout position can be obtained by sweeping 𝜖 and applying a 𝜋pulse
to Q2. From the detuning lever arm of 𝛼𝜖 = 0.044 eV/V, extracted from the thermal
broadening of the polarization line, we find a readout window of 155 𝜇eV where we
can efficiently discriminate between the singlet and triplet states.

In this hightemperature operation mode, the readout visibility is mainly limited
by the broadening of the SET peaks. In order to maximize our sensitivity we subtract
a reference signal from each trace, then we average and normalize the resulting
signal. Relaxation processes can differ for the four twoelectron spin states, leading
to a different readout visibility. Figure 7.2a shows the normalized readout amplitude
for all four states. The probability to correctly read out an |↑↓⟩ state is significantly
lower than for the two parallel spin states and the |↓↑⟩ state. This can be attributed
to a faster relaxation that can occur due to some finite coupling between the T(1,5)
and S(1,5) states. A nonperfect adiabaticity of the pulse can also reduce conversion
fidelities. In this experiment we use a ramp time of 1 𝜇s and an integration time of
40 𝜇s limited by the cutoff of the current to voltage converter.

We additionally measure the spin lifetimes of both qubits by measuring the decay
of the states |↓↑⟩ and |↑↓⟩ to |↓↓⟩. The state |↑↓⟩ is initialized via a double spin flip
following the PSB initialisation discussed above. Figure 7.2b shows the decay traces,
from which find values of T1(𝑄1) = 2.0 ms and T1(𝑄2) = 3.7 ms, consistent with the
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Figure 7.3: Singlequbit characterization at 1.1 K. a Pulse sequence used for the experiments.
Qubits Q1 and Q2 are defined on the spin states of singleelectrons, the remaining four electrons in Q2
fill the first levels and do not contribute to the experiment. A voltage ramp allows adiabatic transitions
between the (5,1) and (4,2) charge states. Each measurement cycle consists of two of these sequences.
The second cycle contains no microwave pulses and it is used as a reference to cancel lowfrequency
drifts during readout. bc Rabi oscillations for both qubits as a function of the microwave pulse duration.
We extract decay time constants 𝑇𝑅𝑎𝑏𝑖2(𝑄1) = 8 𝜇s and 𝑇𝑅𝑎𝑏𝑖2(𝑄2) = 14 𝜇s. de Decay of the Ramsey fringes
for both qubits. The data correspond to the average of four traces where each point is obtained from
500 singleshot traces. fg Randomized benchmarking of the singlequbit gates for both qubits. Each
data point is obtained from 500 averages of 20 Clifford sequences, for a total of 10.000 singleshot
traces. The fidelity reported refers to the primitive gates, while a Cliffordgate contains on average
1.875 primitive gates. We have normalized the state probabilities to remove the readout errors.
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results presented in the previous chapter [18].
Figure 7.3bg shows the singlequbit characterization of the twoqubit system.

We observe clear Rabi oscillations for both qubits (Fig. 7.3b, c) as a function of
the microwave burst duration. From the decay of the Ramsey fringes (Fig. 7.3d,
e) we extract dephasing times 𝑇∗2(𝑄1) = 2.1 𝜇s and 𝑇∗2(𝑄2) = 2.7 𝜇s, comparable to
experiments at similar high temperature [17]. These times are significantly shorter
than the longest reported times for 28Si [5], however they are still longer than the
dephasing times for natural silicon at base temperature [10, 11].

We characterize the performance of the singlequbit gates of the two qubits
by performing randomized benchmarking [27]. In the manipulation phase we ap
ply sequences of random gates extracted from the Clifford group, followed by a
recovery gate that brings the system to the |↓↓⟩ and |↑↑⟩ states for Q1 and Q2 re
spectively. By fitting the decay of the readout signal as a function of the number
of applied gates to an exponential decay we extract qubit fidelities 𝐹𝑄1 = 98.7±0.3
% and 𝐹𝑄2 = 99.3 ± 0.2 %, with the second one above the faulttolerant threshold.

7.4. Twoqubit gates
We now turn to the twoqubit gate characterization. The ability to tune the ex
change interaction [2] is the basis to perform twoqubit operations with electrons
in quantum dots. By turning on the exchange interaction, either by controlling the
detuning energy or the tunnel coupling, the resonance frequencies of each qubit
shift depending on the spin state of the other qubit. The central inset in Fig. 7.4a
shows this frequency shift for both qubits as a function of the detuning energy be
tween the two quantum dots, with and without a 𝜋pulse applied to flip the spin
state of the other qubit. The full exchange spectrum is composed of the transi
tions 𝑓1 (|↓↑⟩ ⟶ |↓↓⟩), 𝑓2 (|↑↑⟩ ⟶ |↑↓⟩), 𝑓3 (|↓↓⟩ ⟶ |↑↓⟩) and 𝑓4 (|↓↑⟩ ⟶ |↑↑⟩).
The exchange interaction 𝐽 can be extracted as the differences 𝑓2 − 𝑓1 and 𝑓4 − 𝑓3,
from which we measure tunable 𝐽 in the range 0.5  18 MHz (see Fig. 7.6a). At
even larger exchange couplings the readout visibility drastically reduces, which we
attribute to a decrease of 𝑇∗2 (see Fig 7.6b). By fitting the exchange spectrum we
extract a tunnel coupling 𝑡𝑐 = 0.8 GHz and a Zeeman energy difference 𝛿𝐸𝑧= 9.1
MHz.

Having demonstrated the tunability of the exchange interaction, we use this to
demonstrate twoqubit operation. When the exchange is turned on, the resulting
shift in resonance frequency can be used to implement state selective ESR tran
sitions (CROT), which are equivalent to a CNOT gate up to singlequbit phases.
Figure 7.4 shows controlled oscillations for both qubits, with the control qubit set
either to the spin down or spin up state, where we have set the exchange interac
tion to 𝐽 = 2.5 MHz. When we prepare the state of the control qubit such that the
target qubit is in resonance with the external microwave control, we observe clear
oscillations of the target qubit as a function of the microwave burst duration, with
no significant decay after multiple rotations. When we flip the state of the control
qubit, the resonance frequency of the target qubit is shifted and the target qubit is
not driven by the microwave control.
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Figure 7.4: Exchange and twoqubit logic at 1.1 K. Conditional rotations on all the frequencies 𝑓𝑖,
the colour code refers to the central inset showing the full exchange diagram measured as a function
of detuning (the frequency offset is 6.948 GHz). The black lines correspond to the same transition 𝑓𝑖
driven with the control qubit in the opposite state. An initialization 𝜋pulse and recovery 𝜋pulse are
applied to the control qubit for the sequences where either Q1 is in the spin down state or Q2 is in
the spin up state. All Rabi frequencies are set to approximately 1 MHz by adjusting the power of the
microwave source to compensate for the frequency dependent attenuation of the fridge line. Even when
the exchange interaction is turned on we find the resonance frequencies of both qubits to be stable over
the course of several hours (see Fig. 7.7).

In order to investigate the coherence of the twoqubit logic, we apply a sequence
where we interleave a CROT operation with duration 2𝜋 in between two 𝜋/2 single
qubit gates applied to the control qubit with variable phase 𝜃. As shown in Fig.
7.5a, when we invert the second 𝜋/2 pulse (𝜃 = 𝜋) this cancels out the 𝜋 phase left
by the CROT operation on the control qubit and we correctly measure transitions to
the |↓↓⟩ and |↑↑⟩ states. This demonstrates the execution of a coherent CROT, since
the control qubit maintains its coherence even when the target qubit is driven.

To show the universality of our gate set we also demonstrate twoqubit ran
domized benchmarking. We apply random gates from the 11520 twoqubit Clifford
group, recover the state to the |↓↑⟩ and measure how the singlet probability decays
over the number of applied gates. The decay is shown in Fig. 7.5c and the primitive
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Figure 7.5: Exchange and twoqubit logic at 1.1 K. a Phase acquired by the control qubit during a
CROT operation. A CROT gate, together with a Zrotation of 𝜋/2 on the control qubit is equivalent to
a CNOT operation. 𝑍 gates are implemented by a software change of the reference frame. b Primitive
gates used to generate the twoqubit Clifford group (11520 gates in total). On average, each Clifford
contains 2.5694 primitive gates. Since the Z/2 gates are implemented via a software change of the
reference frame, they are not included in the gate count. All gates shown in the figure (except for the
Z/2 gate) are implemented with two 𝜋/2 controlled rotations. The compilation scheme is identical to
the one in [12]. c Decay of the |↓↑⟩ state probability as a function of the number of twoqubit Cliffords
applied. A recovery gate returns the system to the |↓↑⟩ state. Since we include the recovery gate in
the Cliffords count, the first data point corresponds to 𝑁Cliff = 2. Each data point corresponds to the
average of 150 random sequences. The fidelity F = 86.1 ± 0.6 % corresponds to the average fidelity
of the primitive gates shown in c. We have normalized the state probabilities to remove the readout
errors.

gates used in 7.5b. The lower fidelity (F = 86.1 ± 0.6 %) compared to the single
qubit benchmark can be attributed to the longer time spent by the qubits idling,
which causes them to decohere faster. Possible improvements include simultane
ous driving of two transitions to reduce idling times, optimized pulse shaping to
reduce accidental excitations of nearby transitions and operation at the symmetry
point [28, 29].
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Figure 7.6: Dephasing dependence on temperature and exchange interaction. a Exchange
energy measured as a function of detuning. The data correspond to 𝑓2−𝑓1 and 𝑓4−𝑓3 as obtained from
Fig. 7.4a. b Dephasing time of Q2 as a function of the exchange interaction, fitted with a model taking
into account gaussian quasi static noise.c Temperature dependence of the dephasing times with the
exchange interaction set to the minimum obtained by sweeping 𝜖 (𝐽 = 0.5 MHz) and with the exchange
interaction set to acquire the CROT operations of Fig. 7.4a (𝐽 = 2.5 MHz).

7.5. Temperature dependence of 𝑇∗2
To further investigate the quantum coherence of the system we measure the de
cay of the Ramsey fringes for different values of the exchange interaction, see Fig.
7.6b. We find that by increasing the exchange interaction the coherence is reduced,
which we explain by the increased qubit sensitivity to electrical noise. We can fit the
data with a model that includes quasistatic electrical noise coupling in via the ex
change interaction and via the Zeeman energy difference between the two qubits.
From the fit we extract the fluctuation amplitudes 𝛿𝜖 = 21 𝜇eV (corresponding to a
power spectrum at 1 Hz of 𝐴𝜖 ≈ 6 𝜇eV/√Hz) and 𝛿𝐸𝑍 = 400 kHz. The noise in 𝜖 is
comparable with values extracted at fridge base temperature [30], and consistent
with charge noise values extracted from current fluctuation measurements of SETs
[18, 31]. To analyse the thermal impact, we characterize the temperature depen
dence of 𝑇∗2 for two values of exchange (𝐽 = 0.5 MHz and 𝐽 = 2.5 MHz) and we
find it to be approximately stable in the range 𝑇 = 0.45 K  1.25 K (see Fig. 7.6c).
While weak dependencies of 𝑇∗2 have been reported in other singlequbit experi
ments [17], we observe here that the weak temperature dependence is maintained
even when the exchange interaction is set to an appreciable value where we can
perform twoqubit logic.
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The origin of the electrical noise limiting 𝑇∗2 can potentially come from extrinsic
or intrinsic sources. Although we cannot rule out all extrinsic noise sources, we
have confirmed that attenuating the transmission lines does not affect the 𝑇∗2 and
we thus rule out a direct impact of the waveform generator and the microwave
source. When intrinsic charge noise is the dominant contribution, a simple model
based on an infinite number of twolevel fluctuators (TLFs) predicts a square root
dependence of the dephasing rate on the temperature [32]. If we assume a large
ensemble of TLFs, a linear temperature dependence is expected (see Chapter 6
[18]) assuming that the number of ’activated’ TLFs increases with temperature.
For a large ensemble the noise spectral density reads [32]

𝑆(𝜔) ∝ ∫
2𝜋𝑓uv

2𝜋𝑓rf
𝒫(𝜈, 𝑇)𝑆(𝜔, 𝜈) 𝑑𝜈, (7.1)

where 𝒫(𝜈, 𝑇) describes the contribution of the process with a switching rate be
tween 𝜈 and 𝜈 + 𝑑𝜈, thus, the probability density of a TLFs that contributes to
the dephasing process. Assuming a temperature dependent switching rate 𝜈 =
𝜈0𝑒−𝐸/(𝑘𝐵𝑇) leads to𝒫(𝜈, 𝑇) = 𝒫(𝐸, 𝑇)|𝜕𝜈/𝜕𝐸|−1 and one finds𝒫(𝜈, 𝑇) = 𝒫(𝐸, 𝑇)𝑘𝐵𝑇/𝜈
[32]. Assuming a constant distribution of activation energies, 𝒫(𝐸, 𝑇) = const and
inserting this into Eq. 7.1 the characteristic 1/𝑓 noise with a linear temperature
dependence can be reproduced [30],

𝑆(𝜔) ≈ 𝒫(𝐸, 𝑇)𝑘𝐵𝑇
2𝜋
𝜔 ≡ 𝐴𝜖

𝜔 (7.2)

for 2𝜋𝑓rf ≤ 𝜔 ≤ 2𝜋𝑓uv. However, recent work shows that the assumption of a
constant distribution of activation energies 𝒫(𝐸, 𝑇) is not entirely valid, deviations
from this assumption have been observed in SET measurements [33], and this can
lead to anomalous temperature dependencies. The small size of quantum dots,
in particular SiMOS qubits, may lead to only a few TLFs being relevant for the
dephasing and these may explain the observed weak temperature dependence.
The power spectral density of a single TLF is given by [32]

𝑆(𝜔, 𝜈) = 𝐴
2 cosh2[𝐸/(2𝑘𝐵𝑇)]

𝜈
𝜈2 + 𝜔2 . (7.3)

Here, 𝐴 is the coupling strength of the fluctuations, 𝐸 the (activation) energy gap
between the two states of the TLF, and 𝜈 the switching rate. An explanation for
the weak temperature dependence of 𝑇∗2 that is observed arises from the fact that
Eq. 7.3 saturates if 𝑘𝐵𝑇 ≫ 𝐸. Assuming that only a few TLFs couple to our system
there is only a small probability to find a TLF which has an activation energy 𝐸
exactly in the temperature range between 0.4K till 1.2K. The same arguments hold
if instead of a twolevel fluctuator an Anderson impurity is the origin of charge noise
[34].

We also analyse the stability of the system in the lowtemperature regime. Fig
ure 7.7 shows the drift of frequencies f1 and f2 over the course of more than 5 hours.
Despite the elevated temperature, the frequency peaks, which are approximately 1
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Figure 7.7: Time dependence of resonance frequencies 𝑓1 and 𝑓4 of Q1 and Q2 respectively. The
exchange interaction is set to 2.5 MHz. The data have been offset by 6.9491 GHz and 6.9620 GHz for
𝑓1 and 𝑓4 respectively.

MHZ broad, shift only by 200300 kHz, which doesn’t put a lot of constraints on the
calibration routines. The qubit resonance frequencies fluctuate due to the always
on exchange interaction, causing small variations in detuning 𝜖 and onsite energy
U to directly couple directly to frequency. We can correlate the frequency fluctua
tions to variations in the readout point, meaning that lowfrequency charge noise
dominates over magnetic noise. Therefore, the ability to turn the exchange inter
action completely off should drastically reduce the magnitude of these fluctuations,
simplifying the calibration routines even further.

Importantly, the weak dependence of 𝑇∗2 on temperature makes silicon qubits
remarkably robust against temperature, enabling to execute a universal quantum
gate set. The ability to operate lithographically defined qubits above one Kelvin
resolves one of the key challenges toward the integration of quantum hardware
and control electronics on the same chip. This integration can reduce the number
of lines going from room temperature to the device and, at the same time, greatly
simplify onchip wiring, facilitating the realization of quantum integrated circuits for
largescale quantum computation.

7.6. Outlook
The demonstration of hot qubit operations is an important milestone toward the re
alization of a SiMOS quantum computer. While faulttolerant fidelity has not been
reached, the results of this chapter are a proof of principle and the weak temper
ature dependence shows that it feasible to increase the operating temperature of
qubits. Experiments on holes in silicon at temperatures up to 4.5 K [35] further
support this robustness against temperature. Because 𝑇∗2 currently is the limiting
factor for twoqubit gate fidelity, the next chapter will suggest optimisations in qubit
control.
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8
Highfidelity twoqubit gates
in silicon above one Kelvin

Yesterday’s sensation is today’s calibration,
and tomorrow’s background.

Richard P. Feynman

Qubit logic is commonly implemented by pulsing the exchange interaction,
to realize a CPHASE gate, or via driven rotations, to realize a CROT gate.
Despite demonstrations of entangling SWAP oscillations, the integration with
singlequbit control to create a universal gate set as originally proposed for
single spins in quantum dots has remained elusive. In this chapter we show
that we can overcome these limitations and execute a multitude of native
twoqubit gates, together with singlequbit control, in a single device, reduc
ing the operation overhead to perform quantum algorithms. We demonstrate
singlequbit rotations together with the twoqubit gates CROT, CPHASE and
SWAP. Furthermore, we introduce novel adiabatic and diabatic composite se
quences, which allow the execution of CPHASE and SWAP gates on the same
device, despite the finite Zeeman energy difference. Both twoqubit gates can
be executed in less than 100 ns and, by theoretically analysing the exper
imental noise sources, we predict control fidelities exceeding 99%, even for
operation above one Kelvin.

Parts of this chapter have been published as a preprint in arXiv 2007.09034 (2020) [1].
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8.1. Introduction
Twoqubit gates are at the heart of quantum information science, as they may be
used to create entangled states with a complexity beyond what is classically simu
latable [2], and ultimately may enable the execution of practically relevant quantum
algorithms [3]. Optimizing twoqubit gates is therefore a central aspect across all
qubit platforms [4]. In quantum dot systems, twoqubit gates can be naturally
implemented using the exchange interaction between spin qubits in neighbouring
quantum dots [5]. Pulsing the interaction drives SWAP oscillations when the ex
change energy is much larger than the Zeeman energy difference of the qubits
[5, 6], while it results in CPHASE oscillations when the Zeeman energy difference
is much larger than the exchange energy [7]. Singlequbit gates need also to be
implemented to access the full twoqubit Hilbert space, and this requires distin
guishability between the qubits. This is commonly obtained through the spinorbit
coupling [8] or by integrating nanomagnets [9, 10], causing significant Zeeman
energy differences. Realizing a highfidelity SWAPgate in this scenario would re
quire extremely large values of exchange interaction. For this reason, the CPHASE
operation has been the native gate in experimental demonstrations of twoqubit
logic when the exchange interaction is pulsed [11–13]. An alternative implemen
tation of twoqubit logic can be realized by driven rotations, which become state
dependent in the presence of exchange interaction and can be used to realize CROT
operations [14–17]. Driving rotations can also be used to realize a resonant SWAP
gate [18], which can be used to perform state swapping.

While universal quantum logic can be obtained by combinations of singlequbit
rotations and an entangling twoqubit operation [19], the ability to directly execute
a multitude of twoqubit gates would reduce the number of operations required
to execute practical algorithms. Here, we demonstrate on the same device the
implementation of the CROT, SWAP, and CPHASE, which are all essential gates
in quantum computing and error correction applications. SWAP operations can in
particular be useful in large quantum dot arrays, providing a means to achieve be
yond nearestneighbor connectivity. We overcome the limitations imposed by the
finite Zeeman energy difference between the qubits by introducing novel control se
quences, which also allow the execution of the CPHASE and the SWAP in short time
scales and a predicted highfidelity. Moreover, we demonstrate these operations at
temperatures exceeding one Kelvin. The cooling power at these elevated temper
atures is much larger and thereby more compatible with the operation of classical
electronics, such that quantum integrated circuits based on standard semiconductor
technology become feasible [20–22].
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Figure 8.1: Twoqubit gates and quantum coherence of silicon spin qubits operated at a T =
1.05 K. a Schematic representation of the double quantum dot system. The device is the same as used
in Chapter 7. Two plunger gates (𝑃1 and 𝑃2) and one barrier gate (𝐵t) are used to control the detuning
energy 𝜖 and the tunnel coupling 𝑡 between the quantum dots. Spin manipulation occurs via electron
spinresonance (ESR) using an onchip microwave line. The energy diagram displays the four electron
spin states as a function of 𝜖. We exploit both driven rotations and pulsed exchange for coherent control.
Controlled rotations (CROTs) can in principle be executed at all points where 𝐽 ≠ 0, given that gate
times are appropriately set. CPHASE gates are conveniently executed when the exchange interaction is
much smaller than the Zeeman energy difference between the qubits, while SWAP oscillations can be
realized when the exchange interaction is much larger. b Using ESR control we find the four resonance
frequencies of the twoqubit system. Here, the exchange interaction is tuned to 3 MHz. The spectrum is
composed of the frequencies: 𝑓1 (|↑↓⟩ ⟶ |↓↓⟩), 𝑓2 (|↓↓⟩ ⟶ |↓↑⟩), 𝑓3 (|↑↑⟩ ⟶ |↓↑⟩) and 𝑓4 (|↑↓⟩ ⟶ |↑↑⟩). c
Coherence times as a function of the number of refocusing 𝜋 pulses. Here, the exchange is set to 2 MHz.
The plot includes the dephasing times measured through a Ramsey experiment to allow comparison.
de Realization of CROT operations. Rabi oscillations of the target qubit are controlled by the spin state
of the control qubit. We find controlled rotations on all the four resonance frequencies 𝑓1 , 𝑓2 , 𝑓3 , 𝑓4.
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8.2. Twoqubit system
The experimental twoqubit system is based on electron spin states confined in a
silicon double quantum dot as schematically shown in Fig. 8.1a. The silicon double
quantum dot is fabricated using an overlapping gate architecture on a silicon wafer
with an isotopically enriched 28Si epilayer of 800 ppm residual concentration of 29Si
[17, 23]. In order to obtain an optimal exchange coupling between the electrons,
qubits Q1 and Q2 are defined with 𝑁Q1 = 1 and 𝑁Q2 = 5, where 𝑁 is the charge
occupancy. Spin readout is performed at the (1,5)(2,4) charge anticrossing, where
the |↓↑⟩ tunnels to the singlet (2,4) charge state, while the other spin states are
blocked because of the Pauli exclusion principle. By using an adiabatic pulse from
the (2,4) to the (1,5) region, we initialize the system in the |↓↑⟩ state. Because of
the limited sensitivity of the singleelectrontransistor (SET) that we use for charge
readout, we average the singleshot readout traces and subtract a reference sig
nal. We therefore obtain a current signal, proportional to the probability to have
a blocked state. We note that the readout fidelity can be further improved, even
at these higher temperatures [24], but here we focus on the coherent control. We
perform spin manipulation via electron spin resonance (ESR) using an onchip alu
minum microwave antenna. All measurements have been performed in a dilution
refrigerator at a temperature of 𝑇fridge = 1.05K and with an external magnetic field
of 𝐵ext = 250mT.

8.3. Controlled rotations
Similar to the experiments in Chapter 7we control the exchange interaction 𝐽 via
the detuning 𝜖 between the two quantum dots and we measure couplings from 𝐽 =
2MHz up to 𝐽 = 45MHz, as measured from the frequency of SWAP oscillations and
the shift in the energy of the qubit resonance frequencies. By fitting the exchange
spectrum we extract a Zeeman energy difference between the two qubits Δ𝐸z =
11MHz, which originates from the electron gfactor variations due to spinorbit
coupling. This frequency difference is large enough to have a negligible impact
on qubit control fidelities. The fitting suggests a negligible dependence of Δ𝐸z on
detuning, further supported by the small magnetic field applied and the absence
of external magnetic gradients. Figure 8.1b shows the four resonance frequencies
of the twoqubit system when 𝐽 = 3MHz. At this value of exchange interaction
we tune the 𝜋rotation times to be 𝑡CROT = 660 ns such that we synchronize the
Rabi oscillations of the target transition with the closest offresonant transition in
order to suppress crosstalk [25]. From Ramsey experiments on frequencies 𝑓1 and
𝑓4 we measure dephasing times 𝑇∗2,Q1 = 2.3µs and 𝑇∗2,Q2 = 2.9µs. The CarrPurcell
MeiboomGill (CPMG) pulse sequence can extend the coherence times, by filtering
out the lowfrequency noise. As shown in Fig. 8.1c, we measure a maximum
𝑇2,Q1 = 63µs and 𝑇2,Q2 = 44µs when 15 refocusing pulses are applied, setting new
benchmarks for the coherence time of quantum dot spin qubits at temperatures
above one Kelvin.

When the exchange interaction is set to a nonzero value, it is possible to realize
the CROT via driven rotations since the resonance frequency of one qubit depends
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Figure 8.2: Adiabatic CPHASE operation at T = 1.05 K. ab Conditional phase oscillations by adi
abatically pulsing the detuning energy 𝜖 to increase the exchange interaction 𝐽, measured using the
quantum circuit depicted in the top panels. The antiparallel spin states acquire a phase with respect to
the parallel states, resulting in coherent oscillations as a function of the duration of the detuning pulse.
At smaller detuning values, the exchange interaction increases resulting in faster oscillations. Due to the
exchange interaction, the energy difference 𝐸↓↑−𝐸↓↓ (measured in a) is smaller than 𝐸↑↑−𝐸↑↓ (measured
in b), resulting in an acquired phase on the target qubit (T) that is dependent on the state of the control
qubit (C).

on the state of the other qubit. This CROT gate is a universal twoqubit gate and
equivalent to a CNOT gate up to singlequbit phases [17]. Figures 8.1de show
controlled rotations by setting both configurations of target and control qubits.

8.4. CPHASE gate
An alternative way to achieve a universal gate set is through the implementation
of the CPHASE gate. Moving in detuning energy toward the (1,5)(2,4) charge
anticrossing lowers the energy of the antiparallel |↓↑⟩ and |↑↓⟩ states with respect
to the parallel |↓↓⟩ and |↑↑⟩ spin states. Therefore, pulsing the detuning for a
time 𝑡 results in a phase gate on the target qubit conditional on the spin state
of the control qubit. When the total phase 𝜙 = 𝜙|↓↑⟩ + 𝜙|↑↓⟩ = (2𝑛 + 1)� with 𝑛
integer, a CPHASE gate is realized [7]. A highfidelity implementation of such a gate
requires a Zeeman energy difference between the two qubits much larger than the
exchange interaction, in order to suppress the evolution of the exchange gate [5].
This condition is conveniently met in devices with micromagnets [12, 14], where
the CPHASE is the most natural choice as the native twoqubit gate.

In our system, Δ𝐸z is comparable in magnitude to the accessible 𝐽, due to the
small 𝐵ext applied. This means that a detuning pulse will also cause the |↓↑⟩ and
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Figure 8.3: Adiabatic and diabatic CPHASE operation at T = 1.05 K. a Schematic of the quantum
circuit to verify CPHASE operation. The adiabatic detuning pulse of the CPHASE gate is tuned such that
the antiparallel spin states acquire a total phase of 𝜋. The exchange is increased to 𝐽 = 27.5 MHz using
a ramp 𝑡𝑟 = 60 ns and the total gate time is 𝑡CPHASE = 152 ns. bc We verify CPHASE operation by
measuring the normalized spinup probability, obtained through conversion of the readout current, and
observe clear antiparallel oscillations. d Schematic representation of an adiabatic (dashed black) and
a diabatic (solid blue) CPHASE. e The diabatic CPHASE is optimized by changing the amplitude of 𝜖
and measuring the probabilities of the four possible spin states. Due to the finite Zeeman difference
(Δ𝐸z = 11MHz) SWAPinteractions are not negligible. However, the exchange can be tuned such that
the states undergo rotations of 2𝜋. f We tune and optimize this by measuring the phase, projected to
the spin states through a 𝜋/2pulse on the target qubit. We obtain a diabatic CPHASE for 𝑡CPHASE =
67 ns.

|↑↓⟩ states to undergo SWAP rotations. While these rotations occur along a tilted
angle due to the nonzero Δ𝐸z, they can still reduce the fidelity of the CPHASE gate.
In order to avoid unwanted SWAP rotations we implement an adiabatic detuning
pulse, by ramping 𝜖 to the desired value instead of changing it instantaneously (see
schematic in Fig. 8.2b). In this way, a highfidelity CPHASE gate can still be realized
with an arbitrarily small Δ𝐸z at the cost of a longer gate time. In Fig. 8.2a and 8.2b
we change the duration of a detuning pulse in between a Ramseylike experiment
on Q1, with and without a 𝜋 pulse applied to Q2. The frequency of the oscillations
of Q1 depends strongly on the spin state of Q2, thereby demonstrating a controlled
phase operation. Because of the finite Zeeman energy difference, the antiparallel
|↓↑⟩ state shifts significantly more in energy than the |↑↓⟩ state. Consequently, the
oscillations in Fig. 8.2a are significantly faster than in Fig. 8.2b. Similarly, the
decay time in Fig. 8.2b is significantly longer than in Fig. 8.2a because of the
lower sensitivity to electrical noise. In Fig. 8.3ac the pulse time is calibrated such
that the total phase 𝜙 = 𝜋. We measure this in a Ramseylike experiment where
we probe the phase acquired by the target qubit for different control qubit states.
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From Fig. 8.3b and c we can observe that the resulting oscillations are nicely out
ofphase, which demonstrates the CPHASE gate. We achieve a gate time 𝑡CPHASE
= 152ns, which is mostly limited by the adiabatic ramps which take 𝑡r = 60 ns.
From a comparison with simulations we find that the contribution of both ramps to
the total phase 𝜙 is approximately 1.7𝜋.

This gate time can be significantly sped up with the implementation of a geomet
ric CPHASE gate, that does not require adiabaticity [26]. For the implementation
of this gate we synchronize the unwanted exchange oscillations with the total gate
duration, i.e. our gate performs a CPHASE evolution while the exchange oscilla
tions performs a complete cycle. For a perfectly diabatic pulse the condition for the
exchange interaction is:

𝐽 = (4 𝐽res +√3Δ𝐸2z + 4𝐽2res)/3, (8.1)

where 𝐽res is the residual exchange interaction at the point where we perform CROT
gates.

Figures 8.3ce show the experimental implementation of the geometric CPHASE
gate. We sweep the amplitude of the detuning pulse and monitor the spin state
probabilities in (see section 8.9) during exchange oscillations, and the total phase
acquired by the antiparallel spin states. We notice that when 𝜖 ≈ 68mV, the
antiparallel spin states execute a 2𝜋 rotation, while acquiring a total phase shift of
𝜋. At this value of detuning we measure 𝐽 ≈ 10MHz and therefore in agreement
with Eq. 8.1. The total gate time is reduced here to 𝑡CPHASE = 67 ns.

8.5. SWAP gate
We now turn to the implementation of a SWAP gate, the originally proposed quan
tum gate for quantum dots [5]. Despite the experimental demonstration of ex
change oscillations [6, 27, 28], its implementation together with singlequbit gates
is rather challenging because of the requirement of a negligible Zeeman difference
between the qubits. In the following, we will discuss a novel protocol that can over
come this problem and allow for a highfidelity SWAP gate, even in the presence of
a finite Δ𝐸z.

In order to observe SWAP oscillations, we implement a sequence where we
initialize in the |↓↑⟩ state and pulse 𝜖 for a time 𝑡. Clear exchange oscillations
between the |↓↑⟩ and the |↑↓⟩ state are visible when the detuning pulse is diabatic
(see Fig. 8.4a), where the oscillation frequency is 𝑓SWAP = √𝐽2 + Δ𝐸2z . As we make
the pulse more adiabatic by ramping 𝜖, the oscillations disappear and the regime
becomes suitable for a CPHASE implementation as discussed before. Even when
the detuning pulse is perfectly diabatic, we do not obtain a perfect SWAP due to
the finite Δ𝐸z. Instead, the spin states rotate in the Bloch sphere around the tilted
axis of rotation 𝑟 = (𝐽, 0, Δ𝐸z)𝑇, similar to what happens for offresonant driving.
Figure 8.4c and 8.4d show that when starting in the |↓↑⟩ state, a maximum |↑↓⟩
state probability of 64% is obtained in 𝑡SWAP = 18 ns, which is in agreement with
our simulated predictions (see section 8.7).
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Figure 8.4: Pulsed SWAP and composite exchange pulse for highfidelity SWAP at T = 1.05
K. a SWAP oscillations as a function of the ramp time for a detuning pulse such that 𝐽 = 23MHz. When
the pulsing becomes adiabatic with respect to variations in 𝐽, the exchange oscillations are suppressed.
In order to maximize the readout signal we project the |↑↓⟩ to the |↑↑⟩ with a 𝜋 pulse on f2. b Pulse
sequence of the composite SWAP gate to correct for errors coming from the finite Zeeman energy
difference. The Bloch spheres on top show the time evolution when starting in the |↓↑⟩ state, with the
Bloch vector depicted in nanosecond time steps. We first diabatically pulse the exchange to 𝐽 = 27MHz,
in order to bring the state on the equator of the singlettriplet Bloch sphere. Then we correct for the
phase offset with an adiabatic exchange pulse to 𝐽 = 2.4MHz. We complete the state flip with another
exchange pulse to 𝐽 = 27MHz. cd Probabilities of the four spin states as a function of the SWAP
interaction time. The states |↑↑⟩ and |↓↓⟩ are not affected, while the states |↓↑⟩ and |↑↓⟩ oscillate. Due
to the finite Zeeman difference we achieve a maximum |↑↓⟩ state probability of 64 % for 𝑡SWAP = 18 ns.
The exchange interaction is set to 𝐽 = 27MHz. e Spin state probability after applying the composite
SWAP and as a function of the adiabatic pulse time 𝑡corr, from which we find the optimum 𝑡corr = 62 ns.
f Spin state probability after executing the composite SWAP sequence starting from the initial state
|↓↑⟩. Compared to the detuning pulse as shown in d we find a clear improvement in the spin flip SWAP
probability.

8.6. Composite gates
Composite pulse sequences [34, 35] can correct for the tilted axis of rotation. It is
possible to achieve full population transfer with an exchange sequence consisting
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Figure 8.5: Gate times and simulated fidelities for silicon qubits at T = 1.05 K. a Gate times
and simulated fidelities for all the twoqubit gates discussed in the main text, where 𝐹𝑖𝑑𝑒𝑎𝑙 represent
the fidelity in the absence of noise and 𝐹𝑛𝑜𝑖𝑠𝑒 takes into account the experimental noise at 1.05 Kelvin.
We find highfidelity twoqubit gates can be obtained in silicon above one Kelvin, by using diabatic
CPHASE or composite SWAP sequences. The CROT fidelity is calculated as a conditional 𝜋flip for better
comparison. Good agreement is obtained with previous experiments [17], confirming that the simulated
noise is an accurate estimate of the real noise. Further improvement in the fidelities of the CROT and the
CPHASE may be obtained by incorporating pulse shaping [29–33]. b Simulated data for the sequence
used in Fig. 8.2a and b.

of alternating diabatic and adiabatic exchange pulses. The corresponding time
evolution operators in the odd parity subspace are:

𝑈r = 𝑒𝑖Φr𝑒𝑖𝜃r𝑟⋅𝜎 (8.2)

𝑈z = 𝑒𝑖Φz𝑒𝑖𝜃z�̂� (8.3)

for a diabatic and an adiabatic pulse respectively. Here 𝜎 = (�̂�, �̂�, �̂�) is the vector
consisting of the Pauli matrices, Φr,z = 𝐽𝑡r,z/2 the accumulated entangling phase
during the pulse, and 𝜃r,z = 𝑡r,z√𝐽2 + Δ𝐸2z /2 the angle of rotation. The condition
for a SWAP gate is 𝑈tot = 𝑈r𝑈z𝑈r𝑈z2𝑈r2 ⋯ ≡ �̂�. The number of necessary pulses
depends on the angle of rotation; obviously a minimal pulse sequence requires
|Δ𝐸z| ≤ 𝐽. In the typical regime of operation for devices with micromagnets, where
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𝐽 < Δ𝐸𝑧, a multistep sequence is required. In the limit 𝐽 ≪ Δ𝐸𝑧 many steps are
necessary and the pulse sequence becomes gradually an ac signal giving rise to the
acSWAP gate [18]. Furthermore, it is essential to include the global phase which
corresponds to a conditional phase evolution in the full twoqubit space and needs
to vanish when implementing a SWAP gate. This protocol is highly versatile and can
also produce maximally entangling gates, i.e., √SWAP if 𝑈tot ≡ 𝑖�̂�/2 and 𝑖SWAP for
𝑈tot ≡ 𝑖�̂�. While finding an optimal sequence for such a composition can be done in
general following the procedure of [35], here we extend these considerations into
a multiqubit space, which gives rise to additional constraints.

A possible minimal length solution for a SWAP gate is sketched in Fig. 8.4b and
the trajectory of the qubit state is seen in the inset. In the experiment, we calibrate
the exchange interaction at all stages of the pulse, fix the time of the diabatic pulses
to 12 ns and sweep the length of the adiabatic pulse 𝑡corr in order to find the best
point. Figure 8.4e shows how the four spin probabilities change when sweeping
𝑡corr. We find an optimal 𝑡corr = 62 ns and the four spin state probabilities for a total
pulse duration 𝑡SWAP = 88 ns are plotted in Fig. 8.4f. The SWAP probability exceeds
90%, where the remaining error is dominated by miscalibrations, inaccuracies in the
gates needed to reconstruct the spin state probabilities, and statepreparationand
measurement (SPAM) errors.

8.7. Simulation of fidelities
For all the twoqubit gates we obtain the fidelities by numerically solving the time
dependent Schrodinger equation 𝑖ℏΨ̇(𝑡) = 𝐻(𝑡)Ψ(𝑡) using a step size 𝑡 = 50 ps. We
have confirmed that a faster sampling rate does not change the simulation results.
In order to resemble real setups and to avoid sampling problems, we filter all time
dependent signals using a highpass filter with a cutoff frequency of 300MHz. All
simulations are performed using the Heisenberg Hamiltonian

𝐻(𝑡) = Δ𝐸z(𝜖)(𝑆z,1 − 𝑆z,2)/2 + 𝐽(𝜖)(𝑆1 ⋅ 𝑆2 − 1/4), (8.4)

where 𝑆𝑖 = (𝑆x,i, 𝑆y,i, 𝑆z,i) is the spin operator of the electron in quantum dot 𝑖. The
parameters Δ𝐸z(𝜖) and 𝐽(𝜖) are the qubit frequency difference and the exchange
interaction which both depend on the detuning 𝜖.

To include the effect of decoherence we add stochastic fluctuations of the detun
ing, 𝜖 → 𝜖+𝛿𝜖(𝑡) to each run of the time evolution and average the resulting density
matrix. To emulate the effect of 1/𝑓 charge noise we generate timedependent fluc
tuations 𝛿𝜖(𝑡) following a 𝑆(𝜔) = 𝐴𝜖/𝑓 spectral density using the method described
in Ref. [36, 37]. The amplitude of the noise 𝐴𝜖 is set such that it reproduces the
decay time of the exchange oscillations measured experimentally. Using the same
value of noise we then simulate the Ramsey sequences of Fig. 8.2a and 8.2b and
we show the results in Fig. 8.5b. The decay times that we extract are in agreement
with the measured decays 𝑇∗2,C↓ = (397 ± 24) ns and 𝑇∗2,C↑ = (3.9 ± 0.6) µs

The table in Fig. 8.5a shows the fidelities associated with the twoqubit gates
CROT, CPHASE, and SWAP. Here, 𝐹ideal represents the simulated fidelities taking
into account the relevant parameters, but neglecting any decoherence. We find
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𝐹ideal > 99% for all gates except the SWAP, which is limited in fidelity by the finite
Δ𝐸z.

We have also modelled the decoherence assuming 1/f noise as the dominant
noise source.

By fitting the experimental data in Fig 8.2a and 8.2b, we conclude that our model
can reproduce the decoherence with good agreement. Based on these simulations
we determine 𝐹noise. The fidelity of the CROT and the CPHASE gate are significantly
affected by the noise, due to the relatively long gate times, and we find that the
predicted CROT fidelity 𝐹noise = 89 % is close to the experimentally measured fi
delity 𝐹 = 86 % [17]. The SWAP, diabatic CPHASE and composite SWAP are less
affected by the noise and in particular we predict that both the diabatic CPHASE
and composite SWAP can be executed with fidelities above 99 %.

8.8. Conclusion
While experimental data will be needed to validate these predictions, these results
showcases how a multitude of native twoqubit gates can be executed with high
fidelities and remarkable gate speeds. The limiting factor to the fidelities is the
charge noise, as we have to significantly pulse the detuning to control the exchange
interaction. Significant improvements can be expected by keeping the detuning
at zero and instead pulsing the tunnel coupling, as this scheme is to firstorder
insensitive to charge noise.

The ability to execute a diverse set of highfidelity twoqubit gates defines silicon
quantum dots as a versatile platform for quantum information. The low magnetic
field operation and the small Zeeman energy difference between qubits is further
more beneficial for the realization of scalable qubit tiles, as it supports highfidelity
shuttlers and onchip resonators for longdistance qubit links. Moreover, the ability
to execute quantum logic at temperatures exceeding one Kelvin provides a pathway
to quantum integrated circuits that host both the qubits and their control circuitry
for scalable quantum hardware.

8.9. Reconstruction of the spin state probabilities
In order to readout the spin states we average all singleshot readout traces and
subtract a reference sequence in which no gates are performed. The correspond
ing readout signal is therefore a current that is proportional to the probability of
having a blocked state. In order to be able to reconstruct the four probability am
plitudes |𝐴|2, |𝐵|2, |𝐶|2, |𝐷|2 of an arbitrary state 𝜓 = 𝐴 |↑↑⟩+𝐵 |↑↓⟩+𝐶 |↓↑⟩+𝐷 |↓↓⟩
it is necessary to know the current signal of the four spin states {𝛼 ⟶ |↓↑⟩ , 𝛽 ⟶
|↑↑⟩ , 𝛾 ⟶ |↓↓⟩ , 𝛿 ⟶ |↑↓⟩}. By initializing the |↓↑⟩ state and then using the four
frequencies f1, f2, f3, f4 we can reach all spin states and therefore measure the pa
rameters 𝛼, 𝛽, 𝛾, 𝛿.

Once we measure the current signals for all spin states we need to gain informa
tion about the state 𝜓. We therefore apply the following sequences and measure
the parameters 𝜙0, 𝜙1, 𝜙2, 𝜙3:
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• Sequence: prepare state 𝜓 and then measure. We measure a current 𝜙0
equal to:

𝜙0 = |𝐴|2𝛽 + |𝐵|2𝛿 + |𝐶|2𝛼 + |𝐷|2𝛾 (8.5)

• Sequence: prepare state 𝜓, apply a 𝜋 pulse on f1, and then measure. We
measure a current 𝜙1 equal to:

𝜙1 = |𝐶|2𝛽 + |𝐵|2𝛿 + |𝐴|2𝛼 + |𝐷|2𝛾 (8.6)

• Sequence: prepare state 𝜓, apply a 𝜋 pulse on f0, and then measure. We
measure a current 𝜙2 equal to:

𝜙2 = |𝐴|2𝛽 + |𝐵|2𝛿 + |𝐷|2𝛼 + |𝐶|2𝛾 (8.7)

• Sequence: prepare state 𝜓, apply a 𝜋 pulse on f2, apply a 𝜋 pulse on f1, and
then measure. We measure a current 𝜙3 equal to:

𝜙3 = |𝐶|2𝛽 + |𝐴|2𝛿 + |𝐵|2𝛼 + |𝐷|2𝛾 (8.8)

Therefore we have the following system of equations, that we want to solve for
the probabilities |𝐴|2, |𝐵|2, |𝐶|2, |𝐷|2:

⎡
⎢
⎢
⎣

𝛽 𝛿 𝛼 𝛾
𝛼 𝛿 𝛽 𝛾
𝛽 𝛿 𝛾 𝛼
𝛿 𝛼 𝛽 𝛾

⎤
⎥
⎥
⎦
⋅
⎡
⎢
⎢
⎣

|𝐴|2
|𝐵|2
|𝐶|2
|𝐷|2

⎤
⎥
⎥
⎦
=
⎡
⎢
⎢
⎣

𝜙0
𝜙1
𝜙2
𝜙3

⎤
⎥
⎥
⎦

(8.9)

We solve the system by inverting the matrix:

⎡
⎢
⎢
⎣

|𝐴|2
|𝐵|2
|𝐶|2
|𝐷|2

⎤
⎥
⎥
⎦
=
⎡
⎢
⎢
⎣

𝛽 𝛿 𝛼 𝛾
𝛼 𝛿 𝛽 𝛾
𝛽 𝛿 𝛾 𝛼
𝛿 𝛼 𝛽 𝛾

⎤
⎥
⎥
⎦

−1

⋅
⎡
⎢
⎢
⎣

𝜙0
𝜙1
𝜙2
𝜙3

⎤
⎥
⎥
⎦

(8.10)

Finally the resulting amplitudes are normalized. The extracted probabilities cor
respond to the diagonal parts of the density matrix 𝜌 which may violate ∑𝑖 𝜌𝑖𝑖 = 1
due to measurement and gate errors. In order to ensure the physicality of our re
sults we perform a maximumlikelihood estimation [38] using the diagonal elements
of the density matrix.

References
[1] L. Petit, et al., Highfidelity twoqubit gates in silicon above one Kelvin,

arXiv:2007.09034 (2020).

[2] F. Arute, et al., Quantum supremacy using a programmable superconducting
processor, Nature 574, 505 (2019).

http://arxiv.org/abs/2007.09034


References

8

117

[3] M. Reiher, et al., Elucidating reaction mechanisms on quantum computers,
Proceedings of the National Academy of Sciences 114, 7555 (2017).

[4] T. D. Ladd, et al., Quantum computers, Nature 464, 45 (2010).

[5] D. Loss and D. P. DiVincenzo, Quantum computation with quantum dots, Phys
ical Review A 57, 120 (1998).

[6] J. R. Petta, et al., Coherent Manipulation of Coupled Electron Spins in Semi
conductor Quantum Dots, Science 309, 2180 (2005).

[7] T. Meunier, V. Calado, and L. Vandersypen, Efficient controlledphase gate for
singlespin qubits in quantum dots, Physical Review B 83, 121403 (2011).

[8] M. Veldhorst, et al., An addressable quantum dot qubit with faulttolerant
controlfidelity, Nature Nanotechnology 9, 981 (2014).

[9] E. Kawakami, et al., Electrical control of a longlived spin qubit in a Si/SiGe
quantum dot, Nature Nanotechnology 9, 666 (2014).

[10] J. Yoneda, et al., A quantumdot spin qubit with coherence limited by charge
noise and fidelity higher than 99.9%, Nature Nanotechnology 13, 102 (2018).

[11] M. Veldhorst, et al., A twoqubit logic gate in silicon, Nature 526, 410 (2015).

[12] T. F. Watson, et al., A programmable twoqubit quantum processor in silicon,
Nature 555, 633 (2018).

[13] X. Xue, et al., Benchmarking gate fidelities in a Si/SiGe twoqubit device, Phys
ical Review X 9, 021011 (2019).

[14] D. M. Zajac, et al., Resonantly driven CNOT gate for electron spins, Science
359, 439 (2018).

[15] W. Huang, et al., Fidelity benchmarks for twoqubit gates in silicon, Nature
569, 532 (2019).

[16] N. Hendrickx, et al., Fast twoqubit logic with holes in germanium, Nature 577,
487 (2020).

[17] L. Petit, et al., Universal quantum logic in hot silicon qubits, Nature 580, 355
(2020).

[18] A. Sigillito, et al., Coherent transfer of quantum information in a silicon dou
ble quantum dot using resonant SWAP gates, npj Quantum Information 5, 1
(2019).

[19] A. Barenco, et al., Elementary gates for quantum computation, Physical Review
A 52, 3457 (1995).



8

118 References

[20] M. Veldhorst, H. G. J. Eenink, C. H. Yang, and A. S. Dzurak, Silicon CMOS
architecture for a spinbased quantum computer, Nature Communication 8,
1766 (2017).

[21] L. M. K. Vandersypen, et al., Interfacing spin qubits in quantum dots and
donors—hot, dense, and coherent, npj Quantum Information 3, 34 (2017).

[22] R. Li, et al., A crossbar network for silicon quantum dot qubits, Science Ad
vances 4, eaar3960 (2018).

[23] W. Lawrie, et al., Quantum dot arrays in silicon and germanium, Applied
Physics Letters 116, 080501 (2020).

[24] M. Urdampilleta, et al., Gatebased high fidelity spin readout in a CMOS de
vice, Nature Nanotechnology 14, 737 (2019).

[25] M. Russ, et al., Highfidelity quantum gates in Si/SiGe double quantum dots,
Physical Review B 97, 085421 (2018).

[26] G. Burkard, D. Loss, D. P. DiVincenzo, and J. A. Smolin, Physical optimization
of quantum error correction circuits, Physical Review B 60, 11404 (1999).

[27] B. M. Maune, et al., Coherent singlettriplet oscillations in a siliconbased dou
ble quantum dot, Nature 481, 344 (2012).

[28] Y. He, et al., A twoqubit gate between phosphorus donor electrons in silicon,
Nature 571, 371 (2019).

[29] J. M. Martinis and M. R. Geller, Fast adiabatic qubit gates using only σz control,
Physical Review A 90, 022307 (2014).

[30] U. Güngördü and J. Kestner, Pulse sequence designed for robust Cphase gates
in SiMOS and Si/SiGe double quantum dots, Physical Review B 98, 165301
(2018).

[31] F. CalderonVargas, et al., Fast highfidelity entangling gates for spin qubits in
Si double quantum dots, Physical Review B 100, 035304 (2019).

[32] U. Güngördü and J. Kestner, Analytically parametrized solutions for robust
quantum control using smooth pulses, Physical Review A 100, 062310 (2019).

[33] U. Güngördü and J. Kestner, Robust implementation of quantum gates despite
alwayson exchange coupling in silicon double quantum dots, Physical Review
B 101, 155301 (2020).

[34] L. M. Vandersypen and I. L. Chuang, NMR techniques for quantum control and
computation, Reviews of Modern Physics 76, 1037 (2005).

[35] X.M. Zhang, J. Li, X. Wang, and M.H. Yung, Minimal nonorthogonal gate
decomposition for qubits with limited control, Physical Review A 99, 052339
(2019).

http://dx.doi.org/10.1103/PhysRevA.99.052339
http://dx.doi.org/10.1103/PhysRevA.99.052339


References

8

119

[36] J. V. Koski, et al., Strong photon coupling to the quadrupole moment of an
electron in a solidstate qubit, Nature Physics 16, 642 (2020).

[37] Y.C. Yang, S. Coppersmith, and M. Friesen, Achieving highfidelity singlequbit
gates in a strongly driven charge qubit with 1/f charge noise, npj Quantum
Information 5, 1 (2019).

[38] D. F. V. James, P. G. Kwiat, W. J. Munro, and A. G. White, Measurement of
qubits, Physical Review A 64, 052312 (2001).





9
Conclusion and outlook

Problems that remain persistently insoluble should always be suspected as
questions asked in the wrong way.

Alan Watts

In this thesis we have taken a close look at several potential semiconductor plat
forms for quantum computation, narrowed down on SiMOS and proposed an archi
tecture. To limit the number of control lines, we require integrated control electron
ics and consequently ”hot qubits”. The following chapters focused on the optimiza
tion and characterisation of high (≈ 1 Kelvin) temperature operation of spin qubits
in SiMOS quantum dots. In this final chapter I will comment on the significance of
these results, discuss improvements that could be made and suggest possible fur
ther research. Finally, I will discuss challenges of largescale quantum computing
and the feasibility of implementing it in silicon.

121
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9.1. Conclusion
The goal of my research over the past four years was to demonstrate the feasibility
of hot qubits in the silicon metaloxidesemiconductor platform, to take advantage
of the highly advanced CMOS processing. The results are encouraging for the inte
gration of quantum technology with the classical computing industry, a milestone
towards achieving the radical scaling that is necessary.

We presented an integration scheme that can be used for quantum dot arrays
in the group IV semiconductor platforms SiMOS, Si/SiGe and Ge/SiGe in Chapter 3,
allowing us to study each material with minimal overhead. This allowed for a rapid
development of quantum dots and qubits in the new Ge/SiGe platform [1–4]. It is
still undetermined which platform is the best for a largescale quantum computer, a
quantitative comparison will be necessary such that a proper analysis of the trade
offs is possible. To focus the research, we narrowed down on SiMOS, chosen to
take maximum advantage of the compatibility with conventional CMOS technology

The architecture for a SiMOS based quantum processor that is proposed in Chap
ter 4 provides an example of fundamental components that are required: a dense
twodimensional qubit system based on quantum dot spin qubits, that makes use
of transistorbased control circuits for control, on which surface code error correc
tion can be implemented. Significant challenges to quantum dot control and qubit
operation become clear. Furthermore, it motivated the investigation into the tem
perature dependence of qubits and the development of ”hot qubits”. By raising
the operating temperature from the conventional milliKelvin regime, different cool
ing methods with vastly more cooling power become available. This allows for the
integration of control electronics on the same chip.

Due to the high disorder at the Si/SiO2 compared to Ge/SiGe and Si/SiGe, quan
tum dots defined in SiMOS are very small, and achieving sufficient control over sin
gle electrons has been a longstanding challenge. In Chapter 5 we demonstrated a
high degree of control over the location of and coupling between quantum dots in
SiMOS. We achieve a tunable tunnel coupling of up to tens of GHz between single
electrons, marking an important step towards sufficient control for the operation
of a large array of quantum dots. Further work should show that this amount of
control is possible for more than two quantum dots, in a linear or 2D fashion, where
all nearest neighbour couplings can be controlled.

To study the feasibility of hot qubits, we need to understand the mechanisms
behind relaxation and decoherence, as well as their temperature dependence. The
influence of temperature and magnetic field on the lifetime of a singleelectron spin
is investigated in Chapter 6. We demonstrate that T1 can still be over a millisecond
long at a temperature of one Kelvin, providing good prospects for achieving suf
ficient coherence times, also at higher temperatures. We develop a model based
on spinvalley mixing and find that the spin lifetime T1 can be further improved by
operating at a low magnetic field with a sufficiently large valley splitting energy.
Additionally, the weak temperature dependence of charge noise shows that qubit
operation will only moderately be affected by an increase in temperature.

The combination of several achievements in Chapter 7 enables the demonstra
tion of universal logic with qubits above 1 Kelvin, an important milestone for hot
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qubits. We implement hot spin readout using Pauli spin blockade, and use electron
spin resonance to drive controlled rotations for two qubits. We demonstrate uni
versality by performing twoqubit randomized benchmarking, where we achieve a
primitive gate fidelity of 86 %. The relatively low fidelity compared to the single
qubit experiments is attributed to decoherence during the time in which the qubits
are idle, which is comparable to 𝑇∗2 . We analyse the effect of temperature of 𝑇∗2
and find a weak temperature dependence, which predicts a robustness against the
increase in operating temperature necessary for hot qubits.

To improve the gate fidelity and to reduce the operation overhead of quantum
algorithms, we develop multiple native twoqubit gates in Chapter 8. We implement
entangling SWAP and CPHASE operations using novel adiabatic and diabatic com
posite sequences and gain an order magnitude in operating speed. These gates
are usually mutually exclusive, but here we perform them on the same device in
the presence of a finite Zeeman interaction. Especially in the NISQ era where hard
ware is very limited, gains in efficiency are critical to increase the possible practical
algorithms that can be demonstrated.

a b

Quantum programming

Compiler

QISA

Microarchitecture

Quantum to classical

Quantum chip

Full-stack quantum computer

Figure 9.1: Quantum computer layers. a Illustration of the quantum computing fullstack. Figure
adapted from [5]. b Levels of the quantum computer stack. Figure from [6].

9.2. Outlook: scalable quantum hardware
The work described in this thesis shows key developments for largescale integra
tion of silicon quantum dot spin qubits and great prospects for the feasibility of a
silicon spin based quantum computer. Still, many multidisciplinary challenges re
main before we can build a quantum computer, ranging from quantum information
to quantum software compiling to quantum hardware. To map these challenges, it
can be useful visualise a fullstack quantum computer. Figure 9.1a depicts a visuali
sation of the layers of such a system [5], where multiple modular layers connect the
quantum chip all the way to the programming of applications. Figure 9.1b shows a
distribution of the quantum computing stack into four main aspects [6]. Advances
on all levels as well as tight integration between them will be required to realise their
potential. Designing a generalpurpose reconfigurable array will cost too much in
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overhead, especially in the early days of largescale quantum computing. Close col
laboration between the developers of each stack layer will be necessary, hardware
needs to be designed with applications in mind and vice versa.

The connectivity of the qubit array should be designed to anticipate the demands
of the error correcting codes and algorithms that should be performed. Neverthe
less, while exploring potential applications it is important for efficient algorithms to
have a gate set with multiple twoqubit gates. For example, constructing a SWAP
gate out of CPHASEs and CROTs would result in a gate time significantly slower than
the sequence discussed in Chapter 8. A SWAP gate can be compiled using 3 con
secutive CROT gates, which would give a total SWAP time of ≈ 2µs. A SWAP gate
compiled from the much faster CPHASE gate requires 11 primitive operations [7],
which include 8 singlequbit gates and would therefore give an even larger over
head. Therefore, the composite exchange sequence can improve the gate time by
more than one order of magnitude.

This way, computation time can be reduced to reduce the impact of noise and
decoherence obtained. While there are many challenges on every part of the stack,
the remainder of this outlook will focus on aspects of the essential quantum hard
ware chip.

9.2.1. Device and materials
Since the inception of the idea of a spinbased quantum computer, multiple pro
posals and discussions of architectures have been published, varying in detail and
scope [8–13]. The general thought is that involvement from industry partners will
be necessary to realize a largescale system, and integrated control electronics
will be required to overcome the interconnect bottleneck [5]. Industrial efforts
are currently mostly focused on fin and nanowire based quantum dots [14–18],
as these are more compatible with standard CMOS processes in contrast to the
planar devices presented in this thesis. Quantum dots routinely form at the cor
ners of nanowires, where the shape of the nanowire has a much larger effect than
defects. The physics governing the spins in these quantum dots are mostly the
same but there are notable differences in the confinement, which is more symmet
ric for nanowire quantum dots with wraparound gates as there is less �̂� confine
ment. Results from academia about the feasibility of these systems are necessary
because of the slower industrial development cycle. A hybrid approach also ex
ists, where a combination of optical and electron beam lithography is used for a
high throughput of devices for mass standard semiconductor characterisations as
well as cryogenic measurements [19]. Employing similar technology for Si/SiGe or
Ge/SiGe is a challenge, as the formation of fins degrades the strain of the buried
quantum well. Research on these sorts of devices is currently limited to manually
deposited, chemically grown nanowires [20, 21] and patterned ”hut” wires [22, 23].
Recently, foundrymade planar Si/SiGe devices were presented [24] which provide
good prospects for adopting heterostructures in industrial quantum dot fabrication.

To compare the material quality of different group IV platforms, one can not sim
ply use mobility data, as mobility is a bulk property that peaks at high carrier density
and does not directly translate to quantum dot performance. The percolation den
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sity is a better metric that characterises disorder relevant for quantum dots [25].
Using either of these metrics, SiMOS performs way worse than the heterostructure
platforms, giving rise to the small quantum dot size. Efforts are underway for mul
tiplexed characterization of nano devices [26], and experiments to measure large
numbers of singleelectron transistors and quantum dots should give more insight.
Control over single electrons in SiMOS has been demonstrated in Chapter 5, but
this is not routinely achieved in all devices. The current gate pitch is just on the
threshold of being sufficient for this degree of control and improvements in fabrica
tion are required to routine achieve full control over tunnel coupling and detuning of
single electrons. The exposure, development, deposition and liftoff processes need
to be optimised to push the gate size to its lower limits. In the current process,
the oxide thickness between gate layers is overdimensioned because it used to
be the main suspected point of leakage. A direct improvement could be made by
finding the minimal oxide thickness where there is no gate to gate leakage in the
required operating voltage range. A thinner oxide will also increase the lever arm
and reduce charge noise from charge traps in the oxide. This additionally allows us
to reduce the separation between the gates which further increases the degree of
control over the quantum dots.

9.2.2. Operating temperature of quantum hardware
Picking a temperature at which the quantum computer will operate is mostly depen
dent on the cooling methods, where 0.3K for pumped 3He and 1.2K for pumped 4He
are obvious contenders. While 3He is rare, longterm production can be increased
if there is demand [27]. To achieve the necessary raw cooling power, a pumped
3He bath seems the most viable option. Proper packaging with high thermal con
ductance and a large surface area will be essential to get the dissipated heat out of
the sample. Another gain can be made by thermally isolating the control electronics
from the qubits, for example by having them connected only by superconducting
leads. This ensures that heat generated in the control electronics does not reach
the qubits. A final step could be made by designing a hybrid cooling system where
the qubit part of the chip is cooled through a separate coldfinger, thermally isolated
from the 3He bath. This way, both the qubits and the control electronics can be
kept at their optimal operating temperatures.

9.2.3. Readout of a qubit array
High fidelity readout is a critical aspect of largescale quantum computation. Most
experiments in this thesis made use of charge sensing readout: the measurement
of the DC current through a single electron transistor nearby the quantum dots.
The integration time (usually on the order of 30 𝜇s  1 ms) limits the bandwidth
to tens of kHz. The readout time becomes the bottleneck to performing spinqubit
experiments and limits fidelity. Instead, we can measure the RF reflectometry re
sponse of the SET using highfrequency LC impedance matching techniques [28],
which have enabled singleshot readout with only several microseconds of integra
tion time, achieving a bandwidth above 100 MHz and a charge readout fidelity of
>99.9% [29, 30]. Realtime feedback control can be implemented to maintain sen
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sitivity of the charge sensor [31]. For this purpose, a resonating circuit is connected
to the source of the SET. To prevent RF leakage, careful sample design is required
to ensure a wellmatching contact resistance and low parasitic capacitance of the
2DEG [30]. Next to this ”Ohmicstyle” approach, there is the ”splitgate style”,
where the RF signal is connected to the accumulation gate of the SET (”ST” for the
devices in this thesis) which is capacitively coupled to the 2DEG [32]. The gate
is split such that one part has a low parasitic capacitance and can be used for RF
sensing while the other part is used as an independent lead gate that provides a
highimpedance channel to the Ohmic contact to prevent leakage of the RF signal.

An alternative readout method uses the dispersive interaction of a quantum
system with a resonator, where the complex impedance of (spindependent) tun
neling between two quantum dots can be measured [33–38]. An integration time
of 1 𝜇s (1GHz bandwidth) with a fidelity of 99.7 % has been achieved. Here, the
resonating circuit is connected to a quantum dot gate such that the RF response
is conditional on the quantum dot charge state, which manifests as an additional
quantum capacitance [39]. This removes the need for a charge sensor by directly
coupling the qubit to a resonator, putting fewer constraints on the design when
scaling up. Onchip integration of the resonator can further reduce losses. The
current device design can be improved by fabricating an onchip resonator using a
superconducting material with a high kinetic inductance, such as NbTiN. This res
onator can extend to the quantum dot area to function as one of the gates for
optimal integration.

Performing readout of all qubits in a large array will require smart implemen
tation of these readout circuits as it is not possible to have a dedicated resonator
for every qubit. The typical footprint of a resonator is in the order of 100 × 100
𝜇m, which can be reduced to less than a square 𝜇m by employing nanowire kinetic
inductors [40]. Multiplexing resonating circuits [41] or shuttling the qubits to read
out locations [42, 43] can further reduce the overhead. Once again, careful design
and implementation are necessary, as the quality factor of these resonators suffers
from the everpresent dielectric materials in CMOS manufacturing. Overcoming
these challenges and integrating largescale readout will be a major milestone for
realising a large scale qubit array.

9.2.4. Highfidelity qubit control
Performing largescale quantum operations requires advanced control methods,
which start at the singlequbit level. When examining singlequbit gate quality,
we can use the quality factor 𝑄, the number of qubit operations available before
coherence is lost (specifically defined as the Rabi decay time normalized by the
manipulation time 𝑇𝑥) [44]. In Chapter 7 and Chapter 8, the relatively short T∗2 was
the main limiting factor for qubit gate fidelities. This was most apparent for two
qubit gates, where the qubits spend a lot of time idling, and resulting randomized
benchmarking fidelities were lower. Dephasing during idling is not covered by 𝑄.
This illustrates the importance of picking the right metrics for qubit fidelity, as well
as designing optimal control pulses. Long operation times lead to long idling times,
which in turn leads to qubit dephasing. We predict fidelities over 99.9% for new
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implementations of twoqubit gates. Randomized benchmarking or quantum state
tomography experiments should still be performed to confirm these numbers.

Pulse shaping and optimization techniques such as GRAPE [45] can be used to
further improve gate fidelities by reducing crosstalk and to reduce sensitivity to in
homogeneities in the qubit resonance frequencies. A single spin does not directly
couple to electric noise, but it can couple in via multiple mechanisms, and could
turn out to be the largest bottleneck for qubit coherence. Electrical noise domi
nated nuclear noise on a device where the spin is coupled to a local micromagnet
[44]. Further experiments are necessary to figure out whether the intrinsic SOI of
electrons in silicon limits coherence for devices without micromagnets.

Electrical noise also couples into the exchange interaction. Full control over
the tunnel coupling and detuning will enable operation at the charge symmetry
point [46, 47], where the gate is firstorder insensitive to charge noise. During
the experiments of this thesis, the exchange interaction could be controlled only
by detuning, between 0.5 and 15 MHz. Switching this coupling fully off during
singlequbit rotations would increase the coherence of the idle qubit.

To progress towards the development of a large qubit array, the next experi
ments in SiMOS should extend three qubits in a triple quantum dot, to show the
feasibility of operations to a linear array [48]. After achieving control over the
tunnel coupling between the three electron spins, we can perform threequbit ex
periments. We can use the third spin as an ancilla qubit for independent readout of
the other two spins and study coherence and spintocharge conversion fidelities.

Globally addressing all qubits in a large array will be another major challenge.
The currently used ESR and EDSR methods both require local structures, a trans
mission line and a micro magnet respectively, which would also require their own
control lines. A potential solution was already anticipated in the 1998 Kane proposal
for a silicon quantum computer, using a single global microwave control magnetic
field [8]. A first step has been made by implementing a threedimensional dielectric
resonator on top of the chip, divided by a 200 𝜇m sapphire spacer [49]. When using
this approach the bandwidth of the driving frequency is limited by the resonator,
so careful tuning of magnetic field and stark shift will be required to bring all qubits
into the driving range. Automated procedures will be necessary to tune up a uni
form qubit array. These procedures have been shown for charge occupancy and
tunnel coupling [50–52] in a linear array. Hardware and software developments will
be required to perform these corrections in realtime. Finally, to compensate for
valley splitting and gfactor differences these procedures need to be extended to
readout sequences, exchange interactions, qubit resonance frequencies and Rabi
frequencies. Solving these challenges will allow for efficient qubit operations on a
large array of spin qubits.

9.2.5. Fault tolerance
Qubit operation inherently has errors, and correcting these errors causes an over
head. Schemes for faulttolerant quantum computing such as the surface code
[53] combine several physical qubits to form a logical qubit that is more robust
to errors. Alternatively, by combining multiple electron spins, different types of
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qubits can be defined. For example, a quadrupolar exchangeonly spin qubit con
sists of four electrons in three quantum dots and is highly robust against charge
noise and nuclear spin dephasing [54]. Using more complex qubits does put more
constraints on qubit operations, as exchangeonly qubits require complex pulse se
quences [55] and QUEX qubits require coupling to high frequency resonators. To
optimally use an array of electron spins, a tradeoff between the number and com
plexity of physical qubits will have to be made. The optimum will differ between
the Noisy IntermediateScale Quantum (NISQ) era, where the goal is for quantum
circuits of limited size to surpass the performance of classical computers, and the
largescale quantum computing era, where full fault tolerance is desired [56].

9.3. Impact of the quantum computing race
While we are still far from having realized a fully functional faulttolerant universal
quantum computer, we are now on the verge of stepping into the NISQ technology
era. Here, systems of 50100 qubits with noisy gates and no quantum error cor
rection start performing tasks beyond the capabilities of classical computers [56].
In 2019, a team from Google claimed ”Quantum Supremacy”, performing a task
that a classical computer can not do [57]. While the claim is disputed by their rival
IBM [58], it is undeniable that an impressive milestone for quantum computing has
been reached. Even if there turns out that to be a fundamental reason that a fault
tolerant quantum computer can not be built, this would still be a major scientific
result, forcing the physics community to evaluate the correctness and shortcomings
of quantum mechanics.

The promise of a worldchanging application is having a profound impact on
both the scientific and industrial community. There is an increasing influx of grants
for research related to quantum computing and fundamental research is gaining
commercial attention and support. The investment of industry partners like Intel
into the fabrication of quantum dots forces them to reconsider which factors are
important for device and material quality. Due to the complexities and tradeoffs at
each layer, it is critical that quantum computers are designed with the whole stack
in mind, being aware of opportunities at the interfaces between the different levels.
Critical for these developments is a high level of interdisciplinary collaboration be
tween the physics, electrical engineering and computer science communities, jointly
working toward a new era of computing.
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Appendix: methods

In this appendix, additional details of the experimental setup and methods and the
device fabrication recipe are described.
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A.1. Extended multiplatform fabrication recipe
Here we present the full fabrication process for each platform, specifically for the
devices fabricated and studied in the main text.

In the case of SiMOS, fabrication begins on a natural silicon wafer, with 1 um
of intrinsic silicon grown, followed by 100 nm epilayer 28Si, and a 10 nm thermally
grown oxide [1]. First, tungsten (W) markers are patterned, which are used to
define implant windows via electron beam lithography (EBL). After exposure, phos
phorus ions (P+) at 6 keV are implanted to create highly negatively doped (n++)
regions in each die. An activation anneal is conducted in a rapid thermal proces
sor (RTP) at 1000 𝑜C for 30 seconds. A buffered hydrofluoric (BHF) etch removes
oxide in bondpad areas, where Ti:Pt (5:55 nm) metallic contacts are deposited,
creating ohmic contacts. A second layer of Ti:Pt markers are also written in this
step. Next, a blanket Al2O3 ALD layer of 10 nm is grown across the entire sample.
A small 20 x 20 𝜇m2 area is exposed and etched away in the vicinity of the quan
tum dot formation area. This improves dot stability (see above). Large rounded
rectangular regions are then exposed in regions where wirebonding is expected,
and 150 nm of SiN is sputtered. These create safer bondpads with which to bond
to, reducing leakage and improving device yield. The SiMOS device presented in
the work utilizes a three layer Ti:Pd gate stack. (3:17, 3:37, 3:37 nm). After each
layer, the device is annealed in an RTP furnace for 15 minutes at 400 𝑜C in forming
gas, then a layer of ALD is grown at 7 nm thickness. Next, the qubit control layer
is deposited. This can either be an Al or NbTiN antenna of 100 nm thickness for
Electron spin resonance driving, or a Ti:Co micromagnet (5:195 nm) for Electron
dipole spin resonance. The final step is an end of line anneal at 400 𝑜C for 30
minutes in forming gas in an RTP.

The Si/SiGe 5 dot linear array begins on a natural silicon substrate. A lin
early graded Si1−𝑥Ge𝑥 layer is deposited where x ranges from 0 to 0.3. A relaxed
Si0.7Ge0.3 layer of 300 nm lies below the 10 nm 28Si (800 ppm purity) quantum well
which itself is separated from the 2 nm Si capping layer by a second 30 nm relaxed
Si0.7Ge0.3 spacer layer. The initial marker layer is written using optical lithography
and is formed by etching away the SiO2. Next, a BHF dip removes native oxide
selectively where ohmic contacts of Ti:Pt (5:55 nm) are evaporated, alongside a
second set of markers. Gate stack fabrication of the device is almost identical to
that of SiMOS. It is a 3layer Ti:Pd stack of the same thicknesses, interlayer iso
lated via 7 nm of Al2O3. However, we do not employ a gate anneal between gate
layers, despite this technically being possible within the context of thermal budget.
For control, both striplines and micromagnets are available, however we prefer the
electrical driving option since electron wave functions in Si/SiGe tend to be more
mobile and hence EDSR provides a route to faster driving. We do not conduct an
end of line anneal on SiGe devices.
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Deposit marker layer 1
Material M

SiMOS

Open implant windows
at energy E
fluence n

Anneal and activate at
temperature T, time t in
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evaporation of Ohmics
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at thickness t
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-

-
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For the fabrication of the Ge/SiGe 2x2 array, we begin with a natural silicon
substrate, upon which 1.4 𝜇m of Ge and 900 nm of reverse graded Si1−𝑥Ge𝑥 where
x ranges from 1 to 0.8 is grown. This lies below a 160 nm Si0.2Ge0.8 spacer layer,
a 16 nm Ge quantum well under compressive strain, a second Si0.2Ge0.8 layer of
22 nm and finally a thin Si cap of 1 nm[2]. Ti:Pt EBL markers are then defined for
future alignment. A short HF acid etch is conducted immediately before depositing
30 nm Al on regions where ohmic contact is desired. An advantage of the Ge/SiGe
platform is the possibility of ohmic formation extremely close (within ≈ 100 nm)
of the quantum dot. Devices are then placed under vacuum for 1 h at 300 𝑜C
causing Al to diffuse through the heterostructure into the quantum well forming
ohmic contact. Atomic Layer Deposition is then performed covering the sample in
a 10 nm Al2O3 blanket. The gate stack consists of two layers, barrier and plunger.
The barrier layer is deposited at 20 nm total thickness utilizing the Ti:Pd stack (3:17
nm). The plunger layer is deposited at 40 nm total thickness (3:37 nm). No further
processing is required as the large intrinsic spinorbit interaction of holes in Ge/SiGe
provides a native electric driving mechanism [3].

A.2. Experimental setup
The experiments in this thesis have been performed in Bluefors dry dilution refrig
erators. In chapter 6 an LD400 model was used with a base temperature Tbase ≈
10 mK. In chapters 5, 7 and 8a LDHE model was used with a base temperature of
Tbase ≈ 0.45 K, operated at T = 1.1 K. The fridges operate based on the circulation
of a 3He/4He mixture. The LD400 model has a mixing chamber with a dilution unit
as the final temperature stage, where a phase separation between a concentrated
3He phase (almost 100 % 3He) and a dilute phase (about 6.6% 3He and 93.4%
4He). The flow of 3He through the mixture provides the cooling power of the fridge.

Connected to the lowest temperature stage of the fridge (still plate for LDHE,
mixing chamber plate for LD400) is a cold finger, which serves as a stable thermal
anchor and to mount a printed circuit board (PCB) that hosts the sample. The
sample is glued to the PCB and contact pads on the sample are wirebonded to
leads on the PCB. The PCB supports 33 DC lines and 10 high frequency (hf) that are
connected via a 50 pins flexible flat cable (FFC) and SMP connectors, respectively.
The high frequency lines are connected via biastees with a cutoff frequency of ≈
100 Hz.

From the PCB, the DC lines are filtered at the mixing chamber stage by a copper
power filter, where high frequency signals (> 1 GHz) are attenuated via the eddy
currents created in the copper grains. Additionally at this lowest temperature stage
the signals go through a twostage lowpass filter board with either 30 Hz for slow,
low noise gates or 150 kHz for fast Ohmics. From this board the signals reach the
room temperature matrix modules as twisted pairs, thermally anchored at every
temperature stage. Voltages are applied using homebuilt batterypowered digital
toanalogconverters (DACs) over a voltage range of 4 to 4 V with a 16 bit resolution
and a cutoff frequency of

We apply a sourcedrain bias voltage to the singleelectron transistor and mea
sure the current using an inhouse built transimpedance (currenttovoltage) am
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plifier with a gain of 109 and a cutoff frequency of ≈ 50 kHz. This signal is further
amplified, lowpass filtered and measured with a digitizer (analogtodigital con
verter, ADC), either a spectrum 4421 with 16 bit resolution and a sampling rate of
250 MS/s or a Keysight M3102A with 14 bit resolution and a sampling rate of 500
MS/s.

The hf lines are used to apply pulse sequences to the gates and microwave
signals to the stripline for spin driving. From the PCB to the mixing chamber plate,
the pulse lines are connected with flexible graphitecoated cables with a cutoff
frequency of ≈ 1 GHz while the microwave line uses a semirigid coax cable with a
higher cutoff frequency. The signals run from the mixing chamber plate to room
temperature through CuNi coax cables (or graphitecoated cables in case of the
experiments in chapter 6). At each temperature stage, the signal can be attenu
ated. The amount of attenuation is a tradeoff between noise reduction and the
range of voltage that can be applied on the gates, where the gates usually have an
attenuation of ≈ 1525 dB while the microwave lines have ≈ 615 dB.

The pulse sequences used for the experiments in chapter 3 and 5 and 6 are
generated by an arbitrary waveform generator (AWG) Tektronix AWG5014C with a
14 bit resolution and a sampling rate of 1.2 GS/s, connected to the control com
puter using an Ethernet cable. For the twoqubit experiments in chapter 7 and 8 we
instead made use of two fourchannel Keysight M3202A modules with 14 bit resolu
tion and 1 GS/s. For the experiments in chapter. These AWG modules are mounted
in a rack that also hosts the M3102A digitizer that allows for faster waveform up
loads, and is addressed via PCI express. The Keysight system offers a much faster
(<10 ms) waveform upload compared to the Tektronix (up to 100 s for complicated
waveforms) offering a significant advantage for fast measurements. Furthermore,
the M3102A digitizer has an integrated Field Programmable Gate Array (FPGA) that
can be used to perform onboard averaging and live feedback in combination with
the M3202A AWG’s.

Microwave signals are generated by a Keysight PSG8267D vector source with a
frequency output range of 250 KHz  20 GHz at a power of up to 30 dBm, connected
to the control computer using an Ethernet cable. ESR signals are generated using
the internal IQmixer, driven by two output channels of the AWG. Multiple qubits
can be addressed by setting the vector source to an intermediate frequency and
IQmixing the signal with a (co)sine wave generated by two channels of the AWG.

Singlequbit randomized benchmarking
The singlequbit Clifford group 𝐶1 consists of 24 rotations. We implement the group
using X and Y rotations, using the primitive gates: {𝐼, ±𝑋/2,±𝑌/2,±𝑋,±𝑌}. On
average one Clifford gate contains 1.875 primitive gates. We implement the gates
using only frequencies 𝑓1 and 𝑓4 for Q1 and Q2 respectively. The complete list of
gates is given in the following table:

The phase control needed to implement X and Y rotations is achieved using
the internal IQ mixer of the microwave source. The fidelity reported in Chapter 7
refers to the average fidelity of the gates in the generator group. All error bars are
1 standard deviation from the mean.
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Singlequbit Cliffords
I
X
Y
Y, X

X/2, Y/2
X/2, Y/2
X/2, Y/2
X/2, Y/2
Y/2, X/2
Y/2, X/2
Y/2, X/2
Y/2, X/2

X/2
X/2
Y/2
Y/2

X/2, Y/2, X/2
X/2, Y/2, X/2

X, Y/2
X, Y/2
Y, X/2
Y, X/2

X/2, Y/2, X/2
X/2, Y/2, X/2

Twoqubit randomized benchmarking
The twoqubit Clifford group 𝐶2 consist of 11520 elements 𝑐2 with properties 𝑐†2𝑃𝑐2 ∈
±𝑃 where 𝑃 are the Pauli operators. We generate the Clifford gates in our experi
ment using the set of conditional rotations in Fig. 7.4a where two subsequent con
ditional rotations implement a primitive gate. We compile the Clifford gates from
the set of primitive gates together with virtual Z/2 gates on both qubits and search
for combinations with the minimal amount of gates. The resulting average Clifford
gate consists of 2.5694 primitive gates which are calibrated such that each condi
tional rotation takes exactly 330ns, with the exchange interaction set to 3 MHz. To
minimize crosstalk, the timing and the exchange interaction are chosen such that
the offresonant pulse is synchronized with the resonant pulse. All error bars are 1
standard deviation from the mean.
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