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SUMMARY

Longshore Sediment Transport (LST) is one of the main drivers of beach morphology. It
works at temporal scales ranging from hours to centuries and at spatial scales ranging
from tens of meters to hundreds of kilometres. Episodic, large LST rates can result in
important physical impacts such as inlet closure, rapid build-up of ebb/flood shoals,
headland bypassing of large volumes of sand and rotation of pocket beaches. Persistent
alongshore gradients in LST, however small in magnitude, could result in chronic im-
pacts, such as coastline recession, inlet migration and ebb/flood delta depletion/accretion.
In general most, if not all, of these impacts are by coastal managers generally considered
as negative impacts. Perhaps the most negative impact comes from coastline recession,
which poses an immediate threat to populations living in vulnerable coastal areas.

Motivated by these problems, a considerable research effort was invested on develo-
ping models to predict LST rates. Two approaches to predict LST can be roughly defined:
1) bulk transport formulas; these are explicit equations based on simplified representa-
tions of physical processes, which mostly use empirical coefficients for calibration, and
2) process based models; these include a large number of physical processes attempting
to simulate LST in detail.

This research was motivated by a rather generic question: "how do results of LST
bulk formulas compare with results of process based models?"The starting point was
the evaluation of the most commonly used bulk formulas (CERC, Kamphuis and Bay-
ram). The predictive skill of these bulk LST formulas was rigorously evaluated using an
extensive LST data set. As a result, the calibration coefficients of the three formulas were
updated resulting in a significant improvement of their predictive skill. Explaining the
uncertainty, that was still observed in the predictions of the bulk formulas, was the next
step. It was assumed that this uncertainty was not a result of measurement errors alone,
and that factors that influence LST were not represented in bulk formulas. The research
was focused on profile related factors, such as slope or presence of bars. Using a process
based model LST rates were calculated in profiles showing different kinds of features and
a significant dependence on several of those features was found. These results led to a
new question: "which phenomena lead to the influence of profile features in LST rates?".

To answer this question, the effect of wave breaking induced turbulence on bed shear
stresses was investigated and a new LST model that includes the effect of wave breaking
generated turbulence was implemented. The model includes a simple turbulence model
and uses a novel parametrization for the vertical decay of the wave breaking generated
turbulence. Laboratory data, that include test cases with different wave breaking types
were used to calibrate the model. The model was able to reproduce the differences
in turbulence decay profiles between different wave breaking types and produced re-
alistic cross-shore profiles of LST. A parameter space exploration was performed, using
constant slope (“flat”) and real profiles, and it was observed that the results are in the
same order of magnitude as the results of bulk formulas, and in agreement to what was
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iv SUMMARY

expected. The model was applied to field data measured at Vluchtenburg, on the Dutch
coast. This survey comprises measurements that detail the evolution of a large scale
nourishment. The results of the model follow a trend that is similar to the observed
data, showing higher volume losses in the period immediately after the conclusion of
the nourishment.

The main results of the research are: 1) the accuracy of the three most commonly
used bulk formulas (CERC, Kamphuis and Bayram) was significantly improved, 2) the
accuracy is still low for several purposes but there is potential for improvement if the
effect of profile features, more specifically, slope related parameters are included, 3)
this effect of slope on LST was attributed to wave breaking induced turbulence that
reaches the bottom and stirs sediment more efficiently than bed shear stresses caused
by orbital velocity, 4) a novel parametrization for the decay of wave breaking induced
turbulence, that attempts to account for this phenomenon, was implemented and tested
successfully against laboratory data, and 5) an application of an LST model using this
parametrization was able to produce similar trends to field data, which is evidence that
this approach may be valid.



SAMENVATTING

Kustlangs sedimenttransport (English: LST) is een van de belangrijkste drijfveren van
kustmorfologie. LST werkt op een tijdelijke schaal variërend van uur tot eeuw en in
de ruimte, variërend van tientallen meters tot honderden kilometers. Een episodisch,
hoger LST percentage zou tot belangrijke fysieke effecten kunnen leiden, zoals dicht-
slibben van een baai, snelle toename zandbanken onder invloed van eb/vloed, grote
volumes zand, die een landtong passeren, en rotatie van door landtongen ingesloten
baaien. Aanhoudend kustlangs verloop in LST, zelfs klein in grootte, kan tot langdurige
effecten leiden, zoals recessie van de kustlijn, migratie van de baaien, en, respectievelijk,
eb/depletie of vloed/aanwas van de delta. De meeste, zo niet alle, van deze effecten
worden over het algemeen door kustbeheer als negatieve effecten beschouwd. De meest
negatieve invloed is recessie van de kustlijn, wat een onvermijdelijke bedreiging vormt
voor de bevolking in kwetsbare kustgebieden. Gemotiveerd door deze problematiek,
is huidig onderzoek gericht op de ontwikkeling van modellen om LST te voorspellen.
Twee benaderingen om LST te voorspellen kunnen grofweg worden gedefinieerd als: 1)
“Bulk vervoer” formules; expliciete vergelijkingen op basis van vereenvoudigde repre-
sentaties van fysieke processen, die over het algemeen gebruik maken van empirische
coëfficiënten voor kalibratie, en 2) modellen op basis van processen; deze benadering
omvat een groot aantal fysieke processen met behulp waarvan LST wordt gesimuleerd.
Dit onderzoek werd ingegeven door een vrij algemene vraagstelling, namelijk: "hoe re-
sultaten van LST bulk formules te vergelijken zijn met de resultaten van op processen
gebaseerd modellen?"Het uitgangspunt was de evaluatie van de meest gebruikte bulk
formules (CERC, Kamphuis en Bayram). Het voorspellende vermogen van deze bulk
LST formules is consequent geëvalueerd aan de hand van een uitgebreide LST-dataset
met als resultaat dat een kalibratie van de coëfficiënten van de drie formules is bijge-
werkt, wat resulteert in een aanzienlijke verbetering van hun voorspellend vermogen.
De volgende stap was de verklaring van de onzekerheid, welke nog steeds werd waar-
genomen in de voorspellingen van de bulk-formules. Het uitgangspunt was, dat deze
onzekerheid niet slechts het gevolg was van meetfouten, en dat factoren die van invloed
zijn op LST niet vertegenwoordigd waren in de bulk-formules. Het onderzoek richtte
zich op de profiel-gerelateerde factoren, zoals de hellingsgraad of de aanwezigheid van
zandbanken. Met behulp van een op proces gebaseerd model werd LST berekend in
profielen met verschillende soorten kenmerken, en een grote afhankelijkheid van een
aantal van deze functies werd gevonden. Deze resultaten hebben geleid tot een nieuwe
vraag: "welke verschijnselen beïnvloeden de mate van LST?". Om deze vraag te be-
antwoorden werd het effect onderzocht van de turbulentie op bodem-wrijving en een
nieuw LST model, met het effect van de turbulentie veroorzaakt door een golfbreker,
werd uitgevoerd. Dit model omvat een eenvoudig turbulentie model en gebruikt een
nieuwe parametrisatie voor het verticale verval van de door de golfbreker gegenereerde
turbulentie. Laboratorium data, met testen van verschillende types golfbrekers, werden
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gebruikt voor het kalibreren van het model. Het model was in staat om de verschillen
in de profielen met turbulentie afname tussen onderling verschillende types golfbrekers
te reproduceren, en om realistische ‘cross-shore’ profielen van LST te produceren. Een
onderzoek naar de ruimtelijke parameters, met behulp van constante helling (’vlakke’)
en realistische profielen, werd uitgevoerd, en de resultaten waren in dezelfde orde van
grootte als de resultaten van bulk-formules, en komen overeen met de verwachting.
Het model werd toegepast op gegevens gemeten op Vluchtenburg, aan de Nederlandse
kust. Dit onderzoek bevatte metingen die gedetailleerd de evolutie van een grootschalige
suppletie beschrijven. De resultaten van het model volgen een trend die vergelijkbaar is
met de waargenomen gegevens, namelijk een hoger volume verlies in de periode onmid-
dellijk na de afronding van de suppletie. De belangrijkste resultaten van het onderzoek
zijn: 1) de nauwkeurigheid van de drie meest gebruikte bulk formules (CERC, Kamp-
huis en Bayram) is aanzienlijk verbeterd, 2) de nauwkeurigheid is nog steeds laag voor
de verschillende doeleinden, maar er is potentieel voor verbetering wanneer het effect
van kenmerken van profielen worden meegenomen, 3) het effect van de hellingsgraad
op LST wordt toegeschreven aan de door de golfbreker veroorzaakte turbulentie, die
de bodem bereikt en het sediment efficiënter in beweging brengt dan bodem-wrijving
veroorzaakt door ‘orbital velocity’ , 4) een nieuwe parametrisatie voor de vermindering
van door turbulentie veroorzaakte golf sterkte, om dit fenomeen te verklaren, werd met
succes geïmplementeerd en getest in vergelijking met laboratorium gegevens, en 5) een
toepassing van een LST-model met behulp van deze parametrisatie was in staat om
vergelijkbare tendensen te produceren in vergelijking met veldgegevens, waaruit blijkt
dat deze benadering geldig kan zijn.
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1
INTRODUCTION

1.1. THE PROBLEM
Longshore sediment transport (LST) is one of the main drivers of beach morphology. It
works at temporal scales ranging from hours to centuries and spatial scales ranging from
tens of meters to hundreds of kilometres (Cowell et al., 2003a,b, Larson and Kraus, 1995).
Episodic, large LST rates can result in important physical impacts such as inlet closure
(Ranasinghe et al., 1999), rapid build-up of ebb/flood shoals (Oertel, 1972), headland
bypassing of large volumes of sand (Short, 2000) and rotation of pocket beaches (Harley
et al., 2011, Ranasinghe et al., 2004). Persistent alongshore gradients in LST (even small
gradients) could result in chronic impacts such as coastline recession (Cowell et al.,
2003a,b, Komar, 1998), inlet migration (FitzGerald, 1988) and ebb/flood delta deple-
tion/accretion (Oertel, 1972). Most, if not all, of these impacts are generally considered
as negative impacts by coastal managers/planners. Perhaps the most negative impact
comes from coastline recession which poses an immediate threat to populations living
in vulnerable coastal areas. This problem affects coasts in all continents and examples of
its dramatic effects can be seen in Figures 1.2 and 1.3). For example in Europe, according
to EEA (2006) a significant part of coastline displays erosion patterns (Figure 1.1).

The problem of coastal recession will most likely be aggravated with the effects of Cli-
mate Change and resulting Sea Level Rise (SLR). According to the last Intergovernmental
Panel on Climate Change (IPCC) report (Church et al., 2013), SLR rates are expected to
continue (if not increase) with global mean sea levels increasing between 0.4 m and 1
m until the end of this century. A more recent analysis of sea level records (Hay et al.,
2015) rectified last century’s SLR rates records upwards from the previously estimated
and found that SLR rates increased significantly in the last two decades. In face of this
new knowledge the IPCC projections are likely to be updated to even higher values. The
most obvious impact of Climate Change is the coastal recession directly caused by Sea
Level Rise (Kabat et al., 2009) which can be roughly estimated (Stive, 2004) by the Bruun
rule (Bruun, 1962). This rule relates Sea Level Rise and profile slope with the length of
the recession. As coasts recede they are ever more vulnerable to episodes of shorter time
scale recession caused by LST gradients.
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Coastal erosion patterns in Europe (2004)
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Figure 1.1: Coastal erosion in Europe (European Environment Agency)

(a) Near Aveiro, Portugal (photo by Salette Marques) (b) Costa da Caparica, Portugal (Photo by Paulo Car-
riço/LUSA)

Figure 1.2: Examples of coastal erosion
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Figure 1.3: Effects of coastal recession in Rhode Island, USA (USGS.gov)

Other Climate Change caused effects, such as the likely frequency increase of ex-
treme wave events in some parts of the globe (Church et al., 2013) or a change in the
predominant wave directions (Coelho et al., 2009) may result in impacts of similar or
greater magnitude. These effects will induce significant change to LST rates with con-
sequences such as changes in erosion “hot-spots”, reduction of efficiency of existing
coastal protection measures, changes in inlet and delta behaviours, etc.

For these reasons, there is an increasing necessity for accurate LST models which
are essential to identify risk areas and allow the coastal manager to prepare mitigation
measures.

1.2. LST
Sediment transport is the collective movement of sediment grains under the influence
of forces within a fluid and gravity. Sediment is set in motion when shear stresses acting
on individual grains at the bed exceed a critical value.

Sediment transport occurs in two ways: 1) bed load transport, where particles roll or
move in small jumps in a small layer close to the bed and 2) suspended load transport,
where particles are suspended in the water without contact with the bed. Bed load
transport typically occurs for low bed shear stresses, obviously still above the critical
value, while suspended load occurs with higher bed shear stresses. Bed forms such as
ripples may enhance sediment suspension via the creation of vortices caused by flow
separation at the ripple crest (Toit and Sleath, 1981).

On a coastal context, sediment transport can be separated in two components: a
cross-shore (perpendicular to the shoreline) and a longshore component (parallel to the
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shoreline). Bed load transport has an important role in cross-shore transport but repre-
sents only a negligible fraction of LST compared to the fraction of suspended load (Nairn
and Southgate, 1993). In coastal waters, two main causes of high bed shear stresses at
the bed can be identified: turbulence generated at the bed by wave orbital velocities, that
reach a maximum near the breaking point, and turbulence generated at the surface by
wave breaking that propagates downward reaching the bed. Both causes depend heavily
on the phenomenon of wave breaking.

For a significant amount of LST to occur, besides the presence of suspended sedi-
ment, another condition must be met: a longshore current must be present. Longshore
currents are forced by a cross-shore gradient in the alongshore shear component of the
radiation stress (dSy x/d x), which is in turn driven by obliquely incident breaking waves
(Longuet-Higgins, 1970). In some instances, longshore currents may also result from
alongshore gradients in breaking wave height (e.g. Monterey Bay; (Orzech et al., 2010)).
Longshore currents can also be caused by phenomena that are not related to wave break-
ing such as tide and wind.

If only one of these two conditions are present, i.e., when waves arrive perpendicular
to the coast bringing sediment into suspension but no longshore current is generated,
or when a longshore current exists (e.g. a tidal or wind generated current) but no waves
stir the sediment, LST will be minimal. In any case, most of the times both phenomena
occur at the same time as both are mainly caused by the breaking of incoming wind
generated gravity waves. Due to the large dependence of both longshore current and
sediment suspension on wave breaking properties, LST models have wave parameters
as main inputs.

1.2.1. PREDICTING LST
Motivated by the problems caused by coastal erosion, there has been, over the last half
century, a large research effort expended on developing models to predict LST rates
(Wellen et al., 2000, van Rijn, 1993, Watanabe et al., 1991, Kamphuis, 1991, Deigaard
et al., 1986, Bailard, 1981, Ackers and White, 1973, Bijker, 1971, Komar and Inman, 1970,
Bijker, 1967, Engelund and Hansen, 1972, Duncan, 1981, Savage, 1962). The approaches
to predict LST can be roughly divided in two:

• Bulk transport formulas; these are explicit equations based on simplified represen-
tations of physical processes which generally use empirical coefficients for calibra-
tion. Bulk formulas provide an estimate of the total (integrated over the whole pro-
file) LST rate with relatively few and easily available input parameters. Two of the
most commonly used formulas are the so-called CERC formula (CERC, 1984a) and
the Kamphuis formula (Kamphuis, 1991). These formulas account for all transport
(including swash zone transport).

• Process based models; these include a large number of physical processes (wave
breaking, radiation stresses, bed shear stress, entrainment, suspension, wave-current
interaction, etc), and attempt to simulate LST in detail. In general these mod-
els use a wave propagation model to calculate wave parameters along the profile
and thus take into account bathymetric features. These models usually need a
large number of input parameters and also need to be calibrated per application.
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Examples of such models are: the model described in Deigaard et al. (1986) and
UNIBEST-LT (WL|Delft Hydraulics, 1992, Stive and Battjes, 1984).

Both approaches are useful in Engineering practice. Bulk formulations are often used to
make a first estimate based on limited information while process-based models are gen-
erally expected to yield more accurate estimates and more spatio-temporal information.
The latter approach is, however, far more labour intensive due to its reliance on relatively
detailed input data and modelling expertise.

1.3. OBJECTIVES AND PATH OF RESEARCH
This research started with a rather generic question: "how do results of LST bulk formu-
las compare with results of process based models?". From such a generic question the
research took its own path cascading into ever more specific questions. While accessing
the state-of-the-art in bulk formulas a possibility for improvement was identified and
implemented. An extensive data set was used to derive new or update coefficients and
statistical tools were used to improve the calibration/validation process. Next, the re-
search focus turned to the explanation of the uncertainty still observed in the predictions
of the bulk formulas. Assuming that this uncertainty could not be explained only by
measurement errors, I looked for inputs that could influence LST but were not explicitly
accounted for in bulk formulas, e.g., three-dimensional variation in bathymetry and
profile features. I opted to focus on the influence of profile features, such as slope and
presence of bars, on LST rates. Using a process based model I calculated LST in profiles
showing different kinds of features and found a significant dependence on some of those
features. These results led to a new question: "which phenomena lead to the influence
of profile features in LST rates?". To answer this question the effect of wave breaking
induced turbulence on bed shear stresses was investigated and a new process based
LST model was implemented. In the end I performed a parameter space exploration
of the results of the model and investigated if the model could explain the bathymetry
evolution observed at a large scale nourishment.

1.4. THESIS OUTLINE
The thesis is organized as follows. In Chapter 2 three of the most used bulk LST formulas
were applied to an extensive dataset and their coefficients improved and/or updated. In
Chapter 3 one of the possible explanations for the remaining uncertainty observed in
Chapter 2, the influence of profile features in LST was studied. In Chapter 4 a new LST
process based model is implemented as an attempt to better account for wave breaking
induced turbulence effects. In Chapter 5 the parameter space of the results was explored
and the model was applied to a field case. Finally, conclusions drawn from the study are
presented in Chapter 6.





2
BULK LST FORMULAS

ABSTRACT

Longshore sediment transport (LST) is one of the main drivers of beach morphol-
ogy. Bulk LST formula are routinely used in coastal management/engineering
studies to assess LST rates and gradients. Over 50 years of research has resulted
in several bulk LST formulas that have been tested with varying levels of rigour.
In this study, the predictive skill of three of the most commonly used bulk LST
formulas (CERC, Kamphuis and Bayram) is rigorously evaluated using the most
extensive LST data set presently available. The calibration coefficients in the three
formulas are improved using a least-squares optimization algorithm, resulting
in a significant improvement in the predictive skill of all three formulas. The
generality of the improved formulas is verified via the statistical methods of
bootstrapping and cross-validation. While the performance of all three improved
formulas is very similar, the improved Kamphuis formula performs best, followed
by the improved Bayram formula. a

aThis chapter is an extended version of the article “Re-evaluation and improvement of three
commonly used bulk longshore sediment transport formulas", published in the Journal of Coastal
Engineering (Mil-Homens, 2013)

2.1. INTRODUCTION
The main objective of this chapter is to investigate whether the predictive skill of three
of the most widely used bulk LST formulas, i.e., the CERC (CERC, 1984a), Kamphuis
(Kamphuis, 1991) and Bayram(Bayram et al., 2007) formulas can be improved. To this
end the most extensive LST data set presently available (as presented in Bayram et al.
(2007)) is used to assess and improve the above three formulas.

The chapter is organized as follows. Section 2.2 describes the data set used in this
study. The three bulk LST formulas investigated herein are described in Section 2.3.
Next, in Section 2.4 the performance of the bulk formulas with the data set presented

7
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Table 2.1: Data set composition

Publication Type Location
Number

of
points

Schoonees and
Theron (1993)

Field data Diverse locations 123

Smith et al. (2003)
Large scale

laboratory data

Large-scale Sediment
Transport Facility,

Vicksburg, USA
4

Miller (1999) Field data
Duck, North Carolina,

USA
10

Kumar and Anand
(2003)

Field data Karwar, India 81

Wang et al. (1998) Field data East and Gulf Coast, USA 29

in Section 2.2 is assessed, while in Section 2.5, the methods used to improve the perfor-
mance of the formulas are described. Section 2.6 presents the results obtained with the
improved formulas. Finally, conclusions drawn from the study are presented in Section
2.8.

2.2. DATA SET
This study exclusively uses the data set presented in Bayram et al. (2007) (Table 2.1).
The data set consists of several sub-sets, which were collected from 1953 to 2004. The
duration of the various sub-sets and the temporal and spatial resolution of measure-
ments vary substantially. In addition, a wide variety of observation methods has been
used in acquiring the data, ranging from visual observations of wave heights, to so-
phisticated optical and acoustic backscatter devices to measure suspended sediment
concentrations. In this analysis a data sub-set is only taken into account when the most
important input parameters for the bulk LST formulations and the surfzone integrated
LST are available. These include measurements of significant wave height and angle at
the break point, peak period, and mean grain diameter (D50). The beach slope, which is
an input parameter in the Kamphuis formula is, when not available, calculated from the
mean grain diameter assuming a Dean profile (Dalrymple, 2004).

To assess the representativeness of the data set and the LST regimes for which limited
data points are available an overview of the data set is generated via histograms (Figure
2.1).

Figure 2.1a shows that the significant wave height at the break point is smaller than
1 m for more than 70% of the data points and that there are only few observations of
wave heights above 2 m. This is probably due to the logistical difficulties associated with
acquiring field measurements under high breaking wave conditions. The peak period
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(a) Histogram of significant wave height at
the break point

(b) Histogram of peak period

(c) Histogram of wave angle at the break
point

(d) Histogram of beach slope

(e) Histogram of mean grain diameter (f) Histogram of measured transport

Figure 2.1: Histograms of (a) significant wave height, (b) peak period, (c) breaker angle, (d) beach slope, (e)
mean grain diameter and (f) measured LST
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histogram (Figure 2.1b) shows a bimodal distribution, with peaks around 5 s and 11 s.
Figure 2.1c shows that about two thirds of the measured angles are below 10 degrees.
More than 70% of the data points are from beaches with slopes smaller than 0.05 (Figure
2.1d) and fall in Wright and Short’s dissipative and intermediate beach states region
(reflective beaches are considered to have slopes steeper than 0.1 (Wright and Short,
1984)). Approximately 52% of the data points correspond to fine sand with a D50 smaller
than 0.2 mm and 42% fall in the category of medium sand with a D50 between 0.2 mm
and 0.5 mm (Figure 2.1e). The LST rates (Figure 2.1f) are concentrated between 10−3

and 10−2 m3/s and the distribution gradually tails off for smaller and higher orders of
magnitude. The main shortcomings of the data set are the limited number of data points
for (coarse sand) reflective beaches and for the higher transport regime (e.g. between 0.1
and 10). The latter shortcoming is particularly unfortunate because it is more likely than
not that it is the higher LST rate occurrences that are more damaging to the coastal zone.

2.3. BULK FORMULAS

2.3.1. CERC FORMULA
The CERC formula is based on the assumption that the LST rate is directly proportional
to the alongshore component of wave power. Considering values at the breaker line and
using significant wave height, the LST rate (expressed in m3/s) is given by:

Ql = k
ρg

1
2

16
p
γb(ρs −ρ)(1−p)

H
5
2

sb sin2αb (2.1)

The k coefficient was first determined by linear regression on field measurements
of sediment transport obtained at Silver Strand, California, and El Moreno, Mexico by
Komar and Inman (1970) who obtained a value of kK &I ,Hr ms = 0.77 (using the Hb,r ms

- root mean square breaking wave height). In CERC (1984a), some other data sets were
added, and the value of k was updated to kSP M ,Hs = 0.39 (using significant wave height at
the breaker - Hsb). The corresponding value using Hb,r ms is kSP M ,Hr ms = 0.92. Although
the sediment transport predictions followed a clear correlation with observations, there
was considerable scatter, which may suggest that k is a function of some other physical
parameters (Rosati et al., 2002).

Several other studies attempted to find a more robust value or formulation for k.
Kamphuis and Readshaw (1978) observed a relationship between k and the surf similar-
ity parameter, also known as Iribarren number (eq. 2.2):

ξb = mp
Hb/L0

(2.2)

were m represents the beach slope and L0 the wavelength in deep water. The laboratory
data analysed in Kamphuis and Readshaw (1978) suggested the relation kK &R = 0.7ξb

for 0.4 > ξb > 1.4 (relative to Hr ms ). Outside this interval no dependency on ξb was
observed. This relation, suggests that LST increases as more energy is dissipated in the
breaking process, ranging from spilling breakers (low energy) to plunging and collapsing
(high energy).
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An energetics based model for the transport coefficient k was developed in Bailard
(1984, 1981). In this model, k (relative to Hr ms ) was presented as a function of the
wave angle at the breaking point and the ratio of the orbital velocity magnitude and the
sediment fall velocity (eq.2.3).

kB = 0.05+2.6sin2 (2αb)+0.007
umb

ws
(2.3)

where umb = 0.5γb
√

g db is the maximum oscillatory velocity magnitude, obtained from
shallow-water wave theory, ws is the sediment fall velocity and γb = db/Hb is the breaker
index.

Komar (1988) evaluated some previous experiments and concluded that some of the
previous relations were based on erroneous data. Komar found that k was only slightly
dependent on grain size and interpreted this as an indication of the bad quality of the
available data.

By extending Komar’s data set with data from the Adra River Delta, Spain, that covers
a range of median sediment grain sizes from 0.40 mm to 1.5 mm, del Valle et al. (1993)
presented an empirically based relationship for the k parameter as a function of the
median grain diameter (relative to Hr ms ) given by:

kV M&L = 1.4 e(−2.5D50) (2.4)

Schoonees and Theron (1994) tested various formulations with a large data set. The
best result was obtained with the formulation presented in Kamphuis and Readshaw
(1978).

In Smith et al. (2009), formulations for the k coefficient were evaluated against lab-
oratory data (comprising just 4 data points). Again, the best results were obtained with
a k coefficient formulation dependent on the surf similarity as suggested in Kamphuis
and Readshaw (1978).

2.3.2. KAMPHUIS FORMULA
Kamphuis (1991) presented an LST formula that performed well on an extensive data set,
mainly comprising small scale laboratory data. By performing a dimensional analysis
along with some physical assumptions, eq.(2.5) was derived (valid for regular waves):

Im(
ρH 3

T

) = k∗
(

H

Lo∗

)p

mq
b

(
H

D50

)r

sins (2αb) (2.5)

where Im is the immersed mass of sediment transported alongshore expressed in kg/s. Im

is related to the volume rate (Q in m3/s) via:

Ql =
Im

(ρs −ρ)(1−p)
(2.6)

H represents the wave height, T the wave period, d the water depth, ρ the fluid density,
m the beach slope, p, q , r and s are exponents (empirically determined) and k∗ a cali-
bration coefficient (also empirically determined). Lo∗ is the deep water wavelength (for
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regular waves). The nominal grain size adopted was D50 and the beach slope considered
was that within the surf zone: mb = db/λb where λb is the distance from the shoreline to
the break point.

For irregular waves, considering significant wave parameters at the break point, Kam-
phuis (1991) presents the formula:

Im(
ρH 3

sb
Tp

) = 1.3×10−3
(

Hsb

Lo

)−1.25

m0.75
b

(
Hsb

D50

)0.25

sin0.6 (2αb) (2.7)

where Hsb is the significant wave height at the breaker, Tp is the peak period and Lo =
g T 2

p/2π, i.e. the deep water wave length corresponding to the peak period. This formula
can be written in a simplified form, considering k = k∗ρ (g/2π)1.25 = 2.27:

Im = 2.27H 2
sbT 1.5

p m0.75
b D−0.25

50 sin0.6 (2αb) (2.8)

Using their extended data set, Schoonees and Theron (1996) presented a new value
for the calibration coefficient k∗. The value that provided the best fit was k∗ = 50000,
expressed in m3/y. The equivalent value, with Ql in m3/s is kS&T = 2,77.

2.3.3. BAYRAM FORMULA
The Bayram formula (Bayram et al., 2007) assumes that sediment becomes suspended
by the action of breaking waves, and thereafter gets transported by any type of longshore
current (tidal, wave driven, etc). Furthermore, the Bayram formula also assumes that a
majority of the transported sediment remains in suspension (suspended load). Bayram
et al. (2007) reason that the wave breaking stirs up the sediment and maintains an av-
erage concentration distribution c (x, z) in the surf zone. Thus, the total work required
to keep the sediment in suspension (W ) is given by the product of the concentration,
submerged weight and the sediment fall speed (ws ).

W =
ˆ xb

0

ˆ 0

−h(x)
c (x, z)

(
ρs −ρ

)
g ws d zd x (2.9)

where x is a cross-shore coordinate with the origin at the shoreline and positive in the
offshore direction, the subscript b refers to the breaking point, z is the vertical coordinate
with origin at the still water level and negative underwater and d is the water depth. The
total work W is considered to be a fraction of the flux of wave energy (F = ECg ), i.e.
W = εF .

LST rate (Ql ) is defined as the product of the suspended concentration and longshore
current velocity (V ):

Ql =
ˆ xb

0

ˆ 0

−d(x)
c (x, z)V (x, z)d zd x (2.10)

When a representative longshore current velocity is considered, eq.(2.9), W = εF ,
and eq.(2.10) are combined into:

Ql =
ε(

ρs −ρ
)

(1−a) g ws
FV (2.11)
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where V is the mean (or representative) longshore current velocity over the surf zone, a
is the porosity and ε is a non-dimensional transport coefficient that represents the effi-
ciency of the waves in keeping sand grains in suspension. Bayram et al. (2007) estimated
this crucial coefficient by performing a dimensional and error analysis, which led to the
following transport coefficient ε:

ε=
(
9+4

Hsb

ws Tp

)
.10−5 (2.12)

where Hsb represents the significant wave height at the breaking point.

WAVE-ENERGY FLUX (F )
Considering obliquely incident waves, the cross-shore component of the wave energy
flux at the break point is given by:

Fb = EbCg b cosαb (2.13)

where Eb is the wave energy per unit crest and Cg b is the group velocity, both defined at
the break point and obtained from linear wave theory. For irregular waves, as was done
for the CERC formula, Hb can be replaced by Hsb , which results in the expression:

Fb = 2
5
4

8

g
3
2

p
γb
ρH

5
2

sb cosαb (2.14)

with the reasonable assumption that energy dissipation before the break point (due to
i.e. bottom friction) is negligible, F = Fb is assumed.

MEAN (OR REPRESENTATIVE) LONGSHORE CURRENT (V )
Ideally, to use the Bayram formula, measured longshore current data should be avail-
able. Otherwise, V can be calculated from wave characteristics and beach profile data.
Bayram et al. (2007) adopted a simple longshore momentum equation which assumes
linearised friction and neglects lateral mixing (Larson and Kraus, 1991), such that:

2

π
ρc f u0V = dSx y

d x
(2.15)

where c f is the friction coefficient, u0 is the bottom orbital velocity and Sx y is the radi-
ation stress directed alongshore and transported onshore. Assuming that shallow water
conditions hold and that the beach profile can be approximately represented by a Dean’s
equilibrium beach profile (h = Ax2/3, being A a shape parameter (Dalrymple, 2004)), an
expression for the longshore current is obtained as:

V = 5

24

πγb
p

g

c f
A2 x1/3√

hb

sinαb (2.16)

The shape parameter A is related to the fall velocity ws with eq.(2.17).

A = 9

4

(
w2

s

g

)1/3

(2.17)
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The surf zone average V in eq.(2.11) is obtained by cross-shore integration of eq.(2.16)
over the surf zone width to obtain:

V = 1

xb

ˆ xb

0
V d x = 5

32

πγb
p

g

c f
A3/2 sinαb (2.18)

Eq.(2.18) assumes that the friction coefficient is time/space constant at 0.005, while
the wave climate is represented by a single representative wave.

2.4. PERFORMANCE COMPARISON OF THE CERC, KAMPHUIS

AND BAYRAM FORMULAS
The three bulk LST formulas were applied to the comprehensive data set presented in
Section 2.2. To quantify the overall performance of the formulas, the root mean square
error (RMSE) and the bias were computed, which were calculated as:

RMSE =
√∑n

i=1

(
log(Qp,i )− log(Qm,i )

)2

n
(2.19)

bi as =
∑n

i=1

(
log(Qp,i )− log(Qm,i )

)
n

(2.20)

The RMSE value is a commonly used error measure. The sum of squares gives more
weight to higher error values, and consequently higher error variances. The bias provides
insight on any systematic offset of the data. Because logarithmic values (base 10) are
considered in both statistical measures, the values indicate errors in terms of magnitude
order, e.g., an RMSE value of 1 would mean that the predicted values are roughly, on
average, 10 times larger or smaller than the measured ones. Logarithmic values were
chosen because the data range extends through several orders of magnitude. Another
performance measure of the formulas is the percentage of calculated transport values
that are within a factor of 2, with respect to measurements (see for example Schoonees
and Theron (1993)).

The performance of the three formulas with various associated coefficients is pre-
sented in Table 2.3. Based on the RMSE and “factor 2” performance indicators, the CERC
formula with kK &R gives the best results. The performance of the bulk formulas when
applied to the new data set, is consistent with that obtained with Data Set 1 (Section
2.2) presented in Schoonees and Theron (1996, 1994). The only difference between the
results of the present analysis and that presented by Schoonees and Theron (1996) is
that that the Kamphuis formula with kS&T fares better than the CERC formula with kK &R ,
probably due to the inclusion of the newest data.

Where bias is concerned, the Bayram formula shows a bias that is very close to zero,
while the CERC formula with kK &R also results in a small bias. Other combinations of
formulas and coefficients show considerable bias.
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2.5. IMPROVEMENT LST COEFFICIENTS AND FORMULATIONS

2.5.1. DEPENDENCY OF CALIBRATION COEFFICIENTS ON PHYSICAL PARAM-
ETERS

The CERC and Bayram formulas are based on simplified models that attempt to rep-
resent basic physical processes governing LST. The calibration coefficients are thus ex-
pected to take into account effects that are not included in the basic models (or that are
poorly represented therein). The various values of the non-dimensional coefficient (k)
in CERC formula presented in Section 2.3.1 have been derived with considerably smaller
data sets than the one used in this study. Therefore, it is reasonable to expect the larger
data set used in the present study may result in a new empirical coefficient which will
improve the predictive skill of the formula. On the other hand, the Bayram formula
coefficient (ε) was derived with the same data set used in this study. However it is hy-
pothesized, that the error analysis can be improved using logarithmic values and a non-
linear function can be used to establish an improved relation between the calibration
coefficient and a dimensionless parameter. The Kamphuis formula was already deter-
mined from a set of dimensionless parameters. It seems therefore more appropriate to
update the numerical values of the k∗, p, q , r and s coefficients in the Kamphuis formula
(eq.(2.5)) with the more extensive data used herein rather than obtaining a transport
coefficient which is also a function of non-dimensional parameters. For this reason,
the procedure described in this section was not applied to the Kamphuis formula. The
update of the Kamphuis formula coefficients is treated in the following section (Section
2.5.2).

In the previous sections, the notation used for each formula was the same as in the
original publications. In this section a more general notation is used for consistency.
Equations (2.11) and (2.1) can be expressed in the form:

Q = k X (2.21)

where Q is the total transport (in m3/s), k is the non-dimensional transport coefficient
and X represents the formula without the calibration factor. For the Bayram formula ε is
now represented by k and X is defined by eq.(2.22).

X = FV(
ρs −ρ

)
(1−a) g ws

(2.22)

For the CERC formula, X is defined by eq.(2.23).

X = ρg
1
2

16
p
γb(ρs −ρ)(1−p)

H
5
2

sb sin2αb (2.23)

For each data point i a comparison was made in terms of the differences between the
logarithms (base 10) of X and measured values: ∆i = log(Xi )− log(Qm,i ). The ∆i values
will be henceforth called deltas.

To obtain the optimal k coefficient, it is necessary to find a dependency between
the deltas and some physical parameter. Since k is non-dimensional by definition, the
desired dependency will also be related to one or more non-dimensional parameters,
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or with a non-dimensional combination of these parameters. The parameters were se-
lected from the dimensional analysis made by Kamphuis (1991) and Bayram et al. (2007).
In addition, the surf similarity parameter was also considered as a candidate as it is di-
rectly related to breaker type which influences LST (Kamphuis and Readshaw, 1978). The
chosen parameters were: breaking wave height to deep water wavelength ratio Hsb/Lo ,
the breaking wave height to grain diameter ratio Hsb/D50, surf similarity m/

p
Hsb/L0 and the

Dean number (also known as non-dimensional fall velocity) Hsb/ws Tp .
In order to visualize a correlation and investigate the data distribution, the deltas

were plotted against the above mentioned non-dimensional parameters. The results
show considerable scatter (Figures 2.3 and 2.4).

The (y-axis) deltas distributions were analyzed. These distributions, given the exis-
tence of a sufficient number of data points, can give an insight about the nature of the
scatter. Uniformly distributed deltas may indicate that the scatter results from a failure of
the formula to capture important processes while normally distributed deltas around a
peak may indicate that the formula is adequate and the scatter is a result of measurement
errors. To analyze the evolution of these distributions along the x-axis one needs to
divide it in sections and calculate the deltas distribution in each section. This approach
has a problem: in order to have a good resolution on the x-axis (a function on the width
of the sections), the number of points in each section must be low. With the goal of
having a good x-axis resolution and enough points to calculate statistically meaningful
distributions, a moving window method was used. The method can be summarized in
the following steps:

1. Sort the N data points along the x-axis.

2. Pick the first set (or window) of n points (1,2,3...n) and calculate an histogram
(with a number b of bins) of the distribution along the y-axis. The x position
attributed to this distribution will be the mean x value of the n points.

3. Repeat step 2 starting at m × p, being p the number of points that the window
moves in each step and m = 1,2,3, ..., q . The process will be repeated q = (N−n)/p

times. Each one of the q sets has the points (m×p+1,m×p+2,m×p+3, ...m×p+n).

Figure 2.2 shows a scheme illustrating the steps described above, using a scatter plot
of the deltas (calculated with the CERC formula) vs. Hsb/Lo . In this figure the distance
between histograms is exaggerated for visualization purposes.

After the application of the moving window, a contour of the deltas distributions
evolution along the x-axis could be plotted. Figures 2.3 and 2.4 show the contours of
the distributions for the dimensionless parameters considered: the Dean number, surf
similarity, Hsb/Lo and Hsb/D50, using the CERC and Bayram formulas. For these plots, the
values used in the moving window method were: N = 245 points (total number of data
points), n = 60 points, b = 15 bins, p = 5 points and q = 37. In these figures, contours rep-
resenting the x-axis evolution of the y-axis data distribution were included. From these
figures, two important observations can be made: the first is that the point density varies
along the x-axis, where deltas for the breaking wave height to deep water wavelength
ratio Hsb/Lo are most uniformly distributed. The second is that the distribution with
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Figure 2.2: Moving window method to estimate the evolution of the distribution along the x-axis. Histogram 1
refers to the points contained on window 1 and Histogram 2 to window 2.
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Figure 2.3: Distribution of deltas for the non-dimensional parameters considered: Dean number, surf
similarity, Hsb/Lo and Hsb/D50 (using the CERC formula). The grey scale filled contours indicate the observation
density and assist in determining possible trends in the deltas
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Figure 2.4: Distribution of deltas for the non-dimensional parameters considered: Dean number, surf simi-
larity, Hsb/Lo and Hsb/D50 (using the Bayram formula). The grey scale filled contours indicate the observation
density and assist in determining possible trends in the deltas
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the Hsb/Lo parameter follows a more or less clear trend for both the CERC and Bayram
formulas, while for the others parameters, the existence of a trend seems less clear.

An important feature of the deltas distributions is their normality along the y-axis,
i.e., the probability that the sample of n points used to build each histogram came from
a normal distribution. As referred above, the normal distribution along the y-axis can be
interpreted as an indication that the observed scatter is a result of measurement errors.
To assess this in an objective way, an Andersen-Darling (Anderson and Darling, 1952)
test was used. In this test, a statistic A2 is calculated. If A2 is above the critical value
for a given significance level, the null hypothesis (the sample is taken form a population
normally distributed) can be rejected. The chosen value for the significance level was
5%. Figure 2.5 shows the values obtained for the statistic A2, along with the critical value
for the chosen significance level, using the CERC formula. All parameters show statistics
that are mostly under the critical value which indicates normality of the distributions.
It is noticeable that for the Hsb/Lo parameter, the statistic is in general lower than for the
other parameters. The mean values of the statistics were: 0.52 for the Dean number, 0.54
for the surf similarity, 0.36 for Hsb/Lo and 0.53 for Hsb/D50.

In the case of the Bayram formula, similar considerations as for the CERC formula
can be made. In Figure 2.6, it can be seen that only the Hsb/Lo parameter show A2 values
that are mostly under the critical value. For this parameter, the statistic is in general
much lower than for the other parameters. The mean values of the statistics were: 1.20
for the Dean number, 1.19 for the surf similarity, 0.46 for Hsb/Lo and 0.83 for Hsb/D50.

There is a substantial difference between the mean values of the A2 statistics ob-
tained with the CERC and Bayram formulas. With the CERC formula the distributions
show lower A2 statistics values. This means that the CERC formula results seem to be
more normally distributed along the y axis than the results obtained with the Bayram
formula.

For the reasons exposed in this section: 1) higher likelihood that the distribution
along the y-axis is normal, which indicates that it is more likely that a significant part of
scatter is a result of measurement errors and 2) deltas distributions along the domain, it
is apparent that the deltas are better described by a function of the Hsb/Lo parameter.

2.5.2. LEAST-SQUARES OPTIMIZATION

To obtain a new transport coefficient as a function of a non-dimensional number, a least-
squares algorithm was used to calculate the coefficients of a non-linear function that
best fits the deltas.

All optimization calculations were undertaken using a modified Levenberg-Marquardt
(Levenberg, 1944) least-squares optimization method. The method takes a vector of
data points yi and attempts to find the set of parameters x for the function g (t , x) such
that the squared sum of residuals is minimized. The residuals are defined as fi (x) =
yi − g (ti , x), where t is the available input data. The Levenberg–Marquardt algorithm is
an iterative method. It starts with an initial guess x0, and in each iteration the algorithm
determines a correction p to xn that produces a sufficient decrease in the residuals cal-
culated with the new parameter set xn+1 = xn+p. The solution will converge to x∗, being
g (t , x∗) the function that minimizes the squared sum of residuals. The calculation of the
correction p is described in detail in More et al. (1980). This method allows for non-linear
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Figure 2.5: Anderson-Darling statistic for the dimensionless parameters considered: : the Dean number, surf
similarity, Hsb/Lo and Hsb/D50 (using the CERC formula). The horizontal dashed line represents the critical
value correspondent to a significance value of 5%.
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Table 2.2: RMSE values obtained with the optimization for the different non-dimensional parameters and
function types

Hsb/Lo Hsb/D50 surf similarity Dean number

CERC
exponential 0.414 0.479 0.470 0.475
polynomial 0.413 0.479 0.469 0.469

Bayram
exponential 0.408 0.500 0.491 0.495
polynomial 0.407 0.498 0.490 0.490
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Figure 2.7: Best fitting function (dashed line), point scatter and distribution contour for the CERC formula

models to be tested. However, depending on the initial guess, the Levenberg–Marquardt
algorithm can converge to local minima, failing to find the absolute minimum.

Taking into account the apparent trend in Figures 2.3 and 2.4, two candidate non-
linear functions were considered: one polynomial and the other exponential. The ex-
pressions for the deltas take the form: ∆i (x) = log

[
f (x)

]
where f (x) = axb + c (polyno-

mial function) or f (x) = aebx + c (exponential function) and a, b and c are the coeffi-

cients that need to be calculated. The calibration coefficient becomes: k = [
f (x)

]−1, as

can be seen from eq.(2.21) with: log
(

X
Q

)
= log

[
f (x)

]
. The optimization was carried out

for the non-dimensional parameters considered in the previous section. Table 2.2 shows
the RMSE values obtained in each optimization, confirming the observation in the pre-
vious section that the Hsb/Lo parameter provides the best fit regardless of the function or
formula used.

The best fit for the CERC formula was achieved with the polynomial function de-
scribed by:

kC ERC =
[

2232.7

(
Hsb

Lo

)1.45

+4.505

]−1

(2.24)

The exponential function gave a slightly higher RMSE (0.414 as opposed to 0.413 ob-
tained with the polynomial function), and thus the polynomial expression was chosen
(note that both functions have the same number of free parameters). The function f (x)
is shown in Figure 2.7.

Similarly, for the Bayram formula, the best fit (also with the polynomial function) is:

kB ayr am =
[

7.862×105
(

Hsb

Lo

)1.283

+1672.2

]−1

(2.25)
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Figure 2.8: Best fitting function (dashed line), point scatter and distribution contour for the Bayram formula

Also in this case, the exponential function gave a slightly higher RMSE (0.408 against
0.407 of the polynomial).

As mentioned before, a different approach was taken for the Kamphuis formula. The
least-squares optimization algorithm was used to calculate the new k∗, p, q , r and s
values in eq.(2.5) that better fitted this data set. The best fit was found with:

Im,new = 0.149H 2.75
sb T 0.89

p m0.86
b D−0.69

50 sin0.5 (2αb) (2.26)

The breaking wave height to deep water wavelength ratio Hsb/Lo (which is similar to
the wave steepness), present in Eqs. (2.24) and (2.25) may affect LST in more than one
way. Smaller wave steepness is usually result of a large Tp , which can have opposite
effects on the LST. A larger period gives more time for the sediment to settle between
waves and yields smaller wave breaking angles, due to more intense refraction. Both
these effects would result in a reduction of the LST relatively to shorter period waves.
On the other hand, a larger wave period also corresponds to an higher surf similarity
parameter which is known to be associated with more intense plunging breakers (Bat-
tjes, 1974). This type of breakers dissipate energy in a concentrated area, stirring more
sediment from the bottom, thus resulting in higher LST. The present analysis however
suggests that the latter effect is more important than the former, as LST increases with
Tp in Eqs. (2.24), (2.25) and (2.26) .

2.6. MODEL PERFORMANCE

2.6.1. PERFORMANCE COMPARISON BETWEEN PREVIOUS AND NEW COEF-
FICIENTS

The results obtained with the previous and new coefficient formulations are plotted
against measured transport values in Figures 2.9, 2.10 and 2.11. The improvement is
visible for all formulas. With the new coefficients, the LST values predicted by the CERC
and Kamphuis formulas are visibly closer to the measured LST values (i.e. data points are
closer to the diagonal line representing Qpr edi cted = Qmeasur ed ), while the LST values
predicted by the Bayram formula with new coefficients show considerably less scatter.
In general, the results with the new coefficients are concentrated around the diagonal in
the Qpr edi cted vs. Qmeasur ed plots. However, it is a concern that the CERC and Bayram
formulas underestimate higher LST rates. This underestimation of high LST values is
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Figure 2.9: Qpr edi cted vs. Qmeasur ed using the CERC formula with previous and new coefficients (Solid line:
x = y , dotted lines: x = 0.5y and x = 2y , dashed lines: x = 0.25y and x = 4y)
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Figure 2.10: Qpr edi cted vs. Qmeasur ed using the Bayram formula with previous and new coefficients (Solid
line: x = y , dotted lines: x = 0.5y and x = 2y , dashed lines: x = 0.25y and x = 4y)
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Figure 2.11: Qpr edi cted vs. Qmeasur ed using the Kamphuis formula with previous and new coefficients (Solid
line: x = y , dotted lines: x = 0.5y and x = 2y , dashed lines: x = 0.25y and x = 4y)

most likely due to scarcity of measured high LST values, which will inevitably lead to
high LST region being assigned less weight in the optimisation procedure described in
Section 5.2. The Kamphuis formula with new coefficients also shows this behaviour, but
in a less significant level, as is apparent in Figure 2.11.

The various error statistics associated with the three bulk formulas with the improved
calibration factors (Eqs. 2.24-2.26) are shown in Table 2.3.

Table 2.3 indicates that the RMSE and the “factor 2” indicator values are significantly
lower and higher, respectively, for the improved formulas, while the bias values are ap-
proximately zero. All three improved formulas have very similar RMSE values around
0.4. The percentage of points between a factor of 2 with respect to the observations is
also similar and ranging between 53% and 56%. The Kamphuis formula performs best,
followed by the Bayram formula, but the differences in performance are relatively small.
The fact that the three formulas have almost identical RMSE suggests that this value
is close to the statistical noise inherent in the data. Considering these observations, it
appears that the new calibration coefficients significantly improve the predictive skill of
all three formulas.

It should however be noted that there is still considerable scatter in Figures 2.9b to
2.11b, which show plots of Qpr edi cted vs. Qmeasur ed with the improved formulas. This is
probably because of the complex nature of the processes involved and the difficulty of
measuring the LST related parameters, and LST rates. The simplified bulk formulations
fail to take into account factors such as the existence of submerged nearshore bars and
other morphological features on the beach that will influence wave breaking, current
patterns and thus LST. For example, the existence of a bar may drastically influence the
value of the beach slope at the break point, when compared with the beach slope values
calculated using a representative Dean profile (as assumed in the Bayram formula). It is
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Table 2.3: Relative performance of the bulk formulas with the previous and new calibration factors

formula RMSE bi as
% between
0.5 and 2

CERC with k=0.39 0.719 0.534 28%
CERC with kK &R (Kamphuis and

Readshaw, 1978)
0.518 0.192 48%

CERC with kB (Bailard, 1984) 0.619 0.344 36%

previous
CERC with kV M&L (del Valle et al.,

1993)
0.681 0.378 25%

Kamphuis with original
coefficients

0.609 -0.417 40%

Kamphuis with kS&T (Schoonees
and Theron, 1996)

0.554 -0.331 41%

Bayram with original k 0.570 0.010 32%

CERC with new coefficient 0.413 0 53%
new Bayram with new coefficient 0.407 0 56%

Kamphuis with new coefficients 0.398 0 56%

also not unlikely that the data includes LST due to currents generated by forcing mech-
anisms other than wave breaking (e.g. wind and tide). Another source of uncertainty is
the use of representative wave conditions to simulate the effect of a wave climate over a
period of time. This is applicable mainly for longer term measurements.

2.6.2. DIFFERENCES BETWEEN RESULTS USING COMMONLY OBSERVED WAVE

INPUTS

To quantify differences between new and previous coefficient formulations, the three
formulas were applied with a range of plausible wave inputs. Because the new coeffi-
cients in the Bayram and CERC formulas depend only in Hsb and Tp (through Lo), the
wave inputs were chosen to represent a range of these parameters. All other inputs to
the formulas were kept constant. Table 2.4 shows the percentage differences between the
LST values predicted with the previous and new formulations ( f = 100∗(Qnew−Qpr evi ous )/Qpr evi ous ).

The differences are significant for all formulas. For the Bayram formula the differ-
ences range from -91% to 202%, with these values corresponding to the highest and low-
est wave steepness values considered (i.e., Hsb = 0.5m with Tp = 14s and Hsb = 2m with
Tp = 6s). In the case of the CERC formula, the new coefficient decreases the predicted
LST values by between 45% and 88%, with the larger decrease being associated with
higher waves and smaller periods. The Kamphuis formula shows differences between
-75% and 18%, that correspond to the lowest and highest steepness values considered. It
is noted that the Kamphuis formula also depends on other parameters, i.e., m, D50 and
αb . However, the differences obtained varying Hsb and Tp were already substantial, and
therefore the variation with the other parameters was not investigated.
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Table 2.4: Percentage differences between LST values predicted with previous and new coefficients for
combinations of different Hsb and Tp values and with αb =10◦

Bayram CERC Kamphuis
Tp 6s 10s 14s 6s 10s 14s 6s 10s 14s

Hsb =0.5m -2% 119% 202% -63% -49% -45% -58% -70% -75%
Hsb =1m -67% 5% 75% -77% -57% -49% -30% -49% -58%
Hsb =2m -91% -62% -21% -88% -70% -57% 18% -14% -30%

2.7. GENERALITY
The generality of a model expresses its reliability when applied to a data set different
than the one used for calibration. In this study, both bootstrapping and cross-validation
methods were used to assess the generality of the improved formulas presented above.

The bootstrapping method involves calculating the coefficients and statistics of a
number of samples that are taken from the available data set. The method can essentially
be summarized as follows: 1) a sample with random points (picked with replacement
from the data set, i.e. the same point can be picked more than one time) is selected. This
so called bootstrap sample has the same size as the data set. 2) A least-squares fitting is
performed using the bootstrap sample, and the coefficients and statistics are stored. 3)
The process is repeated many times for different bootstrap samples (in this case 10000)
in order to have a meaningful statistic. 4) the distributions of the estimated parameters
and error statistics are calculated from the results obtained with the different bootstrap
samples. The histogram with the distribution of fitting parameters, and the histogram of
RMSE values obtained with the new CERC formula, is shown in Figures 2.12 and 2.13.

In the cross-validation method the data set is randomly divided in two groups: a
calibration group and a validation group (in this case I used a 50/50 division). The
calibration group is used to calculate the coefficients, using the least-squares algorithm.
The validation group is used to test the predictive skill of the model. The process is
repeated many times to have a meaningful statistic (in this case I repeated the process
10000 times), and the resulting coefficients and statistics are stored. Finally, as with the
bootstrapping method, the distributions of the estimated parameters and error statistics
are calculated using these stored values.

The results obtained with the cross-validation and bootstrapping methods are similar
and no advantage to either method could be found. For that reason only the results
obtained with the bootstrapping method are presented.

The values obtained for the performance measures considered in this study: RMSE
and bias, are shown in Table 2.5 for the bootstrapping method. In this table one can
observe that the median RMSE values are in the vicinity of 0.4, and have a small standard
deviation (around 0.02). The 95th percentile is equal or less than 0.45, for all formulations
and for both methods. This means that more than 95% of the samples have an RMSE
value well under the one obtained with the previous best performing coefficient (Table
2.3). The bias values obtained for the all the formulations and methods are indistinguish-
able from zero and for that reason I chose not to show them. The low RMSE variability
indicates that the improved coefficients have a good generality and are expected to result
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Table 2.5: Median, standard deviation and 95th percentile of the RMSE distributions obtained with the
bootstrap method. All formulas use the new coefficients

formula x̃ σ 95th PCTL

CERC with new
coefficient

0.410 0.018 0.440

Bayram with new
coefficient

0.404 0.0191 0.435

Kamphuis with new
coefficients

0.392 0.0186 0.423

Table 2.6: Coefficients obtained with the calibration groups using the bootstrap method. All formulas use the
new coefficients

coefficients
a b c d e

x̃ σ x̃ σ x̃ σ x̃ σ x̃ σ

CERC 2303 11992 1.46 0.32 4.45 0.92 - - - -
Bayram 8×105 3.1×106 1.29 0.27 1653 321 - - - -

Kamphuis 0.012 0.0205 -0.94 0.07 0.89 0.35 0.70 0.26 0.50 0.11

in good predictions with different data sets.
The statistics of the coefficients show that for all formulations the median values are

very similar to the ones found via the least-squares algorithm (Eqs.2.24, 2.25 and 2.26).
This demonstrates that even if the model was calibrated using only part of the data set, it
would still give good predictions on the other part, regardless of the division made. This
is an indication that the model has good generality, i.e. the accuracy of the predictions
on other data sets will be similar to the accuracy observed on this one.

2.8. CONCLUSIONS
A comprehensive analysis of three of the most commonly used bulk longshore sediment
transport (LST) formulas (CERC, Kamphuis and Bayram) has been undertaken using the
most extensive LST data set presently available. The analysis resulted in new calibration
coefficients (and also new exponents for the Kamphuis formula), using a least-squares
optimization algorithm that allow the use of non-linear functions. The predictive skill
of all three improved formulas (RMSE ∼ 0.4-0.41, bias ∼ 0, % within factor 2 ∼ 53-56)
was significantly better than their previous versions (RMSE ∼ 0.52-0.56, bias ∼ -0.4-0.5,
% within factor 2 ∼ 32-48). The generality of the improved formulas was examined
by applying the bootstrapping and cross-validation statistical methods, both of which
returned similar results and confirmed the generality of the formulations. While the
performance of all three improved formulas are very similar, the improved Kamphuis
formula performs best, followed by the improved Bayram formula.

It is important to notice that despite the significant improvement in the prediction
skills of the LST formulations, there is still considerable scatter. About 42% of the pre-
dictions (by all three improved formulas) deviate more than a factor 2 with respect to
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observations. This may be due to the several reasons including: the non-consideration
of parameters that may influence LST such as cross-shore profile features, 3 dimensional
morphological features, tidal range and wind conditions in bulk LST formula; experi-
mental errors that may have compromised data quality and insufficient data for high LST
conditions. Another important shortcoming is the underestimation of LST in the higher
energy region. This is most visible in the results of the CERC and Bayram formulas with
the new coefficients. It would be desirable to have more data points in this region.
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3
INFLUENCE OF PROFILE FEATURES

ON LST

ABSTRACT

Longshore sediment transport (LST) is one of the main drivers of beach morphol-
ogy. Bulk LST formulas are routinely used in coastal management/engineering
studies to assess LST rates and gradients. However, there is still great uncertainty
in LST estimation with these bulk formulas. This uncertainty may have two
sources: 1) experimental errors in the measured values and 2) the effect of
physical processes that are not part of the formulas. In this study, I attempt to find
the influence of profile related features on LST rates, which are not yet accounted
for in the bulk formulas. These features influence the location and type of wave
breaking and by that the cross-shore distribution of alongshore flow and the local
sediment stirring.

A process-based model (UNIBEST-LT) is used to calculate LST rates on a large
number of profiles measured at the Dutch coast using the same realistic wave
climate. I found that the LST rates vary with the profiles. The value corre-
sponding to the 95th percentile of the resulting distribution is 50% higher than
one correspondent to the 5th percentile. The root mean square downward slope
parameter showed the best correlation with LST rates.a

aThis chapter is based on the article published in the Proceedings of the 7th International Con-
ference on Coastal Dynamics, Arcachon, France, with the title: “Influence of profile features on
longshore sediment transport" (Mil-Homens et al., 2013b)

3.1. INTRODUCTION
Wave breaking generates turbulence that can propagate downwards in the water column
and reach the bed, as observed by Melville et al. (2002).This turbulence can contribute
for stirring the sediment from the bed. It has been shown in laboratory that the type of
wave breaking influences the amount of suspended sediment: Ting (2001) concluded

31
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that plunging wave breakers generate considerably larger downward velocities when
compared to spilling breakers and Smith et al. (2009) measured Longshore Sediment
Transport (LST) under spilling and plunging wave conditions and concluded that the
latter was able to stir significantly larger amounts of sediment from the bed and gener-
ated larger LST rates.

Wave breaking influences LST in more than one way. It causes cross-shore gradients
in the radiation stresses, which result in a net force on the water column that drives the
alongshore flow. In addition, wave breaking controls the local wave height and conse-
quently the stirring capacity due to local orbital velocity. Sediment can also become
suspended by wave breaking induced turbulence that travels down the water column
and reaches the bed. However, this last effect is not included in any of the LST bulk
formulas or process-based models. The simultaneous combination of sediment stirring
and alongshore current causes LST.

The gradients in LST dictate to a large extent whether shores erode, accrete or remain
stable. In addition, large and/or persistent LST rates may have various other impacts,
such as: inlet closure/migration, ebb/flood delta erosion/accretion, rotation of pocket
beaches and headland sand bypassing. The calculation of LST rates is therefore a key
component on most coastal engineering/planning studies. The main approaches to
estimate LST can be divided in two groups: bulk transport formulas which are basic
models that assume a simplified representation of the physical processes and generally
use empirical coefficients for calibration (e.g. the CERC (CERC, 1984b), the Kamphuis
(Kamphuis, 1991) and the Bayram (Bayram et al., 2007) formulas) and process-based
models which intend to include a large number of physical processes such as shear
stress, pickup, suspension, wave-current interaction, etc. (e.g. Deigaard et al. (1986),
UNIBEST (WL|Delft WL|Delft Hydraulics, 1992) and GENESIS (Hanson, 1989)).

In the present, bulk formulas show great uncertainty. Using an extensive data set,
Mil-Homens et al. (2013a) (chapter 2) concluded that about 42% of the predictions ob-
tained by the CERC, Kamphuis and Bayram formulas differ by a factor greater than 2 with
respect to measured values. As input, bulk formulas usually require wave characteristics
at the edge of the surf zone (e.g. breaking wave height, direction and period) and in
some cases basic morphological variables (e.g. mean grain diameter, beach slope). The
effects of more complex hydrodynamics associated with morphological features in the
surf zone are not taken into account.

The objective of this study is to investigate whether there are any significant cor-
relations between LST rates and cross-shore surf zone features such as beach slope,
the presence and number of bars, and others. It is hypothesised that profile features
may influence LST rates significantly, mainly by dictating the location and type of wave
breaking and by that the cross-shore distribution of alongshore flow and the local sed-
iment stirring. This hypotheses is motivated by the results in Smith et al. (2009) where
plunging breakers resulted in considerably higher LST rates when compared to spilling
breakers. For this reason, I investigate profile features that may be related to the type
of breaker, i.e., that are related with the bed slope at the breaking point. To accomplish
this, LST rates are calculated in a large set of profiles surveyed on the Dutch coast using
a process-based model, UNIBEST-LT (WL|Delft Hydraulics, 1992). Correlations between
the results obtained and profile related parameters will be examined.
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3.2. BED SLOPE AND LST
Bed slope can influence LST rates in two ways: through controlling the wave breaking
type and through the cross-shore distribution of the alongshore current.

3.2.1. WAVE BREAKING TYPE

In order to include the effect of the wave breaking type on LST rates it is necessary to
parametrise it. The Iribarren number (eq.2.2), also known as surf similarity, is the most
used indicator for the type of breaker. Battjes (1974) found that ξb is typically less than
0.4 for spilling breakers and typically ranges from 0.4 to 2.0 for plunging breakers. When
wave height and period are held constant, breakers become increasingly more plunging
with increasing slope. Intuitively, larger LST rates are expected as waves become more
plunging as an increasingly strong jet of water is ejected from the wave crest and creates
turbulence that more easily reaches the bed and stirs more sediment.

A possible relationship between LST rates and the Iribarren number has been dis-
cussed in several studies, e.g., Kamphuis and Readshaw (1978), Vitale (1981) and Bodge
and Dean (1987) . Kamphuis and Readshaw (1978), Kamphuis et al. (1986) and others, at-
tempted to incorporate the Iribarren number into the empirical coefficient in the CERC
formula. The Kamphuis formula (Kamphuis, 1991) includes the slope at the breaker as a
factor.

For irregular waves the beach slope is usually computed as the average over the
breaking zone, i.e., the breaking depth divided by the (cross-shore) distance from the still
water line to the breaker position. However, this average bed slope may be a misleading
indicator for the dominant breaker type. Waves with different heights break at different
locations and the slope at the breaker position can be very different from the average
slope. If bars are present, it is likely that waves break over the seaward slope of the bar
where the slope can be much steeper than the average.

3.2.2. CROSS-SHORE DISTRIBUTION OF ALONGSHORE CURRENT

The bed slope may also influence LST through a different mechanism. On a steeper slope
the surf zone is more concentrated, i.e. waves with different heights have breaking points
that are closer to each other. Consequently, the energy dissipation occurs over a smaller
area. The rate of energy dissipation (proportional to the cross-shore gradient of the shear
stress component Sx y of the radiation stress) is responsible for driving wave generated
alongshore currents (Longuet-Higgins, 1970). In a shorter surf zone, and under the same
wave forcing, a more localized and stronger current will be generated in same the area
where more sediment is in suspension.

3.3. UNIBEST-LT MODEL

The process-based model UNIBEST-LT computes the tide and wave induced alongshore
currents and resulting sediment transport for a given cross-shore beach profile assuming
that the beach is uniform in alongshore direction. The longshore sediment transport and
its cross-shore distribution can be calculated using various transport formulas.
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3.3.1. WAVE PROPAGATION AND SURF ZONE DYNAMICS
UNIBEST-LT computes the surf zone dynamics through a built-in wave propagation and
decay model (Stive and Battjes, 1984). This model takes into account the main processes
affecting wave propagation: refraction, shoaling and dissipation due to wave breaking
and bottom friction. The wave induced time-averaged alongshore current distribution is
derived from a simplified momentum equation that reduces to a balance between cross-
shore gradient of the alongshore momentum flux and alongshore bottom stress.

3.3.2. LST RATES CALCULATION
LST rates are calculated according to several total-load sediment transport formulations
for sand and shingle. All formulas use a threshold for initiation of motion and a lim-
itation of the flow capacity to carry sediment. The sediment transport is assumed to
respond to local wave and current conditions in an instantaneous quasi-steady way. The
formulation identified as Van Rijn 2004 (van Rijn, 2007a,b, van Rijn et al., 2007, van Rijn,
2007d)(van Rijn, 2007a,b, van Rijn et al., 2007, van Rijn, 2007d) is used in this study. It
accounts for most of the physical processes known to be involved in sediment transport.
The main features of this model are:

• intra-wave approach to bed-load transport with initiation of motion and estima-
tion of effective bed-roughness (accounts for the effect of bed forms such as rip-
ples)

• suspended-load transport calculation using a vertical concentration distribution
(including effects like sediment mixing due to currents and waves, flocculation,
hindered settling and stratification)

• consideration of sediment grading in the bed

3.3.3. MODELLING WAVE BREAKING AND SEDIMENT SUSPENSION
It is important for this study to understand how the model UNIBEST-LT simulates wave
breaking and its contribution to sediment suspension. The wave propagation model
includes wave breaking through a dissipation term added to the wave energy balance
equation (eq.3.1).

d

d x

(
E

ωr
cg cosα

)
+ Db

ωr
= 0 (3.1)

In eq.2 E is the wave energy per unit area, ωr is the relative wave peak frequency, α
is the wave angle, cg the group velocity and Db represents energy dissipation due to
wave breaking (eq.3.2). The adopted referential uses x and y for the cross-shore and
alongshore directions respectively.

Db = 1

4
ρg acQb

(ωr

2π

)
H 2

max (3.2)

In eq.3.2 ρ is the density of water, g is the acceleration of gravity, ac is a coefficient
for wave breaking, Qb is local fraction of breaking waves and Hmax is the depth limited
wave height. The alongshore current, when tide generated currents are not taken in to
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account is only forced by the cross-shore gradient of the shear stress component Sx y of
the radiation stress (eq.3.3):

dSx y

d x
+ρ g

C 2 V |Vtot | = 0 (3.3)

where Sx y = En sinαcosα, which is directly dependent on Db (eq.3.1), C is a Chezy

friction coefficient, V is the longshore current component and Vtot =
√

V 2 +U 2
r ms where

Ur ms is the root mean squared orbital velocity. The suspension of sediment is simu-
lated within the sediment transport formulation that takes the form of a time averaged
advection-diffusion equation (eq.3.4).

cws +εs,cw
dc

d z
= 0 (3.4)

where c is the sediment concentration and ws the fall velocity of suspended sediment.
The effect of wave breaking on the Van Rijn 2004 formulation is accounted for by the
sediment mixing coefficient εs,cw (eq.3.5) that results from contributions of waves and
currents:

εs,cw =
√
ε2

s,c +ε2
s,w (3.5)

where εs,c and εs,w are the current and wave sediment mixing coefficients. The wave
mixing coefficient is different for the bed (eq.3.6) and upper (eq.3.7) parts of the water
column:

εs,w,bed = 0.018γbrβwδsUδ,r (3.6)

εs,w,max = min

(
0.035γbr h

Hs

Tp
,0.05

)
(3.7)

βw is a coefficient dependent on the sediment fall velocity, δs is the thickness of the
mixing layer (also dependent on γbr ), Uδ,r is the representative near-bed peak orbital
velocity based on significant wave height, h is the water depth, Hs is the significant wave
height, Tp the peak period and γbr is an empirical coefficient related to wave breaking
(eq.3.8).

γbr = 1+
(

Hs

h
−0.4

)0.5

(3.8)

3.3.4. SLOPE INFLUENCE ON LST CALCULATED BY UNIBEST-LT
The influence of the profile slope on the results of the UNIBEST-LT can be two-fold: 1)
a steeper slope results in a shorter surfzone with higher wave breaking dissipation per

distance unit and therefore a higher value of
dSx y

d x , which forces locally higher longshore
currents; and 2) the coefficient γbr (eq.3.8) is a function of Hs/h that has been accepted
as a good indication to whether waves are breaking or propagating as bores (Ting and
Kirby, 1995), with higher values for the former. This means that on a steeper slope
waves of different heights start breaking closer to each other yielding higher Hs/h values,
and consequentially higher γbr . These two effects combine in a way that the highest
sediment mixing occurs at the same zone where the highest longshore current is forced.

Some test runs using “flat” profiles, i.e, profiles with a constant slope, were made
with different slopes from 0.005 to 0.05. A single wave condition was used: Hs =1 m,
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Figure 3.1: LST results from UNIBEST-LT using “flat” profiles with different slopes and transition between
spilling and plunging breakers.

Tp = 10 s and α=10 degrees, and the default values for the coefficients on the Van Rijn
2004 formula. The results (figure 3.1) show a linear variation of LST with the slope.
The transition between spilling and plunging wave breaking types referred to in section
3.2 is also represented in figure 3.1. Considering the reasons presented in the previous
paragraph, LST rates were expected to increase with slope.

These perfectly “flat” profiles and single wave conditions do not occur in nature. In
the next sections, the UNIBEST-LT model will be applied to real profiles, with a real wave
climate in order to see how this trend transfers to real conditions.

3.4. DATA
The numerical model inputs are the cross-shore bathymetry profiles and the wave cli-
mate data in deep water offshore of the studied area. The bathymetry profiles used in
this study are part of the JARKUS data set. This data set comprises profiles surveyed
every year since 1965, along the entire Dutch coast. The profiles are separated by 250 m
in the alongshore direction. In the cross-shore direction the points have a grid spacing
of 5 m in the beach area and surf zone. In earlier measurements it is common to find a
cross-shore grid spacing of 10 m in the points below NAP1. The profiles start inland after
the first dune row, and extend to depths of up to 18 m NAP in the most recent surveys.
In general, profiles measured earlier stop at smaller depths and have lower quality data
(less data points, more fluctuations). For this reason, only profiles that reach at least 8 m
of depth are used. I considered the 8 m depth also to be the limit of the active profile. This
limit was chosen based on Hinton and Nicholls (1998), that found the depth of closure
in the Holland coast to be between 5 m and 8 m, for a time scale of 20 years.

For this study, I only considered profiles that: 1) are located between IJmuiden and
Hoek van Holland (South-Holland coast), 2) have its most offshore point deeper than 8
m NAP, 3) have at least 30 points with elevation below NAP, 4) reach at least the level 3 m
above NAP and that are at least 4 km away from the breakwaters at Hoek van Holland or

1Nieuw Amsterdams Peil – reference level in the Netherlands
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(a) Jarkus profiles rendered on Google Earth (b) South-Holland coast

Figure 3.2: Jarkus profiles and area used in this study

IJmuiden. The total number of profiles that satisfy these conditions is 3085. These pro-
files show a large degree of variability as it can be observed in figure 3.3. A more detailed
analysis of the variability of slope and shape of the profiles is presented in section 3.5.2.
Sediment in this area has grain sizes between 200 µm and 250 µm.

As input, the model used a wave climate that is composed of 1 year of conditions
distilled from 10 years of wave observations. The wave data was measured by Rijk-
swaterstaat near IJmuiden, at IJmuiden munitiestortplaats, located at 52◦33’00” East
and 4◦03’30” North. The water depth at this location is 21 m. The data was collected
with intervals of 1 hour and values for significant wave height, mean zero-crossing pe-
riod (Tm02) and direction amongst others were measured. The measurements were di-
vided in three-dimensional bins according to Hs (from 0 m to 7 m in 0.5 m increments),
Tm02(from 2 s to 10 s in 2 s increments) and direction (0 to 360 degrees in 20 degrees
increments). Figure 3.4 shows the total histograms (comprising all directions) of Hs and
Tm02. Figure 3.5 shows the directional histograms of Hs and Tm02.

Using UNIBEST-LT, each three-dimensional bin condition was propagated from a 21
m depth to an 8 m depth assuming a slope similar to what is observed at those depths
close to IJmuiden (approximately 0.004). Because UNIBEST-LT uses as input the peak
period (Tp ) instead of Tm02, I needed to perform a conversion. Lecture notes from Prof.
Battjes (personal archive) state that the conversion factor should be Tp = Tm02 for swell
and Tp = 1.4Tm02 for locally generated wind waves. Based on this information a factor
that varied linearly from 1.4 at Tm02 = 4 s to 1 at Tm02 = 16 s was used.

The propagated wave parameters were re-classified into the same three-dimensional
bins. For Tp the bins were set from 4 s to 12 s in 2 s increments. The results are shown in
Figure 3.6. At the depth of 8 m the waves come from two predominant directions: around
NNW and WSW, that account for approximately 55% of all waves. In general NNW waves
can be associated with larger periods, typically above 6 s, while WSW waves typically
have smaller period values. In terms of wave heights, WSW waves present slightly higher
waves.
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Figure 3.3: "Cloud" of all the profiles used showing the high variability in slope and shape
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Figure 3.4: Histograms of Hs and Tm02 at 21 m depth.
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Figure 3.5: Directional histograms of Hs and Tm02 at 21 m depth. The grey area represents the coastal
orientation.
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Figure 3.6: Directional histograms of Hs and Tp at 8 m depth. The grey area represents the coastal orientation.
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Table 3.1: Values used for the Van Rijn (2004) formula

D10 D50 D90 Dss ρw ater ρsedi ment Porosity Temperature Salinity
µm kg/m³ - °C ppm

140 225 280 200 1025 2650 0.4 15 30

Table 3.2: Values used for the wave parameters in UNIBEST-LT

γ α kb

0.8 1 0.1 m

3.5. METHOD
The UNIBEST-LT model was used to calculate LST rates for all the 3085 JARKUS profiles
considered valid under the same wave forcing. For each profile used, I tried to identify
and parametrise the most important profile features.

3.5.1. MODEL SETUP

In all computations the same input coefficients and wave forcing were used. The only
difference between computations was the profile used. Tables 3.1 and 3.2 show the
model parameters adopted in the simulations. The sediment properties used are typical
values for the Dutch coast. Because the aim of this work is to study the differences be-
tween results and not the absolute values of LST rates, the value of the input parameters
is not crucially important. Nevertheless, I took care that sediment related parameters
have realistic values.

In Tables 3.1 and 3.2: D10, D50 and D90 are the 10th, 50th and 90th percentiles of
the grain size distribution, Dss is the median size of suspended sediment, ρw ater and
ρsedi ment are the densities of water and sediment, γ is a wave breaking coefficient, α
is another wave breaking coefficient and kb is the bottom roughness. Input files for
the model were created with Python scripts. In this step, the grid that the model uses,
the transport truncation point and dynamic boundary were defined. The model uses
a flexible grid that allows the use of smaller cells near the shoreline and larger cells in
deeper positions. Table 3 shows the reference grid sizes used in our simulations.

3.5.2. PROFILE FEATURES

The profile features chosen to be tested are: average slope, root mean square slope,
average downwards slope, root mean square downwards slope and the number of bars.
Smoothed profiles were used to calculate these parameters because measurement fluc-

Table 3.3: Reference grid sizes used in the computations (cross-shore position is positive in the onshore
direction, and zero represents the shoreline)

Cell size (m) 40 2 4 5 50 100

Cross-shore position (m) 10 0 -300 -500 -1000 -1800



3.5. METHOD 43

tuations or even ripples can influence heavily these parameters.

The average slope was calculated with the formula: m = xmax /hmax where xmax is
the cross-shore position at a depth of hmax =8 m.

The root mean square slope was calculated with eq.3.9 where mi are the slope values
in each grid cell. Only cells over the active profile (until the 8 m depth) are considered.
The root mean square accounts for variations of the slope value. Profiles with high slope
variation have higher root mean square values.

mr ms =
√∑N

i=0 m2
i

N
(3.9)

The average downwards slope is the average slope value of the grid cells that have a
negative slope (cells in the seaward slope of a bar, for example), over the active profile
(until the 8 m depth). Because waves start to break where the slope is negative, it is
expected that only the slope of those locations influences the type of breaker.

The root mean square downwards slope is obtained taking the root mean square of
the slope value on the grid cells that have a negative slope.

The detection of bars is not straightforward. There is some ambiguity in what is
considered a bar. In order to have an objective measure, the following method was used:
1) the profile was interpolated in a 5 m grid (to avoid problems of missing values), 2)
using a moving average method, the profile was smoothed to eliminate fluctuations due
to measurement errors, 3) all local maxima (crests) and minima (troughs) were listed,
4) a relative height parameter rct was calculated using eq.3.10, where dcr est and dtr oug h

are the depths at the crest and at the trough respectively and 5) a threshold value for the
ratio rct was set. Local maxima that have a relative height greater than the threshold are
considered bars. The threshold adopted (via trial and error) was 0.1, but other values
were also tested. Figure 3.7 shows an example of the results of the method.

rct =
dcr est −dtr oug h

dcr est
(3.10)

Figure 3.8 shows the distribution of the values obtained for these measures for all
valid profiles. The distribution of average slope values is bimodal, with two distinct
peaks clearly visible on figure 3.8a. These two peaks correspond to profiles in the most
northern part of the domain (smaller average slopes) and the most southern part (higher
average slopes). This bimodal character is in part caused by the existence of more valid
profile measurements in these regions, in contrast with the area in between where fewer
valid profiles are available and consequently is less represented in the histogram. For the
other profile features, the bimodal character of the distributions becomes more attenu-
ated.
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Figure 3.7: Example of the results obtained with the bar detection method. Notice that the second maximum
is not considered a bar.

Table 3.4: r 2values for all the profile features

Profile feature r 2

average slope 0.50
rms slope 0.66

average downwards slope 0.72
rms downwards slope 0.77

Number of bars 0.06

3.6. RESULTS

3.6.1. LST RATES

Figure 3.9 shows the distribution of LST rates obtained. LST rates range from 100 000 to
more than 400 000 m³/y, and approximately 50% of LST rates are concentrated between
100 000 and 150 000 m³/y. The value corresponding to the 95th percentile of the resulting
distribution is 50% higher than one correspondent to the 5th percentile. It is important
to emphasize that these differences are caused only by the profiles.

Figure 3.10 shows the values of the profile features described in the last section plot-
ted against the LST rates and respective linear regression results.

In Table 3.4 the r 2 values obtained for all the profile features are presented. The
calculated LST rates show significant variability with the profiles used, considering that
all profiles come from the same region. In this stretch of coast the average slope values
are between 0.005 and 0.02. The best correlation was found for the root mean square
downward slope, with r 2=0.77. The second best was the average downwards slope. The
other parameters related to bed slope show lower r 2 values. The root mean square
measures seem to be better indicators for the influence of profile features on LST rates
calculated with UNIBEST-LT. The number of bars shows no correlation with the LST
rates. Nevertheless, in Figure 3.10 it can be seen that high transport rates only occur for
0, 1 and 2 bars. For a number of bars higher than 2, LST rates are generally low. The fact
that high numbers of bars usually happen with smaller slopes may explain this result.
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Figure 3.8: Histograms of profile features measures.
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Figure 3.9: Distribution of the LST rates obtained.

3.7. CONCLUSIONS
LST rates calculated with the UNIBEST-LT model were tested for correlations with profile
related parameters. The LST rates obtained with UNIBEST-LT vary significantly with
the profile used ranging from less than 100 000 m³/y to over 400 000 m³/y. This is an
indication that the model responds to differences in profile and that it accounts for the
influence of profile features in LST rates. Still, the wave climate may also exert some
influence and favour LST in some profiles. Further simulations with different years of
wave measurements would help us to be more certain that these differences are not an
effect of the wave climate used. The root mean square downward slope showed the best
correlation (r 2) with the calculated LST rates and all parameters directly related with
slope showed some correlation. The number of bars resulted in very small r 2 values.
However, the number of bars was found to give an indication of the potential to have
higher LST rates: the highest rates were obtained only for profiles with 2 or less bars.

It is unclear how the effects mentioned in section 3.2: wave breaking type and dis-
tribution of alongshore current, contribute to these differences in calculated rates due
to profile features are generated. In the next chapter, I investigate whether UNIBEST-LT
simulates these two phenomena well.
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Figure 3.10: LST rates vs. profile features.





4
THE EFFECT OF TURBULENCE ON A

LST MODEL

ABSTRACT

Wave breaking induced turbulence that reaches the bed, which varies according
to the wave breaking type, plays an important part on sediment stirring and
consequently is thought to be an important factor influencing LST rates. In this
chapter an attempt is made to model this influence. For that effect a process
based model is developed and implemented. This model includes a simple
turbulence model and uses a novel parametrization for the vertical decay of the
wave breaking generated turbulence. Laboratory data that includes test cases
with different wave breaking types is used to calibrate the model.

The model was able to reproduce the differences in turbulence decay profiles
between different wave breaking types and produced realistic cross-shore profiles
of LST. Unfortunately no proper validation was possible due to lack of data.

4.1. INTRODUCTION
In chapter 3 the influence of profile features on LST rates calculated with UNIBEST-LT
was investigated. The calculated LST rates varied significantly with the profile used but
it was unclear which process was responsible for this variation. In this chapter I explore
the effect of wave breaking type on LST rates. The wave breaking type is an indication to
how strong is the effect of wave breaking induced turbulence.

The influence of wave breaking induced turbulence on longshore sediment transport
(LST) is not explicitly represented in most existing models (e.g. UNIBEST-LT (van Rijn,
2007d,c), Bijker (1971)). However, field and laboratory observations indicate that this
effect is important and an effort must be made to include wave breaking induced tur-
bulence in LST models. For example, in a laboratory experiment, Cox and Kobayashi

49
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(2000) identified intermittent episodes of strong turbulence at the bottom inside the
surfzone and although those episodes were infrequent, the turbulence was of an order
of magnitude larger than the one generated at the bed. Beach and Sternberg (1992)
and Wang et al. (2002) also observed the same type of episodic events of high sediment
concentration high in the water column under breaking waves. Field observations in
Grasso et al. (2012) showed that wave breaking induced turbulence dissipation at the bed
was at least two times larger than the current induced turbulence dissipation (generated
by bed shear stresses), even in the presence of strong alongshore currents. In another
laboratory experiment, Smith et al. (2009) measured significant differences on total LST
rates between tests with different wave breaking types.

The wave breaking induced turbulent kinetic energy that reaches the bed has the
potential to stir a significant amount of sediment and carry it higher in the water column.
However, this happens intermittently in the surfzone (Beach and Sternberg, 1992) and
has been observed to be related to the beginning of the breaking and to be more frequent
with plunging breakers. Ting and Kirby (1995) observed differences in the turbulence
dissipation between spilling and plunging wave breaking types. The former occurs vio-
lently over a short time and across the water column (turbulence is transported down-
wards by the jet) and the latter occurs smoothly and is confined to a region near the sur-
face. In field experiments, Beach and Sternberg (1996) observed that plunging breakers
are associated with suspended sediment concentrations roughly four to six times higher
than the concentrations associated with bores and concluded that plunging waves are
responsible for the greatest share of the suspended load. Grasso et al. (2012) also ob-
served that the turbulent dissipation rate was almost depth uniform where waves were
starting to break and that it decayed radically with depth where bores were predominant.
Also based on field data, Aagaard and Hughes (2010) concluded that plunging breakers
are significantly more efficient in stirring sediment than surf bores. These results are not
surprising when one ponders about the mechanics of a plunging breaker where a jet of
water is ejected from the crest and falls on the base of the wave face. This jet penetrates
the surface and provokes a downward transfer of turbulence that may reach the bed and
increase drastically the local instantaneous bed shear stress.

In this chapter I evaluate the effect of wave breaking induced turbulence on LST re-
sults from a laboratory experiment. The LST physical model data comes from the Long-
shore Sediment Transport Facility (LSTF) located at Vicksburg, USA (Hamilton et al.,
2001).

This chapter is organized as follows: the data used to calibrate and validate the mod-
els is presented in Section 4.2. The UNIBEST-LT model’s performance on this dataset is
presented in Section 4.3. A wave propagation and longshore current model is presented
in Section 4.4 In Section 4.5 I describe the sediment transport model and in Sections 4.6
and 4.7 the results and conclusions are presented and discussed.

4.2. DATA
The laboratory data used in this study were obtained at the LSTF physical model (Hamil-
ton et al., 2001). The LSTF simulates nearshore hydrodynamic and sediment transport
processes at a relatively large geometric scale, including situations where considerable
sand is mobilized and transported in suspension. The LSTF consists of a 30-m wide,
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Figure 4.1: Layout of the LSTF (from Smith (2006))

Table 4.1: Incident wave conditions for each test (in front of the wave generator)

Test Breaker type Hs,o (m) Tp (s) θo (degrees)

1 Spilling 0.25 1.5 10
3 Plunging 0.23 3.0 10
5 Spilling 0.16 1.5 10

50-m long, 1.4-m deep basin (figure 4.1), and includes wave generators, a sandy beach,
a recirculation system (Visser, 1982), sand traps, and a movable instrumentation bridge
where instruments can be mounted. These included wave gauges, Accoustic-Doppler
Velocimeters (ADV), Fiber Optic Backscatter (FOBS) sensors and a beach profiler. The
current data imposed by the recirculation system was also registered. Sediment traps
were installed in the downdrift recirculation flow channels to collect sand transported
through the downdrift boundary (Smith, 2006).

Four irregular wave conditions with a relatively broad spectral shape, representing
typical sea conditions, were generated in the LSTF. The wave conditions were designed
to obtain and compare LST rates for different breaker types by varying incident wave
height and period. In this study data from tests 1, 3 and 5 is used. The wave conditions
are shown in Table 4.1. The tests were performed on a movable bed with sediment
with D50 = 0.15 mm. The profiles were the result of the wave action, and represent
equilibrium situations.

Within each test, 3 measurement runs were carried out - cases 1, 2 and 3. The bathymetry
varied slightly from case to case and these small variations may be significant to the
model. For that reason I decided to use data from only one case per test: Case 3 from
Test 1, Case 2 from Test 3 and Case 3 from Test 5. The cases were chosen taking into
account a subjective appreciation of the quality of the data. The bathymetry profiles
were smoothed to eliminate ripples and are shown in figure 4.2. More details on this
experiment can be found in Smith (2006).

The longshore current velocity data points were obtained by depth averaging values
measured by the ADVs at different depths, weighted by each measurement’s correspond-
ing water column fraction. The values of the current forced by the pumps were also
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Figure 4.2: bathymetry on the 3 tests

measured and were usually higher than the depth averaged ones. This may be explained
by the presence of a small recirculation current close to the wave generators. This small
recirculation current may also have affected slightly the current values at the beginning
of the surfzone.

The root mean square wave height and setup data were measured directly from the
surface elevation time series recorded by the wave gauges.

All bathymetry, velocity and surface elevation measurements considered in this study
were measured at a position slightly downdrift from the center of the basin, preferably
at profile Y22 (see figure 4.1). When data were not available for this profile, the closest
profile with valid data was used. The LST rates were measured by the sediment traps
located at the downdrift boundary.

4.3. UNIBEST-LT: APPLICATION TO THE LSTF TEST
I applied the model UNIBEST-LT with the Van Rijn 2004 sediment transport formula to
the laboratory tests at the Longshore Sediment Transport Facility. The input values for
the Van Rijn 2004 formula are shown in Table 4.2.

One case from each test was used. The resulting LST rates are shown in figure 4.3.
The LST rates along the profile follow the measured trend in test 3 and roughly on test 5.
In test 1 UNIBEST-LT over-estimates LST at the beginning of the breaker zone and under-
estimates values well inside the surfzone. In all tests, peaks of LST occurring very close to
the shore were measured. These peaks are not present in the UNIBEST-LT results. I don’t
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Table 4.2: Values used for the Van Rijn (2004) formula

D10 D50 D90 Dss ρw ater ρsedi ment Porosity Temperature Salinity
µm kg/m³ - °C ppm

140 225 280 200 1025 2650 0.4 15 30

Table 4.3: LST values (m³/y) obtained for each case.

Measured UNIBEST-LT

Test-case Swash-zone rest of domain Total Total
1-1 581 2940 3521 1626
1-2 951 2818 3769 1633
1-3 965 2544 3509 1646

3-1 2240 7530 9770 5773
3-2 2064 6595 8659 5818
3-3 2545 7175 9720 5818

5-1 531 1079 1610 413
5-2 394 1018 1412 416
5-3 290 708 998 418

know exactly the cause of these peaks but they could be a result of transport in the swash
zone, excessive longshore current forcing by the recirculation system or the combination
of both. In any case, UNIBEST-LT is not expected to be accurate in very shallow water
where the assumptions of the model lose validity.

I also looked at the longshore velocities (figure 4.4) along the profile. Here the model
is less successful in replicating the measured velocities. The model results seem to over-
estimate longshore velocities at the start of the breaker zone in tests 1 and 3, and un-
derestimate velocities close to the shore in all tests. It is important to notice that in the
UNIBEST-LT results, the longshore velocity is the factor that has more influence on the
predicted LST. This can be seen when comparing figures 4.3 and 4.4. The suspended
sediment concentration seems to play a secondary role.

Even though the model has some difficulties replicating the longshore velocities,
the results for the total load (LST integrated across the profile) shown in table 4.3 are
good (within a factor of approximately 2), considering that no fine tuning of calibration
parameters was necessary. The results improve if one excludes the high transport peaks
in very shallow water (for simplicity I call this area the swash-zone). More importantly,
figure 4.5 shows that there is an approximately linear relation between measured and
calculated total loads when considering all tests together. This indicates that the model
behaves consistently with different types of wave breaking.

Although the model predicts total loads with reasonable accuracy, it fails to give the
correct distribution of LST across the profile. This seems to be caused by an incorrect
longshore current generation due to the lack of a roller model. Reniers and Battjes (1997)
have shown that a roller model is needed for an accurate longshore current prediction,
especially on barred profiles. Nevertheless, this error is compensated by an underes-



54 4. THE EFFECT OF TURBULENCE ON A LST MODEL

5 10 15 20 25
0

100

200

300

400

500

600

Q
(m

3
/y

ea
r)

Test1 Q measured

Q unibest

5 10 15 20 25
0

200

400

600

800

1000

1200

1400

1600

1800

Q
(m

3
/y

ea
r)

Test3 Q measured

Q unibest

5 10 15 20 25

x(m)

0

50

100

150

200

250

300

Q
(m

3
/y

ea
r)

Test5 Q measured

Q unibest

Figure 4.3: LST rates across the profile: measured and calculated with UNIBEST-LT
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timation of the suspended sediment concentration at the start of the breaking area.
These two shortcomings cancel each other effectively to give a reasonable total load
estimation, especially in test 3. This suggests that UNIBEST-LT

However, for the purpose of studying the effect of wave breaking generated turbu-
lence these are important problems that led us to conclude that UNIBEST-LT is not
suited to be used in this chapter.

4.4. WAVE PROPAGATION MODEL
In order to simulate with accuracy the effect of wave breaking in LST, it is necessary to
have a model that, drives an alongshore current in a realistic manner. The wave prop-
agation model used in this study is a wave energy balance model (Battjes and Janssen,
1978), that includes a roller energy balance (Stive and Vriend, 1994, Reniers and Battjes,
1997).

∂

∂x

(
Ecg cosθ

)+ ∂

∂x
(Er c cosθ) =−Dr (4.1)

Eq.(4.1) can be separated in two (interdependent) equations for the wave energy (eq.4.2)
and roller energy (eq.4.4):

∂

∂x

(
Ecg cosθ

)=−Db (4.2)

where E is the wave energy, θ is the wave angle, Db is the energy dissipation due to wave
breaking and cg is the group velocity. The wave energy is related to the wave height
through eq.4.3.

E = 1

8
ρg H 2

r ms (4.3)

where g is the gravitational acceleration, ρ is the water density and Hr ms is the root mean
squared wave height. The roller energy balance is given by:

∂

∂x
(Er c cosθ) = Db −Dr (4.4)

where Er is the roller energy (Svendsen, 1984) given by

Er = ρAc²

2L
(4.5)

where A is the roller area and L the wavelength corresponding to Tp . Dr is the roller
dissipation given by eq.4.6.

Dr = 2
g Erβ

c
(4.6)

where β represents the slope of the wave front which is assumed to be O (0.1), but no
bigger than 0.1 (Walstra et al., 1996).

Other wave related quantities are determined using linear wave theory:
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ω2 = g k tanh(kh) (4.7)

c = ω

k
(4.8)

cg = ∂ω

∂k
= nc (4.9)

n =
(

1

2
+ kh

sinh(2kh)

)
(4.10)

where h is the water depth, ω= 2π/Tp is the angular velocity and k = 2π/L the wave num-
ber. Tp is the peak period and L the wavelength.

The radiation stresses are given by:

Sxx = E

[
n

(
1+cos2θ

)− 1

2

]
+Er cos2θ (4.11)

Sx y = (nE +Er )sinθcosθ (4.12)

4.4.1. ENERGY DISSIPATION BY WAVE BREAKING
The energy dissipation due to wave breaking is the most important and at the same time
the most difficult phenomenon to simulate. In this section I present four models for the
energy dissipation by wave breaking.

The wave breaking dissipation in a wave energy balance model can be represented
by the product of two factors: the wave breaking dissipation of a single breaking wave
with a certain height (B) and the fraction of waves breaking at a given position of the
profile (Qb). The later can be understood also as the probability that a single wave in a
wave train with a certain Hr ms value is breaking.

Db =QbB (4.13)

Following the bore analogy suggested in Mehauté (1962), the formula for the dissipa-
tion in a single breaking wave with wave height H is:

B =αρg

8π
ω

H 3

h
(4.14)

with α being a calibration factor O (1).

BATTJES AND JANSSEN (1978) (BJ78)
In a wave energy balance model, the incident wave heights at deep water are assumed to
obey a Rayleigh distribution defined by the value of Hr ms :

P (H) = 2H

H 2
r ms

exp

[
−

(
H

Hr ms

)2]
(4.15)
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When waves reach shallower areas they begin to break and the wave height dis-
tribution changes. Battjes and Janssen (1978) suggested that the probability function
becomes truncated at the maximum wave height limited by depth Hb . The goal of this
assumption is not to simulate in detail the wave height distribution, but to derive mean
square values from a distribution which is truncated in the upper region by depth limited
wave breaking. Using this assumption, the fraction of breaking waves can be calculated
through the relation:

1−Qb

lnQb
=−

(
Hr ms

Hb

)2

(4.16)

where Hb which is given by the “Miche criterion”:

Hb = 0.88

k
tanh

(
γkh

0.88

)
(4.17)

being γ the wave breaking height to depth ratio, that is usually used to calibrate the wave
breaking dissipation. Battjes and Stive (1985) derived empirically an expression for γ
using both laboratory and field data on it’s calibration:

γ= 0.5+0.4tanh

(
33

Hr ms,0

L0

)
(4.18)

where the subscript 0 (“nought") indicates the deep water value of the parameter.
For the calculation of B in eq.4.13, Battjes and Janssen (1978) assumed that all break-

ing waves had the depth limited maximum wave height (Hb) and considered that Hb/h

was O (1):

B =αρg

8π
ωH 2

b (4.19)

The final formula for the wave breaking dissipation is:

Db,B J78 =α
ρg

8π
ωH 2

bQb (4.20)

THORNTON AND GUZA (1983) (TG83)
In a field experiment, Thornton and Guza (1983) observed that even inside the surf-
zone, a Rayleigh distribution (that is not truncated) was still valid and its shape was
determined by the local Hr ms . Taking into account analytical and empirical arguments,
Thornton and Guza (1983) characterized a distribution of breaking waves Pb (H) that is
a subset of the Rayleigh distribution P (H) and that can be expressed as a weighting of
the later:

Pb (H) =W (H)P (H) (4.21)

with a weighting function (always≤ 1) that was created in a way that more weight is given
to higher waves:

W (H) =
(

Hr ms

γh

)n [
1−exp

((
H

γh

)2)]
(4.22)
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being n and γ empirical coefficients with default values of 4 and 0.42 respectively. The
fraction of breaking waves can be calculated integrating eq.4.22 over all values of wave
height. Combining with eq.4.14 and assuming n = 4 the integration results in:

Db,TG83 =α
ρg

8π

ω

h

ˆ ∞

0
H 3pb (H)d H = ·· ·

= 3
p
π

32
ρgαω

H 5
r ms

γ2h3

[
1− 1(

1+ (Hr ms/γh)2
)5/2

]
(4.23)

ROELVINK (1993) (R93)
Roelvink (1993) presented a model the propagation of a wave group varying energy. This
formulation is not supposed to be applied to stationary models. Nevertheless I attempt
to use this simple implementation in our case using the following expression:

Pb,R93 = 1−exp

((
Hr ms

γh

)n)
(4.24)

where n is a calibration parameter that controls the spreading of the transition between
breaking and non-breaking waves. n should have different values for different types of
breakers. The calibration of γ resulted on a value of 0.55.

The dissipation by a single wave is also given by the bore analogy (eq.4.14) with H =
Hr ms resulting in:

Db,R93 =α
ρg

8π
ω

H 3
r ms

h
Pb,R93 (4.25)

ALSINA AND BALDOCK (2007) AND JANSSEN AND BATTJES (2007) (AB07)
Following Thornton and Guza (1983), Baldock et al. (1998) derived an expression for the
energy dissipation that is later improved by Alsina and Baldock (2007) and Janssen and
Battjes (2007) who arrived independently at eq.4.26:

Pb,A&B07 =
[(

Hb

Hr ms

)3

+ 3

2

Hb

Hr ms

]
exp

[
−

(
Hb

Hr ms

)2]
+·· ·

+ 3

4

p
π

[
1−erf

(
Hb

Hr ms

)]
(4.26)

where Hb is obtained with eq.4.17 with γ given by eq.4.18.
The dissipation by a single wave is also given by eq.4.14, setting H = Hr ms , yielding:

Db,AB07 =α
ρg

8π
ω

H 3
r ms

h
Pb,AB07 (4.27)

4.4.2. ALONGSHORE CURRENT AND SETUP
The wave energy dissipation forces alongshore currents and setup. An accurate predic-
tion of these currents is fundamental to correctly estimate sediment transport. Following
Longuet-Higgins (1970), the depth integrated forces acting in the water volume on a
alongshore uniform situation are:
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Fx = ∂Sxx

∂x
(4.28)

Fy =
∂Sx y

∂x
(4.29)

The cross-shore variation of set-up is given by:

d η̄

d x
=−Fx

g
(4.30)

The alongshore current forcing Fy is obtained combining eq.4.29, eq.4.2, eq.4.4 and
eq.4.12:

Fy =
dSx y

d x
= Dr

sinθ

c
(4.31)

The alongshore current is determined by the balance of the forcing Fy and the along-
shore component of the bed shear stress τy . Considering the alongshore momentum
equation on an alongshore uniform case:

dV

d t
= Fy

ρh
− τy

ρh
− d

d x

(
Dh

dV

d x

)
(4.32)

where Dh is the depth averaged horizontal turbulence viscosity and V the alongshore
current. eq.4.32 includes lateral mixing by the diffusion term. After a simple calibration
procedure, a constant (across the domain) Dh value equal to 0.01m2/s was adopted. It
was found that his value could change within this order of magnitude without a signif-
icant difference in the results. The Dh value is much smaller than the one suggested as
“background viscosity” in Roelvink and Reniers (2011) for field conditions, 0.1m2/s, and
than the value used in Ruessink and Miles (2001), 0.5 m2/s, also for field conditions. This
may indicate that this factor is dependent on scale.

The time averaged bed shear stress was calculated using the expression of Feddersen
et al. (2000), assuming that the mean component of the longshore current is much higher
than the mean component of the cross-shore current:

τy = ρc f V
√

(1.16s)2 +|V |2 (4.33)

where s is the standard deviation of the velocity and c f is the drag coefficient. Assuming
a linear velocity function (i.e. with mean equal to zero), the standard deviation of the
velocity series is equal to ur ms .

ur ms = 1

2
p

2
ω

Hr ms

sinh(kh)
(4.34)

The drag coefficient c f was considered to be constant along the domain and was ad-
justed to 0.014. With this value the calculated alongshore velocities showed reasonable
agreement with the measured values. Reniers and Battjes (1997) also found a similar c f

value to provide good estimates of alongshore velocities on a laboratory test.
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4.4.3. NUMERICAL IMPLEMENTATION

The equations were implemented using a Runge-Kutta of 4th order scheme available on
the Python module “Odespy” (Langtangen and Wang, 2013). This scheme is an explicit
method for solving differential equations. The calculations were done using an irregular
grid where the spacing varied from 0.2 m on the offshore boundary to 0.01 m close to the
shoreline. To avoid numerical instabilities points with depths lower than 0.05 m were
not considered.

For the alongshore current the adaptive solver on time VODE (Brown et al., 1989) was
used, starting with zero current on all domain, until an equilibrium was reached between
the forcing and the bed shear stress (eq.4.32).

4.4.4. CALIBRATION

The breaking dissipation models were used with the default values and only the along-
shore current model needed calibration. For this model, the conjunction of β equal to
0.04 and the bottom friction equal to 0.014 was considered optimal, upon visual inspec-
tion of the results. I opted for not using error measures like the root mean square error
or bias to evaluate the optimal coefficients for two reasons: 1) our goal was to have a
model that was successful in predicting the trends in all tests and these error measures
are less capable to evaluate trends and 2) it is not the goal of this study to fine tune
these coefficients. Instead I carried out a small sensitivity analysis for the calibration
coefficients of the longshore current model, using the AB07 dissipation formulation.

4.4.5. RESULTS WITH DIFFERENT WAVE BREAKING DISSIPATION FORMULA-
TIONS

All four breaking dissipation formulations were tested. All methods, given the right cal-
ibration factors are capable of predicting reasonably well the evolution of wave height
along the domain (figure 4.7). However, without calibrating the coefficients of the dissi-
pation formulation, wave heights calculated with TG83 seem to be consistently under-
predicted. The other formulations are more successful in predicting wave heights, with
R93’s results appearing to be the best. BJ78 and AB07 result in very similar wave height
predictions for all tests.

Concerning the longshore current velocities (figure 4.8) it can be seen that: TG83’s
results are too high at the beginning of the breaker zone in tests 1 and 3, R93’s results
are too low for tests 1 and 5 and results with BJ78 and AB07 are generally between the
results of the other two formulas. The only important distinction between the results of
BJ78 and AB07 occurs in test 3 at the bar, where the later results in predictions that are
nearer to the measured values. This confirms the results obtained in Alsina and Baldock
(2007). This area is of crucial importance for our study because the plunging breakers
occur only there. Considering these reasons, the AB07 formulation for wave breaking
dissipation was used herein.

4.4.6. DISCUSSION

A few aspects are important to emphasize when trying to build a longshore current model:
1) the inclusion of a roller model is very important, especially if one wants to estimate
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Figure 4.6: sensitivity analysis for the coefficients β and c f using AB07
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Figure 4.7: Hr ms results with different formulas for breaking induced dissipation and measured values.
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Figure 4.8: Longshore current results with different formulas for breaking induced dissipation and measured
values.
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Figure 4.9: Differences between a model with roller (the model presented in this chapter) and a model without
a roller (UNIBEST-LT)

the cross-shore profile of velocities on barred profiles. The difference between results
with and without a roller (UNIBEST-LT in this case) is presented in figure 4.9. The dif-
ferences are important, especially on test 3 where the bar is more prominent. The roller
distributes the longshore forcing across the surfzone resulting in a much more realistic
prediction. 2) Within the roller model, the β coefficient can influence significantly the
trend of the velocities across the profile. This coefficient is understood as being the
representation of the wave front angle. However, it is used as a free parameter in this
study. In Walstra et al. (1996) this parameter was found to be a function of the depth and
wave height and is expected to vary across the profile having a maximum value of 0.1. In
our case the expression derived in Walstra et al. (1996) did not give better results than a
constant value. Figure 4.6(a) shows the influence of the value of beta in the results. The
value found to better simulate the behavior in test 3 was 0.04. 3) The bottom friction
coefficient is also a very important calibration parameter. It controls the magnitude of
the velocity which is very sensitive to this parameter as can be seen in figure 4.6(b). For
the sake of simplicity I opted to consider the bottom friction constant along the profile.
The value that appears to result in a better estimation of the longshore velocities was
0.014.

As noted above, the results using the formulations BJ78 and AB07 are very similar
except for the zone at the bar crest in test 3. This happens because the AB07 formulation
dissipates more energy where the wave breaking becomes more of the plunging type.
This appears to be done by increasing the factor that can be interpreted as the fraction
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or probability of breaking waves (eq.4.13) to a value above 1 as can be seen in figure 4.10.
This appears to compensate the deficiency in energy dissipation obtained with the bore
analogy when simulating plunging breakers.

4.5. SEDIMENT TRANSPORT MODEL
For the sediment transport I use a Bagnold/Bailard/Bowen (BBB) (Bagnold, 1966, Bailard,
1981, Bowen, 1980) model. Such a model has been previously used in a cross-shore sed-
iment transport model (Roelvink and Stive, 1989) to include the effects of wave breaking
induced turbulence. Turbulence effects have been also incorporated in different types
of models, e.g., Feddersen and Trowbridge (2005). I adopt the approach of Roelvink and
Stive (1989) to model the effect of turbulence in our model. All inputs of the model are
obtained from the 1D wave model presented on this Chapter.

In Bailard (1981) a general formula for sediment transport (in terms of immersed
weight, It ) was derived:

〈
~It

〉= ρc f
εB

tanφ

[〈|~ut |2 ~ut
〉− tanβ

tanφ

〈|~ut |3
〉

î

]
+·· ·

ρc f
εS

W

[〈|~ut |3 ~ut
〉+ εS

W
tanβ

〈|~ut |5
〉

î
]

(4.35)

where ρ is the water density, c f the drag coefficient, subscript t denotes a time-varying
quantity, φ is the angle of internal friction of the sediment, β is the angle of the bed
slope, εB and εS are the efficiency factors for sediment transport in the bed layer and in
suspension, respectively, W is the sediment fall velocity, ~u is the horizontal near-bottom
velocity, î and ĵ are the cross-shore and longshore directions respectively. The angled
brackets represent the time average over a wave period. Velocity can be expressed as x
an y components:

~ut = (ũ cosα+u)î + (ũ sinα+ v) ĵ (4.36)

where α is the wave angle, u and v are the steady velocity components on axes x and y ,
and

ũ ∼= ~um1 cosωt + ~um2 cos(2ωt +σ12)+ ... (4.37)
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where umn is the amplitude of the nth harmonic and σ12 the phase difference between
harmonics 1 and 2. All ~umn have the same direction.

This formula was derived considering that immersed mass sediment transport is a
function of time varying vectors associated with bed and suspended load (~ks and ~kb)
times the local rate of energy dissipation ωt .

~It =
(
~ks + ~kb

)
ωt (4.38)

ωt = ρc f |~ut |3 (4.39)

From field and lab data, the efficiency constants values were set at: εs = 0.10 and
εb = 0.020 (Nairn and Southgate, 1993).

The immersed mass transport (I ) expressed in kg/s, is related to the volume rate L1 in
m3/s by:

L = I

g (ρs −ρ)(1−p)
(4.40)

4.5.1. LONGSHORE COMPONENT
For the calculation of LST all cross-shore terms in eq.4.35 can be crossed out. The bed
load transport term is also considered to be of an order of magnitude smaller than the
suspended load and is therefore neglected (Nairn and Southgate, 1993). The sediment
transport expression is thus reduced to eq.4.41.〈

~It
〉= ρc f

εS

W

[〈|~ut |3 ~ut
〉]

(4.41)

I assume that:

~u(t ) = ~u0 + ~̃u(t ) (4.42)

being u0 the constant alongshore current.
To calculate the 4th odd moment

〈|~ut |3 ~ut
〉

I use a Taylor series expansion, as in
Bowen (1980). The resulting expression (eq.4.43) can be simplified to eq.4.46 using the
previously adopted notation and considering the first harmonic only (linear theory):〈|~ut |3 ~ut

〉= 4ū
〈|ũ|3〉+6ū2 〈ũ |ũ|〉+4ū3 〈|ũ|〉+ · · · (4.43)

〈|ũ|3〉= 1

T

ˆ T

0

(
um1

∣∣∣∣sin

(
2π

T
t

)∣∣∣∣)3

d t = 4u3
m1

3π
(4.44)

〈|ũ|〉 = 1

T

ˆ T

0
um1

∣∣∣∣sin

(
2π

T
t

)∣∣∣∣d t = um1

π
(4.45)

〈|~ut |3 ~ut
〉= 16u0

u3
m1

3π
+8u3

0
um1

π
+·· · (4.46)

1The letter L was chosen to represent the volume transport rate instead of the commonly used letter Q to avoid
confusion with the fraction of breaking waves Qb .
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For the case of irregular waves, um1 is a representative value for the whole distribu-
tion of orbital velocities and its derivation is presented in APPENDIX B1.

4.5.2. TURBULENCE MODEL
Roelvink and Stive (1989) presented a cross-shore sediment transport model that in-
cludes turbulence effects. In that model a term is added to the suspended immersed
weight to account for sediment suspension due to turbulence generated by wave break-
ing (eq.4.47). This equation can be separated in two terms representing the immersed
weight suspended sediment transport by the effect of the orbital velocities at the bottom
Iss = KsεSωs and the transport due to wave breaking induced turbulence Ist = KsεTωt .
Here I adopt a similar model but accounting for different efficiency factors for suspended
transport caused by shear stresses due to orbital velocities at the bed (εS ) and turbulence
generated by wave breaking at the surface (εT ).

Is (t ) = Ks (εSωs +εTωt ) (4.47)

where:

Ks = u(t )

w
(4.48)

ωs = ρc f |u(t )|3 (4.49)

ωt = ρβd k
3
2

b (4.50)

where ωs is the term referring to the work done by the shear stress, ωt refers to the local
rate of energy dissipation due to turbulence near the bed generated by wave breaking
and βb a coefficient expected to be close to 1. kb is the near bottom magnitude of
the time averaged turbulent kinetic energy (TKE) and it’s estimated assuming that it’s
value decreases exponentially with the depth (Roelvink and Stive, 1989). The exponential
decay rate is set by a vertical scale length scale λ (eq.4.51) and a calibration factor A:

k(z) = k
Aλ

1−exp(−Aλh)
exp(−Aλz) (4.51)

where k is the time and depth averaged TKE and k(z) is the time averaged TKE. The
depth integration of the right-hand side of eq.4.51 results in k. At the bed:

kb = k
Aλexp(−Aλh)

1−exp(−Aλh)
= k

Aλ

exp(Aλh)−1
(4.52)

The TKE can be related to the dissipation of turbulent energy via the expression
(Launder and Spalding, 1974):

ε= cd
k

3
2

l
(4.53)

where cd is an empirical constant equal to 0.09 (Svendsen, 1987) and l is a turbulence
length scale assumed to be a fraction (b1) of Hr ms (depth constant). b1 is used as a
calibration factor. Integrating eq.4.53 over depth yields:
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ε= cd
h

b1Hr ms
k

3
2 (4.54)

where ε is the depth and time averaged dissipation of TKE. In Roelvink and Stive (1989)
this variable is related with the wave breaking dissipation through a time averaged turbu-
lent energy flux model which has the function of generating a delay between production
of turbulent kinetic energy and dissipation. In the model described in this chapter the
roller model already plays that role, hence I relate ε directly to the roller dissipation Dr .
However, it can reasonably assumed that only a fraction b2 of the energy dissipated at
the roller acts as a source of turbulence in the water column. Feddersen and Trowbridge
(2005) estimated the fraction to be 25%. This estimation was based on previous esti-
mations that around 50% of the roller energy dissipation is used pushing air bubbles in
the water column (Lamarre and Melville, 1991) and 25% in turbulent dissipation above
the trough level, i.e., in the roller itself. This estimation is somewhat simplistic and I
preferred to use b2 as a calibration factor.

ε= b2
Dr

ρ
(4.55)

The depth averaged TKE value becomes:

k =
(
B

Dr

ρ

Hr ms

cd h

)2/3

(4.56)

where the calibration factors are grouped as B = b1b2.

CALIBRATION OF THE TURBULENCE MODEL

The model was calibrated with TKE estimated from the velocity data measured with the
ADVs. Assuming that the velocity can be decomposed on three components: a mean
component u, a wave component ũ and a turbulent component u′, TKE is defined by:

k = 1

2

(
û′2 + v̂ ′2 + ŵ ′2

)
(4.57)

where u′, v ′ and w ′ represent the turbulent components of the three directions: cross-
shore, alongshore and vertical. The “hat” denotes time averaging. The turbulent com-
ponents were estimated using a frequency filtering method. A high-pass filter (Nadaoka
et al., 1989) was applied with a cut-off frequency determined by the start of the turbulent

saturation regime characterized by a f − 5
3 dependency in the spectrum (Kolmogorov,

1991, Frisch and Kolmogorov, 1995) (figure 4.11). The start of this region is not clearly
defined so a degree of subjectivity is present in the definition of this cut-off frequency.
Although velocities were measured at ten vertical positions, the velocity time series mea-
sured close to the surface appeared corrupted, possibly due to the presence of air bub-
bles. Turbulence estimations close to the bed also presented suspicious values and were
also disregarded. I only considered points where all three velocity directions (u, v and
w) were measured. The results are shown in figure 4.12 where it can be seen that TKE
over the bar is significantly higher than in the other parts of the domain. There are more
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Figure 4.11: Spectrum of u measured over the bar (x=13.3m) showing the signature slope of the turbulent
regime ( f −3/5)

efficient techniques to isolate the turbulent components, e.g., Trowbridge (1998) and
Shaw and Trowbridge (2001) but those require that measurements are made with pairs
of sensors separated by a distance much smaller than a wavelength, which is not the case
in this data-set.

4.5.3. SEDIMENT SUSPENSION UNDER BREAKING WAVES
The increased sediment concentration induced by plunging breakers can be clearly seen
in the data collected with the FOBS (figure 4.13). In Test 3 the FOBS positioned just
offshore of the bar crest measured high concentrations higher in the water column where
the plunging breakers were more likely to occur. The other tests appear to show mostly
sediment suspended very close to the bed, most probably due to bed shear stresses
generated by the wave orbital velocity alone. The importance of wave breaking induced
turbulence is also visible in the values for LST measured by the sediment traps (figure
4.14) when compared to LST rates calculated without wave breaking induced turbulence
(a pure Bagnold/Bailard/Bowen model, using only the first term in eq.4.47).

The length scale of the turbulence decay in eq.4.51 (λ) is the parameter that controls
the amount of turbulent energy dissipation that reaches the bottom. For the reasons
explained above, I want this factor to be an indication of the initiation of breaking and of
the presence of plunging breakers. The value used in Roelvink and Stive (1989) is H−1

r ms
and thus the amount of turbulence reaching the bed (k̄b) is ultimately dependent on
the parameter Hr ms/h that has been accepted as a good indication to whether waves are
breaking or propagating as bores (Ting and Kirby, 1995). Yet, if this parameter is com-
puted for Test 3, it is clear that it assumes values that are too high well inside the surfzone
when compared to the values at the bar (figure 4.15) whereas it would be expected that
values closer to the shore, where most waves already broke, to be smaller. In figures
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Figure 4.12: measured TKE values (Test 3)
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Figure 4.13: Sediment concentrations on the water column measured with the FOBS for the 3 tests at
4 positions. Data points are represented with cross hairs and the concentration is proportional to the
displacement in the horizontal in relation to the point where the FOBS array is positioned. All concentration
data points use the same scale.
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Figure 4.14: Volume transport rates measured (dots) and calculated without breaking induced turbulence
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Figure 4.15: Hr ms/h values across the domain for Test 3

4.13 and 4.14 it can be observed that for Test 3 there is a significant increase of sediment
concentration and LST over the bar (almost one order of magnitude), where the plunging
breakers occur. The rest of the domain, with the exception of the swash area is more or
less constant and well simulated by the LST model without breaking induced turbulence.
There is a need for a better indicator that accounts for the two factors: beginning of wave
breaking and predominant type of breaker. In the following paragraph three parameters
are defined.

The most used parameter to indicate the type of breaker is the Iribarren number
(Battjes, 1974) (also known as the surf similarity parameter). I used a local version of
the parameter, i.e., an Iribarren number value ξn was calculated for every grid point n
in the domain (with local bed slope and breaking wave height). Because ξn can be high
in places where waves don’t break, the length scale was obtained multiplying ξn by the
fraction of breaking waves at each location. To keep dimensions correct I introduced a
dependence on Hr ms . Waves start breaking only on positive slopes (decreasing depth
when moving towards the shore) so I consider only positive mn values.

λξ = [ξnQb Hr ms ]−1 =
[

max(0,mn)p
Hb/L0

Qb Hr ms

]−1

(4.58)

where mn is the bed slope at each grid point.

The Iribarren based parameter gives no indication to where most waves begin to
break. One way to express the beginning of breaking is with the cross-shore gradient
of Qb . To relate this gradient with a wave related horizontal length scale and the wave
height, and to give it the right dimensions I multiply the parameter by L0 and Hr ms . The
parameter may also indicate indirectly the type of breaker. The area where there is a
strong increase in Qb must have a higher steepness because waves with different heights
are breaking on a shorter space. As in the Iribarren number, higher profile steepness
values cause breakers to be more of the plunging type. I am only interested in zones
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where Qb increases so I consider only the positive gradients of this parameter.

λQ =
[

max

(
0,
∂Qb

∂x

)
L0Hr ms

]−1

(4.59)

Both parameters described above have a problem: they are both calculated with local
values of wave height and depth, and thus have no memory of what happened with the
wave before. When a wave breaks it keeps propagating as a bore until all the energy in
the roller is dissipated. When a significant fraction of the waves is propagating as a bore,
even if there is a high value of λQ or λξ, there is no new initiation of breaking and less
turbulence is dissipated close to the bed. To overcome this problem I use a variable that
has “memory”: the gradient of the roller energy Er (eq.4.1). The roller energy increases
were waves start breaking and then decreases slowly as the roller energy is dissipated. To
keep the length scale with the right units a simple dimensional analysis was performed
taking into account parameters that are expected to influence the decay of turbulence:
L0, Hr ms , Tp and the (dynamic) water viscosity µ=0.00108 kg m-1s-1(salt water at 20oC).
Only areas where Er increases are considered.

λEr =
[

max

(
0,
∂Er

∂x

)
L0Tp

µ

]−1

(4.60)

Figure 4.16 shows the values of these scale lengths along the domain for the 3 tests. It
can be observed that the parameters λEr , λQ and λξ are significantly higher where most
waves start breaking than inside the surfzone in Test 3 where the plunging breakers were
observed. However the parameter λEr shows the highest ratio between magnitudes at
the bar and inside the surfzone. Therefore λEr was chosen as an indicator for beginning
of breaking and occurrence of plunging breakers.

The coefficients A and B in eqs. 4.56 and 4.51 were calibrated with the TKE values
calculated in the previous section. A crude calibration was done and the best results
were obtained with A = 0.0012 and B = 2×106. The resulting functions, using λEr as a
length scale, are shown in figure 4.17. In this figure it can be seen that only the cross-
shore positions 6 and 7 have significant values of breaking induced TKE deep in the
water column while TKE decays very quickly in the other cross-shore positions. It is
important to stress that this is a simplistic model and that its main goal is to estimate
the amount of TKE injected by plunging breakers in the water column and its decay with
depth. Ultimately, the model provides the needed breaking induced TKE value close
to the bed. Figure 4.17 shows non-zero TKE in the water column in the inner surfzone
(cross-shore positions from 1 to 5). However, these TKE values appear not to contribute
to longshore transport and thus are unimportant to our model.

The TKE profiles shown in figure 4.17 are very sensitive to small variations of the
calibration coefficients (figure 4.18). As said before, this calibration is very crude because
only two profiles are used (the profiles where the model gives some TKE close to the bed).
It is expected that these values will not fit a different dataset. Only with a much larger
dataset, a more robust calibration of the model could be possible.
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Figure 4.16: Suggested scale lengths for eq.4.51 (values multiplied by a constant to fit the same scale)
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Figure 4.17: test 3: measured TKE and calculated with eq.4.51 at the positions pictured in figure 4.12



4.6. RESULTS 75

0.000 0.002 0.004

−0.4

−0.3

−0.2

−0.1

0.0

6

B=2e+06
A=0.0010
A=0.0012
A=0.0014

0.000 0.002 0.004

−0.4

−0.3

−0.2

−0.1

0.0

7

B=2e+06
A=0.0010
A=0.0012
A=0.0014

(a) coefficient A

0.000 0.002 0.004

−0.4

−0.3

−0.2

−0.1

0.0

6

A=0.0012
B=1e+06
B=2e+06
B=3e+06

0.000 0.002 0.004

−0.4

−0.3

−0.2

−0.1

0.0

7

A=0.0012
B=1e+06
B=2e+06
B=3e+06

(b) Coefficient B

Figure 4.18: Sensitivity of the TKE profiles to the calibration coefficients A and B for positions 6 and 7
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Figure 4.19: LST values for Test 3

4.6. RESULTS

Having in the previous section calculated an estimation for the value of TKE close to the
bed kb , eq.4.47 can be applied to calculate LST. The value of the efficiency of wave break-
ing induced turbulence εT was calibrated with measured LST values. Because the LST
values calculated with eq.4.47 are concentrated over a very short area while measured
values are more spread (figure 4.19), the calibration of εT was done comparing integrated
values over the bar, more precisely between cross-shore positions x=12 m and x=18 m.
The best agreement with measured LST values was found for εT = 9.5. The discrepancy
in concentration of transport can have two reasons: a) there is some lateral (cross-shore)
advection/diffusion of the sediment in suspension due to turbulence and cross-shore
net velocities (e.g. undertow) that are not taken into account in the model and b) the
possible presence of infra-gravity waves may change slightly the water level and make
waves break at slightly different positions spreading the area where transport occurs. A
simple approximation to the evolution of the depth-averaged sediment concentration
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cross-shore profile can be calculated with a conservation equation.

∂C

∂t
+ ∂ūC

∂x
= ∂

∂x

(
A
∂C

∂x

)
(4.61)

where C = L/V is the sediment concentration (depth-averaged), ū is the residual cross-
shore velocity and A is a diffusion coefficient. Because our model is depth integrated and
the cross-shore velocity under breaking waves has a complex residual velocity vertical
profile (typically offshore directed near the bottom and onshore near the surface) I did
not make an attempt to estimate the advection term in eq.4.61. Instead, the effect of
the complex vertical profile of cross-shore velocities must be somehow included in the
diffusion coefficient. This coefficient must also account for the possible influence of
infra-gravity waves on the water level and the spatial spreading of the breaking zone
and the effect of infra-gravity flows that can also transport (advect) sediment in both
onshore and offshore directions of the cross-shore transect. To simplify the numerical
implementation, and taking advantage of the fact that the results of the model tend to
be composed of individual peaks of transport2, one can apply eq.4.61 to each LST peak
n and consider a constant diffusion value An for each peak.

∂C

∂t
= An

∂2C

∂x2 (4.62)

Eq.4.62 can be easily (and computational efficiently) solved using a convolution of
L and a Green’s function Φ. The diffusion coefficient An is a crucial parameter in this
calculation, which is assumed to be a function of the orbital horizontal velocity (ur ms )
and orbital excursion (aor b) calculated at the location of the nth peak of L. In this case
of the diffusion will take place while the sediment is suspended so the time scale used
(td ) is assumed to be proportional to the settling time of sediment falling from the top
of the water column. The Green’s function, here presented on a discrete form with the
maximum at the middle of the series, is:

Φn = 1√
4πAn td

exp

(
−

(
n − N

2

)2

4An td

)
(4.63)

with N being the total number of points in the domain, td = hn
W where the depth hn is

taken at the location of each peak, An = ur ms,n aor b,n

∆x2
n

where ∆xn is the grid spacing and

aor b,n = Hr ms,n
2kn hn

, all values taken at the nth peak. The discrete convolution takes the form:

Cn =
N∑

m=0
Φn−mCm (0) (4.64)

The transport L is recovered by multiplying the depth and time averaged concentra-
tion C by the depth and time averaged longshore current V . Only the result for test 3 is
shown in figure 4.19. In the other tests there is no significant TKE reaching the bed and
thus the LST results show no difference from the ones shown in figure 4.14.

2If the wave breaking is spread over a larger cross-shore section the contribution of surface generated
turbulence will be zero.
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Table 4.4: Test 3 - LST values (m³/y) obtained for each case (transport at the bar was matched through
calibration)

Area LST (m³/y)

measured
bar 4059

rest of profile 1626
total 5686

calculated with no turbulence
bar 1420

rest of profile 2327
total 3748

calculated with turbulence
bar 4059

rest of profile 2370
total 6430

4.6.1. COMPARISON OF RESULTS WITH AND WITHOUT TURBULENCE EF-
FECT

The total loads calculated with and without the turbulence effect and the measured
values are presented in table 4.4. The peaks of transport that were measured close to
the shore visible in figure 4.14 are not considered. The profile was divided in two areas:
the bar area between x=12 m to x=18 m and the rest of the profile, from x=3 m to x=12
m. Without turbulence, the transport at the bar is considerably lower than the transport
in the rest of the profile. With turbulence the results follow the trend of the measured
values, but with slightly higher values in the rest of the profile.

4.7. DISCUSSION
In this chapter I analyzed the effect wave breaking induced turbulence on LST and made
an attempt to produce a predictive model. I was able to confirm the importance of the
effect on laboratory data. The laboratory data set includes three tests, two with mostly
spilling breakers and one where plunging breakers were predominant. The differences
between cross-shore profiles of LST were significant (figure 4.14), with up to an order of
magnitude higher values of LST over the bar where the plunging breakers were observed.
This behavior can be caused by: higher velocities, higher sediment concentrations or the
combination of both effects. Figures 4.8 and 4.13 indicate that higher concentrations are
the main cause as they are significantly higher in Test 3 over the bar, while velocities
are similar in the three tests. Another important fact visible in figure 4.13 is that Test
3 is the only case where significant concentrations were observed higher in the water
column. These high concentrations are most likely caused by wave breaking induced
turbulence resulting from the plunging breakers observed by the experimenters. Besides
that, a sequence of waves that start breaking approximately at the same point of the
domain can also generate high sediment concentrations higher in the water column. In
this case sediment stirring is done in steps, where the sediment does not settle totally
between waves and is pushed higher in the water column by successive breaking waves.
This generates higher concentrations on steeper bars where waves with different heights
start breaking at locations that are close to each other, over a short cross-shore stretch.
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Figure 4.20: Er with the different wave breaking formulations.

These two effects, i.e., plunging breakers and narrow profile stretch where waves start
breaking may cause the higher suspended sediment concentrations observed in test 3.

I attempted to model numerically the phenomena described in the previous para-
graph. For that I chose a Bagnold/Bailard/Bowen model coupled with a simple turbu-
lence model. The main challenge was to find a factor that accounts for the effects of
plunging breakers and initiation of breaking. The generally accepted parameters that
account for these effects (Hs/h and Iribarren number) depend only on local conditions
and have no “memory” of what happened to the waves before. Our solution uses the
cross-shore gradient of the roller energy (Er ) as a parameter. The increase of roller energy
denotes the initiation of breaking and the higher the gradient is, the more likely plunging
breakers are. The dependency on Er has the disadvantages: a) has a different value in the
different breaking dissipation formulations, b) depends heavily on the empirical factorβ
(eq.4.6) and c) is quite sensitive to a bathymetry that has not been smoothed to eliminate
ripples. Concerning a) all formulations showed identical behavior with clearly higher
gradients for the plunging breaker case (figure 4.20).

The only test with significant turbulence higher in the water column was Test 3 and
was therefore used to calibrate the turbulence model. Obviously this calibration is poor
(I could only use the two points over the bar) but I was unable to find another dataset
to perform further validation. However, the model does simulate the turbulence and
longshore transport reasonably well in test 3 and is based on sound physical reasoning.
With these facts in mind it can be argued that the cross-shore gradient of the roller energy
is a good proxy to sediment concentration in the water column and could be included in
more sophisticated sediment transport models.

For tests 1 and 2, i.e., the cases without plunging breakers, the Bagnold/Bailard/Bowen
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sediment transport model was reasonably accurate at predicting LST across the profiles
as can be seen in figure 4.14.

It is important to note that transport that occurs very close to the shore (I will refer
to this area as the swash zone for simplicity, although I have no way to confirm that this
transport is a result of swash-zone related phenomena) seems important in all the 3 tests
(figure 4.14). In fact it accounts for a significant part of the transport in Test 5 and a non
negligible part in tests 1 and 3. The transport in the swash zone cannot be calculated
with the kind of model used in this study as its assumptions lose validity on very shallow
water. Users of such models should be aware that a significant part of the transport is
not being (directly) estimated.

One must also have in mind that this type of models make a number of assumptions
and simplifications that introduce errors in the predictions,e.g, depth averaged velocities
and concentrations, longshore uniformity, exponential decay of turbulence. These un-
certainties are dealt with in an empirical way by the tuning of the calibration parameters
of the model. This fact stresses the need for a proper calibration and validation.





5
LST MODEL EVALUATION

ABSTRACT

In this chapter the results of a LST process based model are examined. A
parameter space exploration is performed using constant slope (“flat”) and real
profiles. Results are in the same order of magnitude as the results of bulk formulas
and in agreement to what is expected.

The model is applied to field data gathered in a survey in Vluchtenburg. The
survey comprises measurements that detail the evolution of a large scale nourish-
ment. The results of the model follow a trend that is similar to the observed data,
showing higher volume losses in the period immediately after the conclusion of
the nourishment.

5.1. INTRODUCTION
In this Chapter the results of the model described in Chapter 4 are examined. In section
5.2 “flat” profiles with varied wave conditions are used to evaluate the effect of the in-
clusion of wave breaking induced turbulence. In section 5.3 the measurements used to
further examine the model (in section 5.4) are described.

5.2. PARAMETER SPACE EXPLORATION WITH FLAT PROFILES
In this section the influence of the turbulence effect on the model’s results for differ-
ent input conditions is examined. I varied the inputs of the model, i.e., Hs , Tp , deep
water wave angle and bed slope and plotted the resulting cross-shore profiles and bulk
values of LST, with and without turbulence effects. The different bed slope values were
inspected using profiles with constant bed slope. The results are shown in figures 5.1 and
5.2. For the bulk LST values, the results were compared with the updated Kamphuis bulk
LST formula presented on chapter 2 (eq.2.26). This formula requires wave parameters

81
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taken at the breaking point. The breaking point was defined as the point of the maximum
wave height. Several combinations of the parameters were used.

Figure 5.1 shows that with identical wave conditions the turbulence generated com-
ponent of the transport increases as the slope steepens. The peak of the transport is
slightly shifted offshore. In figure 5.2 the comparison between results of the model and
of the Kamphuis formula is shown. The results are in general of a similar magnitude
order. For lower slopes (up to 0.02) the turbulence generated component is very small,
regardless of the conditions, and the Kamphuis formula predictions are very similar to
the results of the model. It is only for higher slopes (from 0.025) that transport increases
due to the turbulence related transport component. The magnitude of this increase is
higher for lower wave steepness, i.e., longer periods associated to lower wave heights,
and higher wave angles.

5.3. VLUCHTENBURG CASE STUDY
In 2008 a large scale nourishment was performed at Vluchtenburg, in the Dutch coast
(Hoogheemraadschap van Delfland, 2007). This area suffered from structural erosion
and was subjected to regular (almost biennially) small scale nourishments which amounted
to an average of 1x106 m3 per year. During the large nourishment initiated in 2008,
almost 12×106 m3 of sand was deposited in the shoreface, beach and dune, moving the
shoreline up to 300 m offshore with relation to its original position. Accomplishing this
shoreline displacement implied a significant steepening of the profile as can be seen in
Figure 5.3. Immediately after the nourishment, profiles presented steepnesses around
1:40, while the original steepness was 1:73. The average steepness decreased with the
passing of time, returning almost to the original steepness.

After the conclusion of the intervention the bathymetry of the area was surveyed
almost on a monthly basis (De Schipper et al., 2014). In each survey 22 profiles were
obtained, representing an alongshore distance of 1745 m. It was observed that after
the conclusion of the nourishment the evolution of the sediment volume was not linear
in time. In the 3 years of the survey, a grand total of circa 103 m3/m were lost in the
measured area. From this volume, around 74% was lost in the first year alone (in reality
this volume loss happened almost entirely in the first 5 months). In De Schipper et al.
(2014) and De Schipper et al. (2015) it was hypothesized that this significantly higher loss
in the first year was due to the steepening of the profile, which yielded higher LST rates
when compared to the neighboring areas that conserved the original steepness. The
hypotheses that profile steepness can influence LST rates is also argued in this thesis.

5.4. PARAMETER SPACE EXPLORATION WITH REALISTIC PRO-
FILES

The model was tested with realistic bathymetric profiles. The inputs to the model: tidal
level, wave height, period and direction were varied between runs. Two profiles taken
from the survey described in the previous section were chosen for this study: a profile
measured in 19/07/2011 that can be classified as a "summer" profile (it was measured
in the summer after a period of low energy wave conditions) and profile measured in
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Figure 5.1: Influence of turbulence effects on LST cross-shore profiles for bathymetric profiles with different
slopes (Hr ms = 1 m, α= 10◦ and Tp = 10 s)
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Figure 5.2: Influence of turbulence effects on bulk LST values for profiles with different slopes and wave
conditions.
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Figure 5.3: Profile slope measured between +1 and -4.3m NAP during the survey (from De Schipper et al.
(2014)). The solid line represents the average slope across all profiles. The color mapping refers to the position
of each profile. The dashed horizontal line represents the mean slope for the period 1965-2007.
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Figure 5.4: Real profiles used for the parameter space exploration

10/01/2012, a "winter" profile, measured after a period of high energy waves (Figure 5.4).
Both profiles were measured at the location identified as 10 in the Vluchtenburg survey.
The winter profile has a very steep berm between the cross-shore locations x=100 and
x=150 m. In this area, the summer profile is much smoother.

The results show that the results of the model can vary significantly with the profile,
water level and wave conditions. As expected from the results of section 5.2, an especially
important factor appears to be the slope in the area where energy is dissipated. This can
be observed clearly in Figures 5.5, 5.6, 5.7 and 5.8. The bulk LST rates, i.e., the values in-
tegrated in the cross-shore direction, are also compared to the results obtained with the
CERC formula (eq.2.1). The computation of the CERC formula is not trivial in this case.
This formula asks for wave height at the breaking point and multiple breaking points
may exist (Figure 5.5). I chose to use the location of the highest transport maximum as
the breaking point.
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The model predicts higher transports for the winter profile, especially when the break-
ing zone falls in a part of the profile that is very steep like the berm area (water levels
between -1 m and 1 m) when compared to less steep areas (water levels 1.5 m and 2 m).
For the summer profile lower transport values are predicted. The difference between
results with and without wave breaking generated turbulence effects is also higher for
the winter profile (Figure 5.6) than for the summer profile (5.8).

For the other input parameters, the model results follow more or less expected trends
with transport increasing with increasing incident wave height and period. The wave an-
gle transport increases up to around 40◦ and 50◦. The differences between the Summer
and Winter profiles are also significant both in magnitude and relative importance of the
turbulence effect (Figure 5.9).

5.5. SIMULATIONS WITH VLUCHTENBURG DATA
I applied the model described in chapter 4 to the data obtained with the Vluchtenburg
survey. The goal of this exercise was to investigate if a model with these assumptions
could reproduce the behavior observed, i.e., a volume loss that is high in the period
immediately after the nourishment and that eases towards the end of the survey period.

Assuming that sediment transport in the cross-shore direction is not significant at
this time scale, the observed volume losses must be a result of gradients in the rate of
sediment transported alongshore. A volume loss happens when the LST rate a stretch of
coast is higher than in its surroundings, i.e., there is more volume leaving this particular
stretch in a downstream direction, than volume entering from upstream. To investigate
if there is such a gradient I needed to compare LST rates in and outside of the surveyed
area (Vluchtenburg). Outside the surveyed area I used JARKUS profiles measured in
2009, the year of the start of the survey. Unfortunately the information about the month
of the JARKUS survey is not available. The area from where the profiles were taken is
located to the North of the Vluchtenburg (Figure 5.11). The neighboring stretch of coast
just South of Vluchtenburg is significantly affected by the harbor moles of the port of
Rotterdam, which shadow the area from southerly waves. This fact makes it impossible
to use that area to compare with the survey area using a 1D model. Furthermore, the
profiles in that area vary significantly alongshore, violating the assumption of alongshore
uniformity of the bathymetry used in the model. Because of these limitations, I could
only compare the survey area with the neighboring area to the North. Nevertheless, this
comparison may show important differences in LST rates that may explain the volume
losses observed, especially if one examines their evolution in time. It is expected greater
differences to be observed in the first 5 months and that these differences tamper down
to a more or less steady value. Differences are still expected in the end because the survey
area was not in equilibrium at the start, which was the reason for the intervention in the
first place.

Simulations were done using the first 10 surveys, which cover a period between July
2009 to May 2010. The simulations were carried out for a period starting on the date of
the correspondent survey and ending at the date of the next. For each simulation the
profiles considered were the ones measured at the beginning of the period. The model
was run for each time step (1 hour) in the wave time series with the correspondent water
level. The results were summed to give the total volume transported in that period. Both
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Figure 5.5: Variation of the LST cross-shore profile with different water levels for the Winter profile (wave
conditions: Hr ms = 1 m, α= 10◦ and Tp = 10 s)
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Figure 5.6: Total LST calculated with the model with and without turbulence, and calculated with the CERC
formula (winter profile, wave conditions: Hr ms = 1 m, α= 10◦ and Tp = 10 s)

net and gross transport volumes were calculated. These calculations were done for each
of the 22 profiles measured, covering the entire area of the survey.

There was considerable variation between gross LST volumes calculated with differ-
ent profiles as can be seen in Figure 5.10. The representative value of LST rate of the
survey area was considered to be the average of all profiles.

The same procedure described in the previous section was repeated using the JARKUS
profiles measured in 2009 on a neighboring stretch of coast that I considered being far
enough not to be affected by the intervention in Vluchtenburg (the intervention started
in 2008). This area was chosen by visually inspecting the evolution of JARKUS profiles in
2008 and 2009. In this manner one could assume that the intervened area was compared
to an area that is unaffected by the intervention (this area will be herein referred to as
“control area”). For this unaffected area, 43 profiles were used covering an alongshore
distance of 5690 m.

This methodology has some caveats: 1) possible wave height gradients that result
from the shadowing effect of the proximity of the Rotterdam harbor moles are ignored.
These may shadow some of the waves with the most southern angles. 2) it is assumed
that the control area maintains the same profile throughout the year. This may introduce
higher transport differences either in the winter because if the profiles in the control
area were measured in the summer or vice-versa. 3) I used the profile measured at
the one survey to calculate the transport for the whole period until the next survey,
disregarding changes (of which I don’t have any information) that may occur during
considered period. This may lead to errors if the profile measurement was done at a time
when exceptionally steep sections were present. These sections are probably smoothed
within days but the whole period will be calculated using the measured profile. Also, a
high energy event that occurs between surveys has the potential to change the profile
significantly.
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Figure 5.7: Variation of the LST cross-shore profile with different water levels for the Summer profile (wave
conditions: Hr ms = 1 m, α= 10◦ and Tp = 10 s)



90 5. LST MODEL EVALUATION

−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0 2.5

water level (m)

0.00

0.05

0.10

0.15

0.20

0.25

L
ST

(m
3
/s

)

CERC
with turbulence
no turbulence

Figure 5.8: Total LST calculated with the model with and without turbulence, and calculated with the CERC
formula (Summer profile, wave conditions: Hr ms = 1 m, α= 10◦ and Tp = 10 s)

5.5.1. HYDRODYNAMIC CONDITIONS

As inputs to the model I used the wave conditions measured by Rijkswaterstaat at the
“Europlatform” station, located approximately 40 km offshore at a water depth of 32 m.
The dataset is composed by hourly measurements of significant wave height, mean zero-
crossing period1 (Tm02) and wave direction. The tidal levels were measured at the Hoek
van Holland tidal gauge. The time series of wave conditions was propagated from the
32 m depth until a 8 m depth (where the measured profiles start), assuming parallel
contours with a constant slope of 0.0006 (24:40000). Due to limitations of the model,
wave angles higher than 75 degrees with relation to the orientation of the normal to the
coast were not considered. The resulting time series (at 8 m depth) served as input to the
model.

5.5.2. RESULTS

The results obtained are displayed in Figure 5.12. The control area average values are
an indication of the wave power available, as they were calculated with the same 2009
JARKUS profiles. The October survey profile measurement was deemed unreliable and
for that reason the profile measured at the September survey was also used for the October-
November period. Also for that reason, I opted to represent together the calculated
volumes that refer to the period between September and November (3rd bar in figures
5.12, 5.13 and 5.14).

The net transport values (Figure 5.13) show that a high gross LST value do not al-
ways correspond to high net LST values. For example, when comparing the August
and November results it can be observed that whereas the gross transport values are
identical in November and August, the net transport value is considerably smaller in
November. In December the net transport was almost zero but the gross transport was

1The conversion to Tp was done in the same way as in Chapter 3
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Figure 5.9: Bulk LST values for the Summer and Winter profiles with different wave conditions
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Figure 5.10: Variation of gross LST within the profiles measured on each survey. Each point represents LST
calculated on each of the 22 profiles.

Figure 5.11: Areas used in the comparison. Surveyed area in red and control area in blue.
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Figure 5.12: LST gross values calculated with the model in the surveyed area and in the control area. In the
lower panel, the total volume of sediment (with relation to the volume measured in the first survey) is shown.

around 100000m³ which means that approximately the same amount of sediment was
transported in each direction North and South.

In figure 5.12 it can be observed that the in the first 5 months, and especially in
the second month (between the August and September surveys), the transport in the
surveyed area is much higher than the transport in the control area. It is apparent that
most of the volume is lost in the same 5 months period where the transport calculated
in the survey area is noticeably higher. These differences between transport in these
areas would generate a gradient in longshore transport that could explain the observed
volume losses. There are however some results that appear not to follow the measured
trend. The model predicts an high gradient between the survey and control areas be-
tween November and December whereas the measured volume increases slightly. For
this discrepancy I have no explanation.

5.6. DISCUSSION
The results presented in this chapter indicate that this kind of model can possibly explain
the volume losses observed at Vluchtenburg.

Although the evidence is not strong enough to represent a validation of the model,
these results are encouraging and may indicate that this approach to the turbulence
inclusion, is valid. It is also, in our opinion, evidence enough to warrant further data
collection, especially detailed data from the surf zone so that the model can be properly
validated.
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Figure 5.13: LST net values calculated with the model in the surveyed area and in the control area. Transport
in the North direction is assumed to be positive.
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Figure 5.14: Difference between LST gross values calculated with the model in the surveyed area and on the
control area.
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Somewhat remarkable was the fact that results are in the same magnitude order as
values calculated with Kamphuis or CERC formulas, even though the model was cali-
brated using only laboratory data.





6
GENERAL CONCLUSIONS AND

DISCUSSION

6.1. SYNTHESES
This study concerns Longshore Sediment Transport, more specifically with the methods
to predict it. In this chapter I present summaries of the conclusions of each chapter and
an overall discussion. I finish with some recommendations for future research and for
the potential application of the knowledge here presented.

The so-called bulk formulas were studied on Chapter 2. In that chapter I analyzed the
results of the most used formulas (CERC and Kamphuis) and a more recent one (Bayram)
with an extensive data set and improved or updated the calibration coefficients. I used
a “moving window" technique to produce a density measure of what I called deltas,
i.e., the logarithm of the difference between results of the original LST formulas and
measurements, which allowed us to inspect the respective distributions. An Anderson-
Darling test was used to check whether these deltas samples were likely to come from
a normal distribution. I found that that was more likely if the deltas were plotted as a
function of Hsb/Lo . A Levenberg-Marquardt optimizing algorithm was then used to find
the best function and coefficients for the LST formulas.

The predictive skill of all three improved formulas (RMSE between 0.4 and 0.41, neg-
ligible bias and percentage within a factor of 2 between 53% and 56%) was significantly
better than their previous versions (RMSE between 0.52 and 0.56, bias between -0.4 and
0.5 and percentage within a factor of 2 between 32% and 48%). The generality of the
improved formulas was examined by applying the bootstrapping and cross-validation
statistical methods, both of which returned similar results and confirmed the generality
of the formulations.

In Chapter 3 the influence of profile features was studied. I tested LST rates calcu-
lated with the UNIBEST-LT (using the Van Rijn 2004 sediment transport formula) model
for correlations with profile related parameters. The LST rates obtained with UNIBEST-
LT varied significantly with the profile used ranging from less than 100 000 m³/y to over
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400 000 m³/y. The root mean square downward slope showed the best correlation with
the calculated LST rates and all parameters directly related with slope showed some
correlation. It is important to notice that these results were obtained with a model and
can not be considered a proper dataset. However, the sediment transport formulation
has been calibrated with an extensive laboratory dataset. It is also important to notice
that our UNIBEST-LT simulations didn’t account for tide or wind generated currents and
obviously also for 3D effects (longshore variability).

In Chapter 4 I examined the effect of wave breaking induced turbulence on LST rates
and attempted to implement a model that takes that effect into account. The effect
was clearly observed on laboratory data measured at the LSTF basin in Vicksburg. The
dataset included tests with (Test 3) and without (Tests 1 and 5) plunging wave breaking.
LST rates in Test 3 were significantly higher than in Test 1, even though the incident
wave energy was similar. This difference could be caused by either higher longshore
velocities, higher sediment concentrations or the combination of both effects. Sediment
concentration and velocity measurements indicate that higher concentrations were the
main cause as they were significantly higher in Test 3 over the bar, while velocities were
similar in the three tests. One could safely conclude that these high concentrations were
most likely caused by wave breaking induced turbulence resulting from the plunging
breakers. Moreover, a sequence of waves that start breaking approximately at the same
point of the domain could also have contributed to the higher sediment concentrations
higher in the water column. In this case sediment stirring is done in steps, where the
sediment does not settle totally between waves and is pushed higher in the water column
by successive breaking waves. This mechanism potentially generates higher concentra-
tions on steeper bars where waves with different heights start breaking at locations that
are close to each other, over a short cross-shore stretch. These two effects: plunging
breakers and narrow profile stretch where waves start breaking may have caused the
higher suspended sediment concentrations observed in test 3.

In order to estimate LST rates accurately, a reliable wave propagation and longshore
current generation model is necessary. I implemented a wave energy balance model
and tested four different formulations for wave breaking dissipation. The results ob-
tained with different formulations didn’t vary notably but the formulation by (Alsina
and Baldock, 2007) compared slightly better with the measurements and was chosen for
that reason. From the implementation process I found the following aspects to be very
important: 1) the difference between results with and without a roller were significant,
especially on test 3 where the bar is more prominent. The roller distributes the long-
shore forcing across the surfzone resulting in a much more realistic prediction. 2) within
the roller model, the β coefficient can influence significantly the trend of the velocities
across the profile. This coefficient is understood as being the representation of the wave
front angle. However, it was used as a free parameter in this study. 3) The bottom friction
coefficient is also a very important calibration parameter. It controls the magnitude of
the velocity which is very sensitive to this parameter.

I attempted to model numerically the influence of wave breaking induced turbu-
lence on LST. For that a Bagnold/Bailard/Bowen model coupled with a simple turbu-
lence model was chosen. The main challenge was to find a factor that accounts for the
effects of plunging breakers and initiation of breaking that could be used to control the
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rate of turbulence decay in the vertical profile. The generally accepted parameters that
account for these effects (Hs/h and Iribarren number) depend only on local conditions
and have no “memory” of what happened to the waves before. Our solution uses the
cross-shore gradient of the roller energy (Er ) as a parameter. The only test with sig-
nificant turbulence higher in the water column was Test 3 and was therefore used to
calibrate the turbulence model. Obviously this calibration is poor (I could only use the
two points over the bar) but I was unable to find another dataset to perform further
validation. However, the model simulated the turbulence and longshore transport rea-
sonably well in test 3 and is based on sound physical reasoning. For tests 1 and 5, i.e., the
cases without plunging breakers, the Bagnold/Bailard/Bowen sediment transport model
was quite accurate at predicting LST across the profiles. It is important to note that a
significant parcel of the transport occurs very close to the shore (referred in the text as
the swash zone). It accounts for a significant part of the transport in Test 5 and a non
negligible part in tests 1 and 3. The transport in the swash zone cannot be calculated
with the kind of model used in this study as its assumptions lose validity on very shallow
water.

In Chapter 5 I investigated the validity of the model. On a first step I studied the
model results on a parameter space exploration using flat profiles (profiles with a con-
stant slope) and different wave inputs. It was observed that the results that include
the turbulence effects start differing from the results without this turbulence effect in
slopes steeper than 0.025, increasing almost exponentially in steeper slopes. The effect
is stronger for conditions with lower wave steepness, suggesting a Iribarren number type
of dependency. The results with turbulence effects were also compared to the results of
the Kamphuis formula (eq.2.26) presented in Chapter 2 as this formula also includes a
slope factor. Results were of the same magnitude order, but the dependency on slope
was stronger with our model, while the Kamphuis results showed an almost linear de-
pendency.

Next, the same analysis was performed on real profiles, measured at the Dutch coast.
I chose two profiles from the same location, one measured in the summer and one
measured in the winter. The profiles, that had similar average slope values, differed in
the smoothness: the summer profile was much smoother while the winter profile had
higher slope variability as expected. The calculated transport was significantly higher
for the winter profile. Especially important for these results was the steep berm present
in the winter profile. The LST values calculated are much higher when the breaking zone
falls in that area.

In the end I used the Vluchtenburg case study to find how the model performs when
applied to a real case. Having in mind that the model could not be properly calibrated
and validated I tried to assess the competence of the model in predicting the evolution
of volume loss observed at the large-scale nourishment in Vluchtenburg in the first 10
months. The results indicate that the model could, although not perfectly, predict the
trend of volume losses in the initial period. This result does not constitute proper vali-
dation but it is evidence that this way to include turbulence effects may be valid.
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6.2. DISCUSSION
In this study I covered different approaches to estimate LST. I started analyzing the so
called bulk formulas. As expected from their simplicity their accuracy is low. In this
dataset and using the improved coefficients, almost 50% of the predicted points were
more than a factor of two different from the measurements. Perhaps this variability can
be further reduced with the inclusion of other coefficients that account for phenomena
that are not included in the formulas. One such coefficient could be a representation of
the effect of the slope on the breaking type which introduces differences on sediment
stirring and consequently leads to higher LST. Currently only the Kamphuis formula
includes a slope factor. Because this factor, slope at the breaker point, is hard to define,
many times the average slope of the profile is introduced in the formula instead. This
happens for two reasons: 1) rarely there is detailed information about the bathymetry
and 2) even with that information one must decide which slope to use, which can be
difficult when there are multiple breaking zones.

In Chapter 3 I attempted to find a slope related parameter that correlated well with
LST results calculated with the model UNIBEST-LT on a high number of profiles mea-
sured on the Dutch coast. The best parameter was the “root-mean-square downwards
slope”. Intuitively, the use of this parameter makes sense because waves break only in
downward slopes (going down in the offshore direction) and because the root-mean-
square measure penalizes profiles with higher variability, i.e., profiles with steeper sec-
tions. Although the UNIBEST-LT model results vary proportionally with the slope (figure
3.1), later in the study, when comparing with laboratory data, I found that it was not rep-
resenting wave breaking accurately. For that reason I developed a new model that aimed
to represent more accurately the processes involved in wave breaking. Unfortunately I
did not have the data to properly validate this model and then repeat the exercise using
it. Nevertheless, UNIBEST-LT seemed to produce reliable bulk load predictions in the
laboratory case and that is a reason to trust these results. This is evidence that one should
consider the use of profile related parameters as factors in bulk formulas. Unfortunately,
the data set used in Chapter 2 does not have detailed profile information that could be
used to test this hypothesis.

The process-based model implemented in Chapter 4 presents a novel parametriza-
tion for the vertical decay of wave breaking generated turbulence. The ruling parameter
is proportional to the cross-shore gradient of the energy of the roller. I showed that this
parameter captured the initiation of breaking and the breaking type effects present in
the laboratory data. This parametrization also has the advantage of having a memory,
i.e., it does not depend only on local factors but also on what happened before the wave
reached a given position. It was this fact the led me to choose this parameter instead of
a more traditional parameter such as the Iribarren number (eq.2.2) that also looked like
a good candidate (figure 4.16).

As I explored the parameter space of the model results in Chapter 5 I could see that
as intended the model produces more transport on steeper slopes. Also remarkable is
the fact that the results were of the same magnitude order as the bulk formulas results,
despite being calibrated with only three data points that refer to a completely different
(much smaller) scale. What needs attention in a further calibration/validation study are
the very high transport values registered close to the shore (figure 5.5), which happen
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when a maximum of transport occurs close to the end of the calculation domain. I did
not find a numerical reason for this somewhat unexpected result but I do not rule out
that there is a numerical problem. These very high values close to the shore may result
in a overestimation of the bulk predictions that may have introduced more uncertainty
in the modeling exercise with field data. As for our case study application, it is important
to notice that the measured volume losses could also be influenced by factors that are
not taken into account in the model such as: currents generated by tide or wind and the
alongshore variability of the profiles. The tide generated currents may play some special
role when one considers figure 5.5. In this situation, more sediment is transported dur-
ing low tide than in high tide. On the Dutch coast the horizontal and vertical tides are in
phase which means that during low tide there is a southwards directed alongshore cur-
rent which could generate a net southwards transport component that is independent
of the wave generated alongshore current.

The knowledge of the dependency between the slope at the breaking point and LST
has the potential be useful to control the volume loss rate of sediment nourishments in
the coast. Depending on the goal of the nourishment, the slope at the breaking zone
can be differently engineered: milder slope if the goal is that the sediment stays in the
nourished area and steeper slope if the goal is that sediment spreads quickly to the
adjacent areas. Another potential use of this knowledge is of a real time vulnerability
warning system, when used in conjunction with coastal video monitoring systems like
Argus (Lippmann and Holman, 1989) and wave forecast. The monitoring can give an
estimation of the bathymetry, e.g., with the cBathy (Holman et al., 2013) algorithm, or
using time-stacked images of the breaking waves to have a measure of the width of the
transition zone between no-breaking and breaking waves. This measurement is directly
related to the cross-shore gradient of roller energy. This way it would be possible to
forecast potentially threatening LST gradients with a few days in advance.

6.3. RECOMMENDATIONS
The most obvious recommendation is that much more LST data is needed if we want to
improve the accuracy of the predictions. This is also stressed in (Van Rijn et al., 2013).
Even the most sophisticated model uses simplifications as it is impossible to simulate
all processes up to the molecular level. Therefore there will always be a need for data to
calibrate and validate the models. More specifically for our model, detailed concentra-
tion data in the surfzone is highly needed along with longshore current measurements.
Also, turbulence measurements in the surfzone would be very useful for a calibration of
the turbulence model. Once the model presented in chapter 4 is properly validated, the
methodology presented in chapter 3 could be repeated using it. It would be then inter-
esting to compare its results with UNIBEST-LT’s and verify if the correlations between the
calculated LST and the parameters considered still hold. With more data is also possible
to improve the model and test, for example, a more sophisticated turbulence model.

When measurements are carried out, it would be interesting to measure also the
transport that occurs in the swash zone. Although this kind of transport does not con-
cern the model presented in this study, it is important to know how important is its
contribution.

In terms of general scientific research I emphasize the importance of a good valida-
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tion (using the bootstrapping or cross-validation techniques) for scientific repeatability.
If the data set is to be divided into calibration and validation sets, it is desirable that
this division is made available so the results can be replicated. Also very important for
scientific progress is the availability of the data sets so results can be easily replicated.
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A
DATA SET CHARACTERIZATION

In this study the same data set used in Bayram et al. (2007) is used. The data set consists
on a compilation of several smaller data sets, that span in time from 1953 to as recently
as 2004. There is a big variety of methods used in the data collection, from visual obser-
vation of wave heights, to the more sophisticated backscattering methods of measuring
suspended sediment concentration. There are also measurements with different time
frames, ranging from the space of a few minutes to months.

A.1. DATA SETS
The data sets are enumerated in the following paragraphs. Each description consists of a
summary of the methods used, and the score given is an evaluation of the quality of the
data set performed in Schoonees and Theron (1993) (when available).

South Lake Worth Inlet, Florida, USA (Watts, 1953) The longshore transport was es-
timated from the pumping rate of a sand bypass system located at the referred inlet.
The experiment went on from February to June 1952. The wave data was measured
at the tip of the Palm Beach Pier (5.5m depth), located 15km north of the place of the
experiment. The wave angle was determined by visual observation, from the rooftop of
a nearby building. The current in the surf zone were measured with a fluorescent dye.

The data consists in 3 points of long term measurements. The wave measurements
were averaged during the period of observation. The averaging of results, and the poor
accuracy of the wave angle measurements, makes this data set somehow unreliable.

In Schoonees and Theron (1993) this data set had a score of 42.

Anaheim Bay, California, USA (Caldwell, 1956) Dredged material from the entrance
to Anaheim Bay was placed on the downdrift (southeast) shore, and repeated surveys
of this area were conducted as the material was transported in a southerly direction.
Changes in volume were interpreted as longshore transport rates. Estimates of long-
shore component of wave energy flux were based on: wave staff measurements from the
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Huntington Beach pier about 9 kilometers to the south, and wave directions based on
hindcasts and recognition of the sheltering by the offshore islands for waves originating
from certain directions. This study provided five data points.

In Schoonees and Theron (1993) this data set had a score of 46.

Miyazu, Japan (Ishihara et al., 1958) Longshore transport was measured by means of
long term accretion at temporary groyne. The data set contains 10 points. The reference
to this data set could not be found. In Schoonees and Theron (1993) this data set had a
score of 37.

Cape Thompson, Alaska, USA (Moore and Cole, 1960) The growth of a spit and asso-
ciated waves were observed over a 3-hour period. Spit volumes were measured by plane
table survey, and wave characteristics were based on visual estimates. Only one data
point was obtained.

In Schoonees and Theron (1993) this data set had a score of 60.

Cototnou, Benim (Sireyjol, 1964) One data point obtained by measured accretion. In
Schoonees and Theron (1993) the score was 51.

Aveiro, Portugal and Lobito, Angola (Castanho, 1966) Longshore transport was mea-
sured by means of long term accretion at breakwater (Aveiro) and growth of a sand spit
(Lobito). The data set contains 2 points. The reference to this data set could not be
found. In Schoonees and Theron (1993) this data set had a score of 52.

Ivory Coast (Bijker, 1968) Publication not available.
In Schoonees and Theron (1993) this data set had a score of 17.

El Moreno and Silver Strand, California, USA and Mexico (Komar and Inman, 1970)
The two different locations were chosen in order to collect data under a variety of wave
conditions. The two locations differ significantly in beach configuration and in the mag-
nitude of the waves causing the sand transport. The direction and flux of wave energy
were measured by an array of digital wave sensors placed in the nearshore zone. Long-
shore currents were measured using a dye patch injected into the surf zone and or floats
of near neutral buoyancy. Grain diameter and beach slope were also measured. In this
data set, the sediment transport was measured with tracers. Two to four hours after the
injection of the dyed sediment, samples were collected at points a grid.

In Schoonees and Theron (1993) this data set had a score of 62.

Lake Michigan, Wisconsin, USA (Lee, 1975) In this study, the bed-load transport was
measured with box-type samplers. The suspended load was also measured with me-
chanical samplers. The sampling time was kept at 20 min.

The wave characteristics were measured mostly with visual methods: wave height
was measured from visual observation of a graduated pole standing at the breaker zone,
the wave period with a stop watch and wave angle from pictures taken from a bluff.
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The longshore current at the breaker was estimated with a water filled balloon or with
a fluorescent dye. The movements of the balloons and dye were tracked and timed from
shore during intervals of 5 to 10 min. All this measurements were averaged during the
sampling time.

Beach profiles were also measured, using transit and rods. The beach slope was
plotted for every sampling interval.

In Schoonees and Theron (1993) this data set had a score of 57.

Price Inlet, South Carolina, USA ((Kana, 1977) Sampler measurements were made
with a portable device that could sample several heights in the water column at the same
time. Wave heights were measured with a staff placed in the breaker zone. Longshore
current velocities were measured with floats. There are 4 data points from this experi-
ment in the data set.

The method used in this experiment seems to be incapable of estimating the whole
cross-shore section transport. The wave characteristics were not very reliably measured.

In Schoonees and Theron (1993) this data set had a score of 48.

Ventnor and Nags Head, East Coast, USA (Fairchild, 1977) A pump-sampler was used
to measure sediment concentration along the piers at the two locations. Wave data was
obtained from a wave gage system (Ventnor) or a staff gage on the pier (Nags Head).

In Schoonees and Theron (1993) this data set had a score of 36 (Ventnor) and 37 (Nags
Head).

Torrey Pines, USA(Inman et al., 1980) Two data points obtained with tracers and sam-
plers. In Schoonees and Theron (1993) the score was 60.

Point Mugu(Duane and James, 1980) Tracers were used to measure sediment trans-
port. Wave data was measured by an array of pressure gages at a depth of -9m. The
experiment produced only one data point.

In Schoonees and Theron (1993) this data set had a score of 56.

Channel Islands, California, USA (Bruno et al., 1981) An offshore breakwater and
twin jetties at the Channel Islands Harbor form a unique sand trap, and was therefore
an ideal case for measuring longshore sand transport. This setup is considered to be
nearly a total littoral barrier to longshore sand transport.

The data collection program consisted of periodic bathymetric and topographic sur-
veys, routine wave data from which longshore transport and the wave energy flux could
be calculated, and sediment samples taken during the study period to obtain quantita-
tive information on the sand size at the site. This study lasted three years and was divided
in two phases, yielding 18 data points.

In Schoonees and Theron (1993) this data set had scores of 55 (phase I) and 67 (phase
II).

West Africa (Delorme, 1981) In Schoonees and Theron (1993) this data set had a score
of 49.
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Leadbetter Beach, California, USA (Gable, 1981) The LST rates were measured from
observed accretion at a break-water. Every 6-8 weeks, bathymetry surveys were per-
formed, extending from dry beach to a depth of about 10 m. Wave climate was measured
by two arrays located at a depth of approximately 7 m. The wave climate was averaged
during the period of observation. The measurements yielded 8 LST data points.

In Schoonees and Theron (1993) this data set had a score of 68.

Pointe Sapin, Canada (Kooistra and Kamphuis, 1984) Couldn’t find original paper.
In Schoonees and Theron (1993) this data set had a score of 71.

University of Florida Coastal and Oceanographic Engineering Laboratory, Florida, USA
(Bodge and Dean, 1987) A set of experiments were performed in the University of
Florida Coastal and Oceanographic Engineering Laboratory’s basin. The basin is ap-
proximately 28 m x 28 m, and is equipped on one end with an 88 paddle directional
"snake" wavemaker capable of producing regular waves with a single desired direction.
The main method used to measure sediment transport was impoundment on a sheet-
metal barrier. Tracers were also used to estimate cross shore distribution of transport
and to access possible groyne bypass.

In Schoonees and Theron (1993) there was no mention of this data.

Black Sea coast, Ukraine (Voitsekhovich, 1986) The measurements were done using
samplers. The data set contains 32 points. The reference to this data set could not be
found. In Schoonees and Theron (1993) this data set had a score of 57.

Shoreham, UK (Chadwick, 1989) The measurements were done using gravel traps.
The data set contains 7 points. The reference to this data set could not be found. In
Schoonees and Theron (1993) this data set had a score of 60.

Southeast and Gulf coast, USA (Wang et al., 1998) The LST measurements were car-
ried out with streamer traps. In two of the data points, at the Indian Rocks beach, short-
term impoundment was also used. The field sites were chosen so wide ranges of mor-
phodynamic and hydrodynamic conditions were included. Sediment size and beach
slope were also measured. The traps were mounted on a rack. The number of traps on
each rack varied from four to eight, depending on the water depth and breaker height.
Depending on the with of the surf zone, three to six racks were mounted along a cross-
shore section.

The wave height and period were measured by video recording of scaled photo poles.
At least 20 waves were measured to determine Hr ms and Tp . Five to fifteen wave angles
were also measured with an hand-held compass and averaged.

For the impoundment measurements, a 10 m long temporary barrier was used. The
bathymetry surveys were conducted before and at two times after the barrier was de-
ployed. Streamer traps were used at the same time.

This data set appears to be quite reliable.
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Duck, North Carolina, USA A number of experiments were carried out in the Coastal
Engineering Research Center’s (CERC) Field Research Facility (FRF), near Duck, North
Carolina, USA:

Bodge (Bodge and Dean, 1987) This data set was collected using impoundment
of longshore sediment transport against a shore-perpendicular barrier rapidly deployed
across an initially undisturbed beach. For each impoundment experiment, a shore-
perpendicular sand-bag groyne was constructed approximately 150 meters south of the
FRF pier, during the low tide period. Usually two beach profile surveys were possible
before the surf zone migrated offshore of the groyne tip, one during the rising tide, and
one during the falling tide.

Current was measured with impeller-type current meters (aligned shore parallel),
mounted close to the bed on jetted steel pipes. Directional and spectral wave data was
collected by gauges located close to the FRF pier. Wave height at the breaker was visually
recorded, and wave angle was measured by HF radar imagery. Sediment samples were
also analyzed.

In general, impoundment data is considered to be less reliable because of the long
term character. In this case, however, the measurement time is short enough to have
constant wave characteristics during the experiment. There are six points in the data
set.

In Schoonees and Theron (1993) this data set had scores of 56 (groyne 2), 58 (groyne
3) and 61 (groyne 4).

DUCK85(Kraus et al., 1989) The LST was measured with portable streamer traps
in the surf zone (depths of about 1 m). Six or seven arrays of traps were deployed simulta-
neously along a line crossing the surf zone. The wave heights were measured by filming
poles that were positioned along a cross shore section in the surf zone. Longshore cur-
rents were also measured with electromagnetic current meters.

The main problem with this data set is that the wave angle at the breaker zone was
not recorded.

In Schoonees and Theron (1993) this data set had a score of 55.

SANDYDUCK (Miller, 1999) This experiment made use of optical backscattering
sensors. The optical backscatter sensor (OBS) allows for a measurement of the sediment
concentration within the water column in great detail at time scales of fractions of a sec-
ond. Measurements were made at at least nine positions across a barred profile. The sen-
sors (OBS, electromagnetic current meters, wave gauges, amongst others) were mounted
in an array fixed to a track-mounted crane that could move along the research pier (the
Sensor Insertion System, SIS). The measurements were made in the most possible stable
hydrodynamic conditions (within 1.5 hours of high or low tide). During this three hour
period, several measurements were made along the profile. Each measurement took 512
seconds, which allowed for the SIS to measure at least nine locations on the profile.

Wave data was obtained from a directional pressure gauge array, located at -8 m
depth, slightly offshore and north of the research pier.
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Most of the measurements were taken in storm conditions, in opposition to most of
the other data sets. The methods used in this experiment make this data set very reliable.

LSTF (Smith et al., 2003) This data set was collected at the Large-scale Sediment Trans-
port Facility (LSTF) of the US Army Engineer Research and Development Center’s Coastal
and Hydraulics Laboratory. The LSTF is a large-scale laboratory facility, 30-m wide, 50-
m long, 1.4-m deep, and is capable of simulating conditions comparable to low-energy
coasts.

Sediment transport was measured with traps located at the downdrift boundary, which
covered the entire surf zone. Wave data was measured by ten single-wire capacitance-
type wave gauges, mounted in the instrumentation bridge that was placed in a cross
shore transect.

From the methods used, the measurements in this data set seem to be very reliable.

Karwar, India (Kumar and Anand, 2003) In this study, the cross-shore distribution
of LST was estimated daily, using simultaneous measurements at 6 points across the
surf zone during February to May. At each point, vertical distributions of the LSTR were
obtained by placing a number of traps in an array. Mesh traps having circular openings
were used for measuring the suspended load transport and the streamer traps for mea-
suring bed load transport.

The wave data used was collected by India’s National Institute of Oceanography using
wave buoy at 16-m water depth off Arge Beach. Significant wave height (Hs ), mean
wave period (Tm), and wave direction with respect to north corresponding to the peak
of the wave spectrum (maximum spectral energy) data were used. Surf zone width and
longshore current were also measured.

One problem with the data set is that only “wet weight” is given as a result. The
author mentions dry mass values, but doesn’t specify how he converted those values. A
conversion assuming that the porosity of the collected sediment was still p = 0.4, and
the pores were filled with salt water. The density values used were:ρs = 2650 kg /m³ and
ρ = 1025 kg /m³.

There are 80 points in this data set but in 22 wave data was collected only by visual
observation.

publication location method number of
points

score (Schoonees
and Theron,

1993)

Watts (1953)

South Lake
Worth

sand bypass 3 42

Caldwell (1956)
Anaheim Bay erosion 5 46
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Table A.1: Data set summary

publication location method number of
points

score (Schoonees
and Theron,

1993)

Ishihara et al.
(1958)

Miyazu accretion 6 37

Moore and Cole
(1960)

Cape Thompson spit-growth 1 60

Sireyjol (1964)
Cotonou accretion 1 51

Castanho (1966)
Aveiro accretion 1 52

Castanho (1966)
Lobito spit-growth 1 52

Bijker (1968)
Ivory Coast unknown 1 17

Komar and
Inman (1970)

El Moreno/ Silver
Strand

tracer 11 62

Lee (1975) Lake Michigan samplers 8 57
Kana (1977) Price Inlet samplers 4 48

Fairchild (1977)
Ventnor and
Nags Head

samplers 2 36/37

Inman et al.,
1980

Torrey Pines tracers 2 60

Duane and
James (1980)

Point Mugu tracers 1 56

Bruno et al.
(1981)

Channel Islands accretion 18 (6) 55 (phase I) 67
(phase II)

Delorme (1981) West Africa unknown 5 49

Gable (1981)
Leadbetter
Beach

accretion 8 68
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Table A.1: Data set summary

publication location method number of
points

score (Schoonees
and Theron,

1993)

Kooistra and
Kamphuis (1984)

Pointe Sapin accretion 2 71

Bodge and Dean
(1987)

University of
Florida

impoundment 0 -

Voitsekhovich
(1986)

Black Sea Coast samplers 32 57

Chadwick (1989) Shoreham traps 7 60
Wang et al.
(1998)

Southeast/ Gulf
Coast

traps 27 -
impoundment 2 -

Bodge and Dean
(1987)

Duck
impoundment 6 56/58/61

Kraus et al.
(1989)

samplers 8 55

Miller (1999) OBS 10 -
Smith et al.

(2003)
LSTF traps 4 -

Kumar and
Anand (2003)

Karwar traps 80 -



B
REPRESENTATIVE VALUE OF

ORBITAL VELOCITY

For the sediment transport formulation (eq.4.43) it is necessary to know the value of
near bottom orbital velocity. With irregular waves this value is a representative value of
the whole distribution of orbital velocities. This distribution of orbital velocities can be
derived from the Rayleigh distribution of wave heights characterized by Hr ms (eq.B.1).

P (H) = 2H

H 2
r ms

exp

(
−

(
H

Hr ms

)2)
(B.1)

To estimate the representative value of a given power n of H one must calculate the
following integral:

r epr (H n) =
∞̂

0

P (H)H nd H (B.2)

From linear theory and for monochromatic waves, H can be related to the orbital
velocity U through eq.B.3.

U = 1

2
ω

H

sinh(kh)
(B.3)

Performing a variable change, the distribution of orbital velocities P (U ) as a function
of Hr ms becomes:

P (U ) =
4U
A

H 2
r ms

exp

(
−

(
2U
A

Hr ms

)2)
(B.4)

with A = ω
sinh(kh) . The representative value of U n is found integrating the probability

function times U n , as in eq.B.2. To complete the variable change the integration variable
must be:

d H = 2dU

A
(B.5)

111



112 B. REPRESENTATIVE VALUE OF ORBITAL VELOCITY

From the distribution P (U ) it is possible to determine the representative values for
different powers of u (representative value of U).

un
r epr =

∞̂

0

U nP (U )
2

A
dU (B.6)

The resulting representative values for the orbital velocities are:

u1
r epr =

p
π

4
Hr ms

(
ω

sinh(kh)

)
(B.7)

u2
r epr =

H 2
r ms

4

(
ω

sinh(kh)

)2

(B.8)

u3
r epr =

3
p
π

32
H 3

r ms

(
ω

sinh(kh)

)3

(B.9)
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