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Abstract

One of the most important challenges facing academic, industrial and policy-making sectors is meeting with
the increasing energy demand while preserving the affordability of the energy and maintaining the quality of
the planet earth (including the environment, specially by reducing its greenhouse gas footprint). This global
challenge demands for exploiting the subsurface formations as giant storage space for industrial by prod-
ucts, e.g., CO2, while a future utilisation is found for them. Exploitation of subsurface formations for CO2

storage depends on our capacity to “accurately” and “efficiently” simulate the multiphase nonlinear flow in
heterogeneous large-scale natural formations. An accurate and efficient simulation would allow for proper
predictive understanding for several operational aspects including: (1) capacity of the storage; (2) life-time
long behaviour of the injected CO2 in the subsurface formation, and (3) safety and integrity of the capturing
procedure. The challenge of extreme scale dissimilarity between the heterogeneous coefficients (rock con-
ductivity and fluid physics, e.g., mixing) and the reservoir has been known in the scientific literature as one
of the main simulation challenges. Classically, to resolve this mismatch, reservoir models have been exces-
sively upscaled to a resolution which can be solved affordably with the state-of-the-art commercial-grade
simulators. However, as the rapid extension of the computational capacity, as well as the newly developed
multiscale scalable nonlinear solvers, one needs to revisit our simulation frameworks to provide a scalable
(to field scale) and accurate CO2 simulation framework. This thesis work focuses on extension of the recently
developed Algebraic Dynamic Multilevel Method (ADM) to highly-nonlinear simulations of CO2-Brine multi-
phase flow problems. ADM maintains simulation scalability by imposing fine-scale grids only where needed;
and imposing coarser grids paired with accurate prolongation operators far from the sub-domains with sharp
gradients. In this work, to provide a systematic study, the developed ADM framework is formulated such that
it allows for both multiscale-based basis functions and also upscaling-based procedure. This is crucially im-
portant as it reveals how the "solution-based” interpolations based on fine-scale heterogeneity can impact
the simulation results; compared with the “effective-coefficient-based” approach.

In brief, the novelty and contribution of this research is two fold: (1) development of a multiscale-based
ADM method for CO2-Brine simulator and (2) systematic study to find the best model order reduction strat-
egy when it comes to complex multiphase characteristics and rock heterogeneity. Two different classes of
simulations are studied: (1) injection and evolution of the injected CO2 phase into the brine with capillary
effects; and (2) miscible mixing process in which resolving front fingers into the residing less-mobile fluid
imposes computational challenges. The study, as such, intends to reveal the details in “upscaling-based” vs.
“multiscal-based” approach; and tends to provide a generic framework in which the scalability of the simu-
lations are preserved by employing fine-scale grids only where and when needed.

Several challenging sensitivity analysis are performed in which fine-scale solutions are compared with the
multi-scale ADM and upscaling ADM solutions for immiscible and miscible fluid flow displacement. From
these numerical experiments can be concluded that Multiscale-ADM outperforms the Upscaling-based ADM
approach. More precisely with similar active grid cells, it provides a more accurate simulation method. As
such, Multiscale-ADM casts a promising approach for next-generation simulators for CO2-Brine systems.
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1
Introduction

Climate change is seen as one of the most important challenges of the coming century. In 2015 the United
Nations Framework Climate Change Convention (UFCCC) set up the Paris agreement which stated that the
global temperature increase should be kept well below a 2°C increase compared to pre-industrial levels with
the target temperature set at 1.5°C. Besides the goals on temperature control, the agreement also set a long-
term goal to realize a net zero emission society. Net zero emission refers to the idea of being carbon neu-
tral and thus balancing the emission of carbon emission released into the atmosphere with the amount se-
questered or offset. The net zero emission society should be reached by 2050 [30].

Figure 1.1: CO2 increase over the last 60 years [16].

Capturing and long term storage of carbon dioxide (CO2) in the subsurface is seen as a possible and much
needed method to reduce the amount of greenhouse gasesin the atmosphere and to slow down and if pos-
sible reverse the climate change occurring. CO2 accounts for 76% of the greenhouse gases emitted yearly
[27]. In the past years great improvements have been made with respect to the technical knowledge about
carbon capture and storage (CCS) . However, the public opinion is not developing in the same positive di-
rection; skepticism dominates the public opinion. When zooming in on the Netherlands to understand the
skepticism, the obvious conclusion can be drawn that the induced seismicity in northern Netherlands due
to gas production is an important cause for the negative public opinion [7]. The public opinion is of utter
importance when being opposed to CCS projects, an example is a project by Shell in Barendrecht where stor-
age of CO2 was planned in depleted gas reservoirs. Due to a lack of local support the project found so much
resistance that the government canceled it. The lack of communication and not being able to convince the
public that storage of CO2 can be assured played a significant role [4, 10].

Improvements in numerical simulations will enhance the understanding of CO2 behavior during injection
and storage in the subsurface. Due to more accurate numerical simulation results CCS projects will become
explainable and understandable for all different stakeholders. Besides the knowledge gap that will be crossed
more easily, numerical simulations will be important during operations of a CCS project. Because of the
relevance of accurate numerical models in this research the industry-used flow-based upscaling method is
put into a dynamic multilevel framework, yet being tested against the newly developed multi-scale-based
dynamic grid framework. Secondly, complex mixing dynamics on small scale will be introduced in the state-
of-the-art in-house Matlab simulator DARSim2 [6]. This is done to capture and investigate all effects of fluid
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dynamics occurring during injection in field scale reservoirs. DARSim2 is based on an algebraic dynamic
multilevel (ADM) fully-implicit simulation strategy for multiphase flow [6].

Simulation of field-scale reservoirs require significant amount of computational effort. To decrease the
number of degrees of freedom, the detailed reservoir properties are often times excessively upscaled to ef-
fective “coarse-scale” reservoir properties at lower resolutions. The loss of detail of reservoir properties is a
problem and has a big impact on the reliability of the solutions, and thus the operational decisions. In figure
1.2 the effect of decreasing the resolution can be observed. In the left column the saturation (volume frac-
tion of the injected gas) is shown, while the right column depicts the “static-grid-based” permeability used to
acquire this solution. There can be concluded that upscaling increases the error significantly, when applied
in the global domain. In this thesis two methods are developed to investigate a next-generation framework,
where (1) dynamic multilevel resolution is imposed during the simulation in order to capture the fronts and
(2) a multiscale-ADM approach is developed to map the unknowns accurately across different scales. In
addition, the developed multiascale-ADM method is compared with upscaling-based ADM approach to in-
vestigate the importance of the coarse-to-fine mapping procedure.

The philosophy behind the tested methods (upscaling vs multiscale based ADM) is to resolve the fine-
scale permeability only at relevant locations such as the saturation front. The purpose of dynamically choos-
ing where to use fine-scale simulations is to reduce the error in the results, at the same time obtain efficient
simulations. Places of reduced interest such as where the saturation front has not reached yet can be solved
on a coarser resolution, and as soon as the saturation front reaches this location the fine-scale problem can
be solved to maintain accuracy and minimise loss of detail.

(a) Fine-scale saturation, 99x99 resolution (b) Fine-scale permeability, 99x99 resolution

(c) Upscaled level 1 saturation, 33x33 resolution (d) Upscaled level 1 permeability, 33x33 resolution

(e) Upscaled level 2 saturation, 33x33 resolution (f) Upscaled level 2 permeability, 11x11 resolution

Figure 1.2: Fine-scale, level 1 and level 2 saturations and permeabilities.
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1.1. The process of CCS
To store CO2 in the subsurface, the process starts with capturing the CO2. The capturing of CO2 is often
performed at centralized sources emitting constant vast volumes such as power and industrial sites. Power
and industrial sites account for approximately 60% of the total CO2 emission from the Organisation for Eco-
nomic Co-operation and Developement (OECD) countries [14]. When focussing on the Netherlands these
areas can be found in the harbour of Rotterdam or the steel production site of Tata Steel in IJmuiden. There
are three main approaches of capturing CO2: pre-combustion, oxy-fuel combustion and post-combustion.
When captured, the CO2 can be transported to the injection site in three phases: gas, liquid and solid. Trans-
port is performed mostly by using pipelines, tanks and ships[24]. Because of the importance of reducing
greenhouse gases in the atmosphere a variety of storage possibilities are being investigated. CO2 storage is
possible in deep saline aquifers, depleted oil and gas reservoirs or unminable coal seams. This research will
focus on the storage in saline aquifers because of the worldwide availability and often being located in the
same region as the emission sites [24]. Saline aquifers are characterized by brine filling up the pore space in
between the grains. The top of the saline aquifer can be covered by a cap-rock which is impermeable to CO2.
Due to buoyancy forces when CO2 is injected it will rise to the top of the reservoir, the cap-rock will prevent
the CO2 from migrating further vertically [3]. These reservoirs will be investigated because of the relevance
of fine-scale physics on numerical simulations. The fine-scale physics have significant influence on the mi-
gration of the CO2 plume through the reservoir; and on its life-time post-injection behaviour. The physics
occurring during injection of CO2 will be described in chapter 2.

1.2. Simulations
In this section an introductory assessment will be given about the various types of reservoir simulation. The
goal of this paragraph is to get the reader acquainted with basic understanding of simulation strategies used
in computational geo-sciences. The simulation of storage of CO2 in the sub-surface is a computational chal-
lenge. The migration of CO2 in saline aquifers is complex both in space and time aspects, as the formations
span kilometres of length and several hundred meters in height while the geophysical properties of the reser-
voir are highly heterogeneous. Besides highly heterogeneous properties of the reservoir, the CO2-brine in-
teraction in the reservoir is of great importance to understand and to predict the migration of the CO2 in the
sub-surface. Furthermore, understanding different physical processes at their relevant time scales impose
simulation times which are not only a few days long but targeted to predict the CO2 dynamics over decades
and centuries.

When injecting CO2 in the sub-surface it will be often times in super-critical state. Super-critical is the
state when a gas is at high pressure and temperature. The CO2 when being in super-critical state is highly
mobile and can easily travel great distances. When injecting CO2 in aquifers there is often a difference in
depth and thus resulting in a tilted reservoir layer in which the CO2 is injected. The highly mobile state of
the CO2 and the difference in density between the CO2 and the resident-brine result in gravity segregation,
causing the raise of the CO2-plume while being injected deep in the reservoir. In figure 1.3 a picture of a CO2-
plume is shown. On the top left side of the figure the instabilities occurring during migration in brine are
shown. The occurrence of these viscous fingers at the displacement front are investigated in chapter 6 in a
miscible displacement setting. The method most frequently used to simulate this vertical movement of CO2

and to maintain minimal errors in the simulation results is the vertical-equilibrium approach. As the name
implies, the main assumption in this simulation strategy is the presence of vertical equilibrium for the flow
system. The vertical-equilibrium approach is especially useful in situations in which gravity segragation due
to large density differences is present, such as during super-critical CO2 injection in brine [21, 26]. Further-
more, vertical equilibrium is a useful method to decrease the degrees of freedom in the vertical dimension.
During the vertical equilibrium-approach the mass conservation and velocity equations are vertically aver-
aged to obtain vertical equilibrium [25].
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Figure 1.3: CO2-plume developed during injection into brine [9].

Reservoirs in which sequestration of CO2 will be performed can be of considerable dimensions, possi-
bly spanning several kilometers in horizontal directions and tens to hundreds of meters in vertical length.
Besides the immense scales in space, reservoirs are usually highly heterogeneous, implying large contrasts
in geological properties such as permeability and porosity changing over small intervals. This level of detail
over many spatial scales, pore-scale (micrometers to millimetres) to formation-scale (kilometres), exceeds
the current computational power available and needed for reservoir simulations that take this level of detail
into consideration. Besides varying spatial scales with respect to geological properties, complex physical pro-
cesses such as viscous fingering [12] also take place at different scales. A trade off needs to be made between
the level of detail taken into account and the enhancement of computational efficiency and cost. A technique
used traditionally in reservoir simulation is flow-based upscaling fine-scaled properties to find properties at
the grid sizes that can be treated efficiently by reservoir simulators. The goal of upscaling is to reduce the
number of degrees of freedom, however the downside of upscaling is the loss of information and thus their
reliability is under question [15].

In order to reduce the computational difficulties for large problems with spatially varying properties,
multi-scale simulation strategies have been developed for fluid flow problems [15]. During multi-scale simu-
lations global fine-scale properties are considered when developing a coarse-scale grid of several local prob-
lems used for simulations [33]. After simulations the coarse-scale results are reversely mapped to the fine-
scale grid in order to maintain numerical accuracy and limit the loss of information. The usage of multi-scale
simulation is useful in computational fluid dynamics because it is based on the laws of conservation of mass
regarding fluid flow.

During a multi-level simulation strategy instead of solving a single coarse grid level, multiple levels of
coarsening grids are used during simulation. A multi-level simulation strategy helps because it is able to
solve larger problems (several millions to billions unknowns) compared to a multi-scale strategy (million
unknowns) [6].

1.2.1. ADM & Upscaling
Simulation strategies has been advanced to rely less and less on the upscaling quantities by enhancing the
computational efficiency using high grid resolutions only at places where and when necessary. Places of inter-
est during simulation are, e.g., around the injection and production wells, and the location of the saturation
front and complex reservoir geometries [13]. This strategy is called adaptive mesh refinement or dynamic
local grid refinement (DLGR). The main goal of this strategy is to reduce the total amount of active fine-scale
grid cells during simulation, and specify them to the locations of relevance. ADM is a newly state-of-the-
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art simulation strategy extending previous known mesh refinement strategies to fully-implicit simulations.
During ADM the grid resolution is automatically determined on the basis of coarsening criterion set by an
absolute threshold value determining the maximum saturation difference between the current cell and the
four surrounding cells [6]. The difference however with the existing flow-based upscaling methods is that it
maintains the fine-scale heterogeneities (instead of upscaling them) while it solves the system at multi-level
dynamic grid resolution.

1.3. Research goals
The following research goals have been established.

• Develop a multiscale-based ADM approach for CO2-brine multiphase flow system.

• Develop an upscaling-based ADM simulator (i.e., utilise flow-based upscaling within the dynamic grid
framework) for CO2-brine multiphase flow system.

• Investigate the performances of the multi-scale and upscaling-based ADM approaches (comparative
study).

• Study how these two methods perform for mixing process; which takes place also in CO2-brine systems.

1.4. Thesis layout
The physical background will be extensively reviewed in chapter 2. Two different subjects will be thoroughly
examined, namely: the pore-scale physics and field-scale physics. In chapter 3 the governing equations on
which the simulator is based will be discussed, followed by the numerical model used. After which in chap-
ter 5 the simulation results on the synthetic data set will be discussed, in which a sensitivity study on various
parameters is included. In chapter 6 the simulator is benchmarked in a miscible displacement setting in
which complex mixing phenomena occur, both in homogeneous and heterogeneous media. In chapter 7 and
chapter 8 the conclusions of the results are presented and possibilities regarding future work are investigated.

All the studies presented here are implemented in DARSim2 simulator; and can be used by the future stu-
dents for further studies.
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2
Theoretical Background

In this chapter the theory behind the process of CO2 sequestration will be discussed briefly. Firstly the phys-
ical background of subsurface storage of CO2 will be discussed. Subsequently an in depth review of the
methodology of flow-based upscaling and multiscale based ADM will be presented.

2.1. Trapping mechanisms
In this section the general subsurface trapping mechanisms of CCS will be discussed. The mechanisms dis-
cussed are: structural trapping, residual trapping, solubility trapping and mineral trapping.

• Structural Trapping: When CO2 is injected into a reservoir which is overlain by an impermeable to
CO2 cap-rock, the CO2 is contained by a physical barrier. Due to buoyancy forces the CO2 will migrate
upwards until it is stopped by the impermeable layer. In 2.1 both structural trapping mechanisms are
depicted.

Figure 2.1: Structural trapping mechanisms, respectively [1].

• Residual Trapping: Residual trapping, often also called capillary trapping. During this process injected
CO2 is immobilized in the pore-space (void space between grains) while being surrounded by brine.
Trapping occurs due to fluid physics and interfacial forces [19]. The CO2 is immobilized during upward
migration of the plume.

• Solubility Trapping During flow of CO2 through the reservoir it partially dissolves into the brine that
initially occupies the pore space. The dissolving process occurs due to mixing. When CO2 is dissolved
into the formation fluid upward migration is stopped due to the difference in density reducing the
buoyancy [22].

• Mineral Trapping Lastly, the fourth trapping mechanisms is mineral trapping. This trapping mecha-
nisms depends on the reaction between CO2 and the reservoir rock causing the formation of minerals.
This trapping mechanisms relies on geo-chemical reaction and thus a considerable timespan should
be taken into account for this type of trapping [34].
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In this thesis the influence of capillarity and mixing on the performance of upscaling-based ADM and
multiscale-based ADM are examined. Mineral trapping and structural trapping are considered to be outside
the scope of this research.

2.2. Pore-scale physics
After the previous general overview of trapping mechanisms a close up of pore-scale fluid phenomena occur-
ring during CCS will be given.

2.2.1. Drainage & imbibition
Throughout injection and migration of CO2 inside a saline reservoir the process is characterized by drainage
and imbibition processes. Drainage occurs when the CO2 displaces the brine resulting in a decreasing brine
saturation. Imbibition is the opposite of this process, water fills up the pores previously occupied by CO2

[5, 8].

2.2.2. Wetting properties during multiphase flow
During CO2 injection the CO2 displaces the brine, through out this process CO2 is assumed to be the non-
wetting fluid and the brine is the wetting fluid. Wettability indicates whether the reservoir rock is hydrophilic
or hydrophobic to a specific phase, thus indicating the preference to bond or to repulse the respective fluid.
During injection at the displacement front drainage takes place when the non-wetting fluid displaces the wet-
ting fluid (decreasing water saturation), at the trailing edge of the CO2 plume imbibition occurs (increasing
water saturation).

2.2.3. Relative permeability
Relative permeability describes the level of interaction in a multiphase system while migrating through the
reservoir, in this case between CO2 and brine. During multiphase flow the presence of a second fluid creates
resistance against flow of the other fluid. Relative permeability is described as the ratio of effective perme-
ability of a phase to the permeability of the reservoir rock. The relative permeability usually increases with
increasing saturation of the respective phase, and can be stated as

kr,i = ki

k
, (2.1)

where ki and k are the effective and absolute permeabilities. Relative permeability curves are often obtained
from laboratory experiments. Concluded from these experiments is that relative permeability is strongly
depended on surface tension (capillarity) [20]. Without the presence of capillary forces, viscous forces would
dominate the flow and the result would be two symmetrical curves intersecting at 50% saturation. When
the influence of decreasing the wettability of a strongly wetting phase, the intersection point of the relative
permeability curves in figure 2.2a will move to the left. If the influence of capillary pressure increases, in case
of a lower capillary number, the relative permeability curves become straight lines.

During the numerical experiments performed two types of relative permeabilities where used. In the case
of immiscible displacement quadratic relative permeabilities have been used, displayed in figure 2.2a. When
performing the numerical experiments in a miscible displacement setting linear relative permeabilities have
been used, depicted in figure 2.2b. Due to absence of surface forces in a miscible displacement, linear relative
permeability curves can be used.

The capillary number can be found as

Nc = qµ

γ
, (2.2)

where q is the flow-rate, µ is the viscosity of CO2 and γ is the interfacial tension between the injected and
resident fluid.

2.2.4. Capillary pressure
During multiphase flow in porous media the reservoir acts as a capillary system, meaning that the overall
system is dominated by hydrostatic, gravity and capillary forces [8]. Capillary pressure (Pc ) is the interfacial
tension (σ) (mN m−1) between two fluids and the contact angle (θ) measured in the wetting fluid phase. The
pressure difference between the wetting and non-wetting phase is a result of the interfacial tension which
describes the energy at the interface between the phases [2], this pressure is also known as capillary pressure.
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(a) Quadratic relative permeability. (b) Linear relative permeability.

Figure 2.2: Relative permeability curves used during simulations.

Residual trapping is a result of capillary forces interacting between the injected CO2 and brine resulting in
immobilization of CO2. An important property influencing this process is relative permeability.

The capillary pressure at pore-scale can be calculated by Equation 2.3 in which r is the radius.

pcap = 2σcos(θ)

r
(2.3)

The capillary pressure function used in the numerical experiments in the Leverett J-function, given by
equation 2.4. In this formula pw is the capillary pressure, Sw is the water saturation, k is the permeability, φ
is the porosity, γ is the surface tension and θ is the contact angle.

J (Sw ) = pc (Sw
√

k/φ

γcosθ
(2.4)

2.2.5. Capillary trapping
The process of hysteresis is considered to be the main cause of residual (capillary) trapping. The effect of
hysteretic behavior during imbibition (increase of wetting phase saturation) is that the relative permeability
of CO2 (non-wetting phase) can decrease to zero which will result in immobilization of CO2 in the pore spaces
[29]. At pore-scale three physical processes occur influencing the trapping and immobilization of CO2 namely
the piston-like advancement and co-operative pore filling and snap-off.

Figure 2.3: Water = grey, CO2 = white, respectively [31].

Secondly, snap-off occurs by the wetting fluids that remained in the corners and on rough edges during
the drainage process. Because the reservoir is water-wet (preferential to wetting phase, see subsection 2.2.2) it
is possible that during imbibition the non-wetting phase loses contact with the reservoir rock due to the pref-
erence of the reservoir rock to bond with the wetting phase (brine). After which the surrounding pores and
throats fill with brine trapping the CO2 in the pores. The disconnection of blobs of CO2 from the CO2 plume
remaining behind in pore space is a secondary trapping mechanisms and is extremely influential during the
storage of CO2 [24] [17] [19].

2.3. Field-scale physics
The field-scale processes occurring during CO2 injection are the following:

• Advection: Describes the movement of fluids due to the presence of a pressure gradient. The move-
ment follows the pressure gradient from a high value to a low value.
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• Buoyancy: Flow movement due to a difference in density is called buoyancy driven, in our case the
density difference between the injected CO2 and the brine.

• Diffusion: Diffusive flow is based on a molecular concentration gradient difference from high to low
concentration.

In this research diffusion and dispersion effects are investigated in a miscible flow setting during which a
homogeneous and heterogeneous case are reviewed.

2.4. Mixing processes
In the first section of this research the developed calculation methods are tested and benchmarked in an
immiscible flow displacement setting. In the second complex physics is added to the simulator. This physics
includes mixing effects and dispersion. Miscible displacement settings are characterised by viscous fingering
effect. As described in [12] the development and onset of instabilities of fluid displacement in porous media
are often referred to as viscous fingers. These instabilities are frequently related to variations in viscosity due
to mixing of the injected and resident fluid. In the following paragraphs the growth pattern will be discussed,
in the next chapter where the governing equations are discussed.

The mechanisms related to the development of instabilities will be discussed in this paragraph. The onset
of instabilities is related to the difference in viscosity and density of the injected and resident fluid. In the case
being investigated the difference in viscosity is related to the miscibility of the injected fluid in the resident
fluid. During the onset of instabilities three stages can be identified in the development, namely: spreading,
tip splitting and shielding. Spreading refers to the movement of a lobe in the control volume resulting in
instability at the font. Tip splitting occurs when at the tip of a viscous finger, the tip splits in two separate
fingers. Subsequently shielding happens referring to the process after splitting when one of the two fingers
developed at the tip outgrows the other finger. Shielding happens in the direction of the pressure gradient of
the biggest finger, after which the finger outgrows and shields off its neighbouring finger from further growth.

In figure 2.4 the mechanism of spreading, tip splitting and shielding is observable. In the top of figure
spreading can be seen, in the second figure tip splitting and in the third and fourth figure shielding can be
seen. In the case of miscible displacement the presence of dispersion reduces the development of viscous
fingers. The ratio of advective and diffusive transport phenomena is defined by the Péclet number. During
field-scale simulations the Péclet number is usually very high, meaning that diffusion effects do not influence
the fluid flow. When investigating physics at smaller scale and with low injection rates, specially at the post-
injection long-term behaviour of the CO2, the Péclet number is lower and fluid flow can be influenced by
dispersion.

Pe = Ad vecti ve tr anspor t r ate

Di f f usi ve tr anspor t r ate
(2.5)
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Figure 2.4: Overview of spreading, splitting and shielding of viscous fingers.

2.5. Numerical models
As can be concluded from the brief summary with respect to the physics occurring during CO2 injection a
great variety of processes are relevant to accurately simulate the migration of CO2. The complexity of this
problem increases due to the variety of scales at which these processes take place. As stated in chapter 1 and
showed in 1.2 the challenge of reservoir simulation is to capture the fine-scale heterogeneities at the location
where the complex physics described above occur. In this research two approaches are being compared:
Upscaled-based ADM and ADM. The similarity between both simulation methods is that they solve the fine-
scale system at places of high interest suchs as the saturation front. The difference between the two methods
is that at places where no significant changes occur in saturation the upscaled-based ADM approach uses an
effective permeability value while the multiscale-based ADM uses the fine-scale permeability field through
local basis functions. More precisely, in the upscaling-based ADM constant pressure interpolators are used
at all levels with flow-based effective permeabilities, while in the ADM method multilevel multi-scale basis
functions are employed as the pressure interpolators.
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3
Fine-Scale Governing Equations

3.1. Governing equations
The simulator used in this research is based on multi-phase multi-component flow with conservation of mass
using Darcy’s law, which reads:

δ

δt
(φSα)−∇· (λα ·∇p) = qα ∀α ∈ {1, ..., Nph} (3.1)

where φ, Sα, λα, p and qα denote the porosity, the saturation and mobility of phase α, the pressure and
the volumetric flow rate of the source term. The phase mobility reads, λα = K kr a

µα
, where K is the rock perme-

ability, kr a is the relative permeability, and µα is the phade viscosity.
Equation 3.1 can be extended to compressible flows if the density is introduced in each term. In addition,
mass balance equations are subject to the physical-assumption that the porous medium is filled with flu-

ids, i.e.,
∑Nph

α=1 Sα = 1. Overall, this leads to Nph + 1 equations for Nph + 1 (Nph saturations and 1 pressure)
unknowns.

3.2. Fine-scale fully-implicit simulation framework
The discretization of equation 3.1 is based upon a fully-implicit discretization strategy. During the fully-
implicit method the pressure- and saturation- dependent variables are discretized at the next time step (n+1)
and the residual r n+1

α is zero, which is given by equation 3.2.

r n+1
α = φ

δt
(Sn+1
α −Sn

α)−∇· (λn+1
α ·∇pn+1)−qn+1

α = 0 ∀α ∈ {1, ..., Nph} (3.2)

Because the residual is non-linear dependent on the primary unknown (P,S1...SNph−1 ), the first step is to
linearize Nph equations of equation 3.2 using the Newton-Lemma procedure, given by equation 3.3. The
previous time step is denoted by ν and the next time step is given by ν+1.

r n+1 ≈ r ν+1 = r ν+ ∂r

∂p

∣∣∣ν∂pν+1 +
Nph−1∑

i=1

∂r

∂Si

∣∣∣ν∂Sν+1
i (3.3)

The linear system Jνδxν+1 = r ν is obtained and solved until convergence. In which δx denotes the vector
of primary unknowns and J denotes the Jacobian matrix. In a two phase system containing the wetting (w)
and non-wetting (nw) phase the linear system is as follows:(

Jνnw p Jνnw s

Jνw p Jνw s

)
︸ ︷︷ ︸

Jν

(
δpν+1

δSν+1

)
︸ ︷︷ ︸
δxν+1

=−
(

r νw
r νnw

)
︸ ︷︷ ︸

r ν

(3.4)

The first row of the Jacobian belongs to the non-wetting (nw) phase and the second row to the wetting
(w) phase, in which both primary unknowns (pressure and saturation) are represented by one entry per row.
In the chapter the multi-scale based ADM and upscaling one are explained in detail. These methods are
developed to allow for accurate and field-scale relevant (efficient) simulation.
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3.3. Mixing processes during miscible displacement
The system of equations used to describe miscible displacement for two components (brine and solvent)
including dispersion in porous media are given by 3.5 and 3.6 [28].

∇·u = qbr i ne +qs (3.5)

φ
δc

δt
+∇· (cu

)−∇·
(
φD∆c

)
= qs (3.6)

In 3.6 the φ is the porosity, t is the time, c is the volumetric concentration of the solvent and qbr i ne and qs

are the source term for the brine and solvent. The Darcy velocity is given by 3.7.

u =−
K

µmi x
∇p (3.7)

As stated before the complex physics are related to a miscible displacement, when miscible displacement
occurs no interfacial tension between fluids is present. The mixing of fluids is given by the quarter-power
mixing rule [18]. The assumption of ideal mixing is made, meaning that no volume change occurs.

µmi x (c) =
 c

µ
1
4
s

+ 1− c

µ
1
4
o

−4

(3.8)

During simulation the assumption is made that linear flow occurs in the x-direction, resulting in a diago-
nal dispersion tensor given by 3.9.

M =
[

Dxx 0
0 D y y

]
(3.9)

In a two dimensional domain the longitudinal Peéclet number is given by 3.10.v In which qi n j is the volu-
metric injection rate, Lx is the length of the simulation domain, A is the crossectional area and the dispersion
factor is given by D .

Pel =
qi nc Lx

ADxx
(3.10)

3.4. Error calculation
The accuracy of the simulator is addressed by calculating the error between the fine-scale simulation results
and the results of the respective method of calculation (upscaling-based ADM or multiscale-based ADM).
The error in the primary variables pressure and saturation is calculated as

εp (t ) = ||p(t )−pr e f (t )||2
||pr e f (t )||2

(3.11)

and

εS (t ) = ||S(t )−Sr e f (t )||2
N f

, (3.12)

respectively. After the evaluation of the error per time-step the average error is calculated as

εp = mean(εp (t )) (3.13)

and
εS = mean(εS (t )). (3.14)
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4
Numerical Models

In this chapter an in-depth review of multiscale-based ADM and upscaling-based ADM will be given.

4.1. ADM
When using the ADM strategy the goal is to reduce the computational costs compared to solving the com-
plete simulation domain with a fine scale simulation strategy. The computational power required is reduced
because of mapping linear system 3.4 on a dynamically defined grid. This is done in such a manner that
the fine-scale resolution is only required in selective parts of interest of the domain, and in areas of reduced
interest the grid resolution is increased. The coarsening ratio (number of fine cells in a single coarse cell)
and the number of coarsening levels is predefined before simulation. The number of levels is defined by l
(l ∈ 0 · · ·nl l ), which consists of Nl = Nl x ·Nl y . A higher value of l represents a coarser grid. The coarsening

ratio is given by: γl = γl
x ·γl

y =
N f x

Nl x
· N f y

Nl y
.

Figure 4.1: 3 levels of static grids, where effective properties are computed based on flow-based upscaling, combined during simulation
to a dynamic grid.

During ADM simulations the fine scale solution is calculated by interpolating a coarse level (l+1) solution
to a fine scale level (l ) using a sequence of prolongation operators P l

l−1. A serie of restriction operators R l−1
l

is used when a fine scale (l ) solution needs to be interpolated to a coarser level (l +1). The restriction and
prolongation operators are given by the block-diagonal matrices 4.1 and 4.2. The method of construction of
the prolongation operator is discussed in [32].

Rl−1
l =

(
(Rp )l−1

l 0
0 (Rs )l−1

l

)
Nl×Nl−1

(4.1)
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Pl
l−1 =

(
(Pp )l

l−1 0
0 (Ps )l

l−1

)
Nl−1×Nl

(4.2)

The system of equations given by 3.4 can be calculated for each level given by equation 4.3. To maintain
the laws of mass conservation a finite-volume restrictions operator is used for pressure and saturation.

R l−1
l · · ·R f

1 JP 1
f · · ·P l

l−1︸ ︷︷ ︸
Jl

δxl = R l−1
l · · ·P f

1 r f︸ ︷︷ ︸
rl

(4.3)

To preserve mass across different scales saturation interpolation is required, this means that the prolon-
gation and restriction operator from coarse to fine and vice versa should have the same effect. This is given
by equation 4.4, in which the superscript T indicates the transpose operator.

(PS )l
l−1 = (R l−1

l )T (4.4)

4.1.1. ADM procedure
At the start of the ADM simulation the resolution for the multi-level ADM grid is determined. The target areas
where a fine solution is required is around the injection and production wells, at the saturation front and
around complex geological features that can have significant impact on the flow regime. At areas of reduced
interest a coarser grid cell size can be used during simulation. After the determination of grid resolution the
ADM coarse system is constructed using a sequence of restriction and prolongation operators, i.e.,

R̂ l−1
l · · · R̂ f

1 J P̂ 1
f · · · P̂ l

l−1︸ ︷︷ ︸
Ĵl

δx ADM
l = R̂ l−1

l · · · R̂ f
1 r f︸ ︷︷ ︸

r̂l

, (4.5)

where δx ADM
l represents the solution at level l of the ADM grid. The fine scale solution can be then approxi-

mated by

δx f ≈ δx ′
f = P̂

1
f · · · P̂l

l−1 δx ADM
l . (4.6)

Ωl is defined as the set of all ADM grid cells which are part of level l and the finer levels; and Γl is the set
containing all cells at level l only. In addition, Π̂l is defined as the collection of all cells within Ωl that are
located at the centre of a coarse node of level l . Therefore,

Γl =Ωl ∩Πl . (4.7)

For the usage of restriction operator of the sub-blocks in ADM procedure (R̂p )l−1
l = (R̂s )l−1

l is valid. The
Dirac delta function is represented by δi , j in the following conditional expression, i.e.,

(R̂p )l−1
l (i , j ) =

{
(R l−1

p )(i , j ) i f cel l i ⊂Ωl and cel l j ⊂Ωl−1

δi j other wi se
(4.8)

The prolongation operator P̂
l
l−1 is defined in a similar method, however to reach convergence during

simulation one has to preserve the partition of unity. If that is the case the following conditional expression
is valid

(P̂p )l
l−1(i , j ) =

{
(Pp )l

l−1(i , j ) i f cel l i ⊂ Γl−1 and cel l j ⊂Πl

δi j other wi se
(4.9)

Because for saturation a constant interpolator is used, it holds that (P̂S )l
l−1 = ((R̂S )l

l−1)T .

4.1.2. ADM grid resolution selection
As stated before the decreased computational power required to perform simulations compared to fine-scale
simulations is one of the reasons behind the development of ADM. The decreased computational power is
highly depended upon the coarsening of the grid at locations of reduced interest. The obvious conclusion that
can be drawn is that the efficiency of ADM highly depends upon the criterion used for grid selection. Various
studies have been done on identifying methods for applications of dynamic gridding [23]. In this research the
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error criterion used is based upon difference in phase saturation between cells, however the ADM simulator
is compatible for different forms of criterion.
The procedure for grid resolution selection is based upon a threshold value set by the user for a maximum
saturation difference between the considered cell and it’s neighboring cells (in a 2D example being four) on
the same level (l ) and the maximum and minimum of the fine-scale cells (l −1) inside the considered coarse
cell at level l . If the considered cell satisfies to this criterion it will be displayed in the ADM solution grid. This
procedure is depicted in figure 4.2.
For the simulator to maintain accuracy an extra criteria is set to the transition of levels of neighboring cells.
The maximum difference in levels between neighboring cells is set to 1. Meaning that the neighbors of the
considered grid cell at level l can only be at level l , l +1 or l −1.

Figure 4.2: ADM coarsening criteria

4.1.3. Multiscale basis functions
To construct the multilevel basis functions, the elliptic (incompressible) part of the full pressure equation is
extracted, i.e.,

−∇· (λ ·∇p) = 0, (4.10)

where λ is the mobility tensor at fine-scale resolution.

For a 2D problem to construct the multi-scale basis functions, the first step is to create two sets of coarse
grids which are imposed on the fine grid, namely a primal and dual coarse grid. The primal coarse grid
consists of the fine cells edged by the bold black line and are centered by a single vertex cell which can be
seen in figure 4.3. While the dual coarse grid is cornered by four vertex cells and the boundaries are in the
middle of the edge cells connecting the vertex cells. The grid can be divided into three categories: interior
cells, edge cells and vertex cells. The primal coarse cells (ΩC

i with i from 1, . . . , NC ) can be considered as control

volumes while the dual coarse cells (ΩD
j with j from 1, . . . , ND ) are used for localized domain calculations.

Figure 4.3: Primal and dual grid.
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The basis functions are calculated by solving
−∇· (λ ·∇φi

j ) = 0 i n ΩD
j

−∇|| · (λ ·∇φi
j )|| = 0 on ∂ΩD

j

φi
j (xk ) = δi k ∀xk ∈ 1, . . . , NC

(4.11)

where φi
j represents the basis function of coarse node i in dual coarse block ΩD

j . In addition, subscript ||
indicates the vector being tangential to the dual-coarse cell boundary, δΩD

j .

4.2. Flow-Based upscaled ADM
In this research, the flow-based upscaling ADM and multiscale-based ADM are presented and investigated.
As stated in the previous section, the main advantage of ADM is that it maintains the local heterogeneity of a
coarse cell via locally-computed multiscale basis functions. While during the flow-based upscaling approach,
an effective permeability is calculated at each level. Figure 4.4 illustrates the difference between the perme-
abiility fields that the both approach employ, at a time step. The permeability field of multiscale-based ADM
shows that it maintains local heterogeneities while upscaling-based ADM shows how the effective permeabil-
ity can look like for an upscaling-based approach.

(a) ADM active permeability field at second time-step (b) Upscaled active permeability field at second time-step

Figure 4.4: Permeability field used in ADM and Upscaled-approach at the same time-step.

An important difference between ADM and the classical upscaling method is in the pressure interpolator
(prolongation) operators they employ. Whole multiscale basis functions are used for multiscale-based ADM
approach, constant interpolators are employed for upscaling-based ADM approach. The overall procedures
of the two approaches are presented in figure 4.5.

4.2.1. Flow-based permeability upscaling
During the upscaling of permeability an effective permeability (Ke f f ) is calculated for each coarse cell at level
l +1; based on the user-defined upscaling factor at level l . The upscaling procedure is illustrated in figure 4.6,
where the effective permeability is calculated by solving local-flow problem in x and y directions, subject to
no-flow Neumann boundary conditions at two sides and Dirichlet 1 and 0 at the others.
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Pre-processing step:
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reservoir properties

Begin time-step n
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scaling Grid
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Assign average
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(a) Overview of upscaling-based ADM.

Begin time-step n

Select ADM Grid

Construct ADM
R̂l and P̂

l

Construct/update
fine-scale system
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Newton
Raphson

Con-
verged?

Assign average
saturation for
coarse blocks

yes

(b) Overview of multiscae-based ADM.

Figure 4.5: Overview of upscaling-based and multiscale-based ADM.

19



Figure 4.6: Local flow-based upscaling problem for finding effective permeability in x (left) and y (right) directions.

The effective permeability is then found using the cross-section velocity ui as

ui =
Ke f f , i

µ
· (Pc1 −Pc2)

∆xC
. (4.12)

Here, the subscript i indicates the flow direction (x or y), Ke f f ,i is the effective upscaled permeability in i
direction, and ∆xc is the coarse cell size. Figure 4.7 illustrates a possible multilevel upscaled permeability
field.

Figure 4.7: Upscaled Kx permeability field.

4.2.2. Upscaled-based ADM approach
After pre-calculating all the effective multilevel permeability fields, the multiphase flow simulation can be
started. In each time step, the multilevel dynamic grid is imposed. This is done by refining the grid where
∆S is high (step 3 in figure 4.5a). Then the upscaled effective properties replace the fine-scale permeability
quantities in the corresponding coarse cells. Clearly, at places where the fine-scale grid is imposed, no upscal-
ing property is employed. This adjusted fine-scale system is now restricted to an ADM system with the use
of restriction and prolongation operators, which contain constant 1 entries. More precisely, the restriction
operator to coarsen the system form l −1 to level l reads

Rl−1
l =

(
(Rp )l−1

l 0
0 (Rs )l−1

l

)
Nl×Nl−1

, (4.13)

where, specially

(R̂p )l−1
l (i , j ) =

{
(R l−1

p )(i , j ) i f cel l i ⊂Ωl and cel l j ⊂Ωl−1

δi j otherwise
(4.14)

holds. The prolongation operator which maps a coarse scale solution l + 1 to a fine-scale solution (higher
resolution level l ) is given by

Pl
l−1 =

(
(Pp )l

l−1 0
0 (Ps )l

l−1

)
Nl−1×Nl

, (4.15)

where
(PS )l

l−1 = (R l−1
l )T (4.16)

and
(P̂p )l

l−1 = ((R̂p )l−1
l )T . (4.17)
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5
Numerical Results for CO2 Injection

In this chapter, the developed upscaling-based and multiscale-based ADM methods are investigated for sev-
eral systematic test cases as shown in figure 5.1. To come to a conclusive outcome, for each permeability
realisation set, 6 equiprobable (same geo-statistical properties) are used, from which average values are ex-
tracted. For all cases the fine scale simulation results are compared against upscaling and multiscale ADM
approaches. For the sake of a brief chapter, for each sensitivity study, only the results of one permeability case
is shown. All other results can be found in the Appendix.

(a) 0° (layered) (b) 15° (layered) (c) 30° (layered) (d) 45° (layered) (e) patchy.

Figure 5.1: Overview of the systematic permeability fields from patchy (right) to layered with different orientation angles.

5.1. Numerical experiments: influence of capillary pressure
We consider a quarter-five-spot test case, where the injection is at the lower left corner and the production in
the upper right corner. The dimensions of all test cases are 1 × 1 [m2]. A fine grid size resolution of 99×99
is used. For the ADM and Upscaling method a coarsening ratio of 3 has been chosen for each level, with
maximum 2 coarsened levels. A total simulation time of 12 days has been chosen, this is because after 12 days
the domain is mostly flooded. The injected fluid is CO2 and the pores are inhabited by brine, representative
fluid properties for CO2 and brine are chosen. Furthermore, the temperature is assumed to be constant
323.15K . The porosity is 0.221. Parameter details can be found in the appendix A, in table A.1.

In this section the influence of capillary pressure on the performance of Upscaled-based ADM and ADM is
investigated. As explained in chapter 2 the capillary number, which is the ratio of viscous and capillary forces,
determines the influence of capillary pressure on the total flow. When the capillary number is low, capillary
forces dominate the flow pattern. While at a high capillary number viscous forces are dominant. In this
research the capillary number is adjusted by changing the interfacial tension. Besides adjusting the interfacial
tension the simulations for all cases have been performed including and excluding capillary pressure. Three
interfacial tensions have been investigated. The first interfacial tension is in the domain where viscous forces
are dominant, the second interfacial tension is in the transition area and the third interfacial tension is chosen
to represent the capillary dominated regime. The interfacial tensions are shown in table 5.1.

In this sensitivity a 45° diagonal layered heterogeneous quarter-five spot permeability field has been in-
vestigated. Injection is performed in the lower left corner and production in the upper right.
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Table 5.1: Interfacial tensions and capillary numbers.

Interfacial tension (Pa · sec) Value Capillary Number

Interfacial Tension 1: 6.5e-10 high (541)
Interfacial Tension 2: 6.5e-7 medium (0.541)
Interfacial Tension 3: 6.5e-6 low (0.0541)

Figure 5.2 shows the fine-scale saturation solution for different 3 interfacial tensions, including and ex-
cluding capillary pressure. The left column corresponds to no capillarity, while the right graphs are obtained
by using capillary pressure. The increasing effect of capillarity pressure can be seen in figure 6.1d and 6.1f.
Note the significant effect of capillary pressure on the saturation results.

Figure 5.2: Saturation profiles with (right column) and without (left column) capillarity and different interfacial tensions (each row).

In figure 5.3 the left column shows the fine-scale, multiscale-based ADM and upscaling-based ADM sat-
uration solutions for interfacial tension 3 using ∆S tolerance of 0.1. Figure 5.4 displays the corresponding
pressure fields. These results are obtained without taking capillarity into account. Multiscale-based ADM
employs 30% active fine-scale cells and the upscaling-based approach employs 24% of the fine-scale grids.
The errors for different tolerances are also shown in the top-right sub-figures. As can be concluded from the
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graph and from the saturation-error plots, upscaling-based approach results in significant errors compared
with multiscale-based approach. Thus, multiscale-based ADM outperforms the upscaling-based approach,
even though the upscaling procedure is employed in an ADM (multilevel) framework, i.e., only behind the
front the effective coefficients are used and at the front fine-scale grid is employed.

(a) Fine-scale saturation solution, no capillarity.

0.03
0.05

0.07 0.1
0

0.5

1

1.5
·10−2

∆ S Threshold

ε S

ADM - no Pc
UPS - no Pc

ADM - Pc
UPS - Pc

(b) Mean saturation error.

(c) Multiscale-based ADM saturation. (d) Multiscale-based ADM saturation error.

(e) Upscaling-based ADM saturation. (f) Upscaling-based ADM saturation error.

Figure 5.3: Upscaling-based vs multiscale-based ADM solution for the case with no capillary pressure and refinement criterion of
∆S = 0.1 and interfacial tension 3. Note that multiscale-based and upscaling-based approaches employed (in average), respectively,

30% and 24% of the fine grid cells. Sub-figure (b) shows the saturation error norm for different threshold values.
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(a) Fine-scale pressure solution, no capillarity.
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(b) Mean pressure error.

(c) Multiscale-based ADM pressure. (d) Multiscale-based ADM pressure error.

(e) Upscsaling-based ADM pressure. (f) Upscsaling-based ADM pressure error.

Figure 5.4: Upscaling-based vs multiscale-based ADM solution for the case with no capillary pressure and refinement criterion of
∆S = 0.1 and interfacial tension 3. Note that multiscale-based and upscaling-based approaches employed (in average), respectively,

30% and 24% of the fine grid cells. Sub-figure (b) shows the pressure error norm for different threshold values.

Figures 5.5 and 5.6 illustrate the results for fine-scale, multiscale-based and upscaling-based ADM when
capillary pressure is considered. Obviously can be concluded that when capillary forces are dominant both
methods provide similar results with a similar degree of error. There should however be noted that during
these simulations a significant greater proportion of fine-scale cells is being deployed. The ADM-method uses
66% of active fine-scale cells while the Upscaled-based approach uses 85 %. From this can be concluded that
when simulations are being performed including more complex physics such as capillarity a higher degree
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of active fine-scale cells will be deployed. In addition to the first comment with respect to active cells, ADM
does use approximately 20% less active fine-scale cells while reaching an error which is of the same order of
magnitude.

(a) Fine-scale saturation, low capillary number
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(b) Mean saturation error.

(c) Multiscale-based ADM saturation. (d) Multiscale-based ADM saturation error.

(e) Upscsaling-based ADM saturation. (f) Upscsaling-based ADM saturation error.

Figure 5.5: Upscaling-based vs multiscale-based ADM solution for the case with (low) capillary pressure and refinement criterion of
∆S = 0.1. Note that multiscale-based and upscaling-based approaches employed (in average), respectively, 66% and 85% of the fine grid

cells. Sub-figure (b) shows the error norm for different threshold values.
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(a) Fine-scale saturation solution, low capillary number
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(b) Mean pressure error.

(c) Multiscale-based ADM pressure. (d) Multiscale-based ADM pressure error.

(e) Upscaling-based ADM pressure. (f) Upscaling-based ADM pressure.

Figure 5.6: Upscaling-based vs multiscale-based ADM solution for the case with (low) capillary pressure and refinement criterion of
∆S = 0.1. Note that multiscale-based and upscaling-based approaches employed (in average), respectively, 66% and 85% of the fine grid

cells. Sub-figure (b) shows the error norm for different threshold values.

Figure 5.7 displays the production of brine over the simulation time of 12 days with∆S = 0.03 and∆S = 0.1
refinement threshold. The multiscale-based ADM solutions (blue) are in better agreement with the fine-
scale ones (red) than the upscaling-based ones (green). Note that using the interfacial tension 1 and 2 the
production prediction error in upscaling-based ADM is 5% higher than the error in multiscale-based ADM.
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Figure 5.7: Brine production over simulation time for 45° permeability field with∆S = 0.03 and∆S = 0.1 refinement threshold. Red curve
is the fine-scale, blue the multiscale-based and green the upscaling-based solutions.

Through these results we conclude that the multiscale-based ADM outperforms the upscaling-based ap-
proach, even though both are employed on adaptive dynamic grid which imposes fine-scale grids at the
fronts. For the case with capillary, the multiscale-based ADM provides the same accuracy (compared with
upscaling-based approach) with a lot less active grid cells. Note that for the case with capillary pressure, a lot
more active grid cells were needed to obtain accurate results. Furthermore, one should note that the studied
test cases were quite small compared to the field-scale relevant cases. As shown in the literature, the ADM
performs a lot less active grid cells for larger domains, due to the local nature of the saturation fronts.

Next, sensitivity of the both ADM approaches with respect to mobility ratio and degree of wetting is stud-
ied. The sensitivity for porosity was done, which is left out for the sake of a brief thesis.

5.2. Numerical experiments: different mobility ratios
After investigation of the influence of a changing interfacial tension and presence of capillary pressure, in this
section the simulators are benchmarked with respect to sensitivity to the mobility ratio, i.e.,

M = µr esi dent f l ui d

µi n j ected f l ui d
. (5.1)

The injection rate during these simulations is 1.5 pore volumes and capillary pressure is taken into ac-
count. Furthermore,∆S tolerance of 0.07 is used for grid refinement. These sensitivities have been performed
on all 5 permeability cases shown in figure 5.1. Besides a varying viscosity of the injected CO2 the same sim-
ulation parameters are used as in the case of the previous section. Detailed parameters of this sensitivity
analyses are shown in table B.1. To determine the sensitivity with respect to variations in the viscosity of the
injected fluid and thus the mobility ratio, 5 different ratios of 0.5, 1, 5, 10 and 24 are considered.

Figure 5.8 shows the effect of different mobility ratio on the saturation results. All pictures are taken at the
same time step. The lower mobility ratio leads to more stable displacements, thus better sweep efficiency.
Higher mobility ratios would lead to less effective recovery factors.

(a) M=0.5 (b) M=1 (c) M=5 (d) M=10 (e) M=24

Figure 5.8: Effect of mobility ratio (M) on saturation solution.

The influence of mobility ratio on the performance of upscaling-based and multiscale-based ADM meth-
ods can be seen in figure 5.9b and 5.10. For higher mobility ratios, the error in saturation increase. This is due
to the fact that the front is much more defused in higher mobility ratios, compared with the lower (stable)
ones. Comparing the two ADM approaches, it can be seen that the multiscale-based approach does indeed
provide more robust framework. Specially the pressure errors indicate this conclusion.
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(a) Fine-scale saturation, M=10
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(b) Mean saturation error.

(c) Multiscale-based ADM saturation. (d) Multiscale-based ADM saturation error.

(e) Upscaling-based ADM saturation. (f) Upscaling-based ADM saturation error.

Figure 5.9: Fine-scale, upscaling-based and multiscale-based ADM solutions (and errors) with ∆S = 0.07 grid refining threshold, and
M = 10. Upscaling-based approach imposes 17% and multiscale-based one 15% active grid cells. Also, the sub-figure (b) shows the

error for different mobility ratios.
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(a) Fine-scale pressure, M=10
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(b) Viscosity sensitivity: Mean error pressure

(c) Multiscale-based ADM pressure. (d) Multiscale-based ADM pressure error.

(e) Upscaling-based ADM pressure. (f) Upscaling-based ADM pressure error.

Figure 5.10: Fine-scale, upscaling-based and multiscale-based ADM solutions (and errors) with ∆S = 0.07 grid refining threshold, and
M = 10. Upscaling-based approach imposes 17% and multiscale-based one 15% active grid cells. Also, the sub-figure (b) shows the

error for different mobility ratios.
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The results of the other permeability fields are shown in Appendix B. Irrespective of the viscosity ratio, as
shown in figure 5.11, the multiscale-based ADM uses slightly smaller active cells, at the same time, provides
more accurate results. This is further confirmed by figure 5.12, which shows the production errors.
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Figure 5.11: active grid cells for 0° permeability field test cases: multiscale-based (left bar) vs upscaling-based (right bar) ADM.
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Figure 5.12: 0° Permeability Field: Percentual Mean Error Production

5.3. Numerical experiments: wetting phase injection
Previously, CO2 was injected into brine. In this experiment the resident fluid of the reservoir are various well
known crude oils with varying viscosities and densities ranging from light crudes to extra heavy oils. The
different type of oils and specific characteristics are given in table 5.2. The purpose of this experiment is to
investigate the behaviour of both ADM methods when the wetting phase is injected into the different resident
fluids. Simulations are performed at an injection rate of 1.5 pore volumes daily, capillary pressure is taken into
account and a ∆S tolerance of 0.07 is used.

In figures 5.14 and 5.15 an overview of the saturation and pressure results and error for the Arabian
Medium are given. Similar to the previously found results, the upscaling-based approach leads to higher
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Table 5.2: Characteristic values crudes used for sensitivity analysis.

Oil type Area Type Viscosity (Pa · s) Density (kg /m3)

Brent Blend: North Sea Ligth crude 1.6e-4 992
Arabian Medium: Saudi Arabia Medium crude 2.3e-4 965.9

BCF-17: Venezuela Heavy crude 1.709 854
Boscan: Venezuela Extra heavy crude 11.233 834.8

(a) Brent Blend (b) Arabian Medium (c) BCF-17 (d) Boscan

Figure 5.13: Saturation plots for different residing oil.

errors compared with the multiscale-based approach. This is the case for both saturation and pressure er-
rors. The sub-figure (b) in the figures show the error trends for all 4 different cases. Note that the number of
active cells deployed during simulation for multiscale-based and upscaling-based ADM methods are almost
equal for all scenarios.

5.4. Conclusion:
In this chapter, performances of the developed multiscale-based and upscaling-based ADM methods were
investigated for a variety of test cases. The performance of the simulator has been investigated using several
measurable properties, namely: number of active cells during simulation, pressure and saturation error and
the production errors. The sensitivity of the outcome with respect to mobility ratio, residing oil properties,
and capillary pressure with different degrees of interfacial effects was also studied.

The influence of capillary pressure in the saturation profile was found significant. Both ADM approaches
imposed a lot more active grid cells for strong capillary pressure case, expected from the nature of the process.
Note that for larger (field-scale) test cases, the fraction of the front is expected to be much less than the overall
size of the formation. As such, the ADM is expected to impose much fewer active grid cells for larger domains.

Another important point was that the increase of mobility ratio will smear out the sharp front, and as such
more sub-domain regions are detected to be included in the zones of fine-scale grid cells. One may set looser
tolerances for high mobility ratios, so that the active grid cells are lowered, as the smeared out front may not
be necessarily needed to be captured very accurately.

It is very important to also note that the effective permeabilities (for upscaling-based approach) and mul-
tiscale basis functions (for multiscale-based approach) were all calculated at the beginning of the simulation;
and never get updated during the simulation. This leads to significant speed up in both ADM simulations.

Overall, it can be concluded that multiscale-based ADM approach outperforms the upscaling-based one,
both in terms of the quality of the results and the count of overall imposed active grid cells.
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(a) Fine-scale saturation Arabian Medium
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(b) Mean saturation error.

(c) Multiscale-based ADM saturation. (d) Multiscale-based ADM saturation error.

(e) Upscaling-based ADM saturation. (f) Upscaling-based ADM saturation error.

Figure 5.14: Saturation profiles for the fine-scale, multiscale-based and upscaling-based ADM methods with ∆S = 0.07 for the Arabian
Medium. The sub-figure (b) shows the error for all the 4 cases.
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(a) Fine-scale pressure, φ= 0.3
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(b) Mean pressure error.

(c) Multiscale-based ADM pressure. (d) Multiscale-based ADM pressure error.

(e) Upscaling-based ADM pressure. (f) Upscaling-based ADM pressure error.

Figure 5.15: Pressure profiles for the fine-scale, multiscale-based and upscaling-based ADM methods with ∆S = 0.07 for the Arabian
Medium. The sub-figure (b) shows the error for all the 4 cases.
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6
Results of Miscible Mixing

In this chapter the results of the studied cases related to miscible flow displacement will be presented. The
mixing processes will be investigated for homogeneous media with saturation perturbations along the injec-
tion side and secondly for heterogeneous media with similar characteristics used in the literature.

6.1. Mixing rocesses in homogeneous media
In this section, the viscous fingers are initiated by perturbing permeability of the first (West) column of the
domain (injection boundary). The Péclet numbers used for the simulations are depicted in table 6.1. In table
E.1 (appendix) the parameters for the study of viscous fingers initiated by saturation perturbations are shown.
In this section two fine-scale resolutions are considered: 99×99 and 198×198. Figure 6.1 shows the fine-scale
solutions for the two resolutions and the different Péclet numbers (different dispersions). From top to bottom
the influence of dispersion increases, thus the Péclet number decreases.

Figures 6.2 and 6.3 show, respectively, the saturation distribution for fine-scale, multiscale-based and
upscaling-based ADM methods for different fine-scale grid resolutions of 99× 99 and 198× 198. Note that
these results correspond to “no-dispersion” case (i.e., infinity Péclet number). Similar as before, sub-figures
(b) illustrate the error norms for different refinement thresholds. In the appendix, in figure E.2, the exact
data for all three Péclet numbers can be found. From this can be concluded that multiscale-based ADM
outperforms the upscaling-based approach for both pressure and saturation. Note that for the sake of a brief
manuscript, only these selected results are presented. Overall, our findings for this case is representative of
the other studied cases.

When the Péclet number increases, due to more fingers, the number of active cells increases. Produc-
tion results illustrate that, in general, the error in multiscale-based ADM is below 0.5% (depending on the
tolerances and resolutions), while for the upscaling-based approach the error is between 1% to 3%.

From these results can be concluded that ADM has significant advantage when complex mixing occurs.

6.2. Mixing processes in heterogeneous media
In the second case a range of Péclet numbers is used in a heterogeneous permeability field which is similar
to literature and thus a comparison can be made. The values used are: 1000, 10000 and infinity. This case has
been benchmarked on three tolerances, namely: 0.03, 007 and 0.1. The characteristics used to create a set of
different cases with similar characteristics are comparable to values used in case 3 in [11]. The cases uses a

Table 6.1: Péclet numbers used for simulation of homogeneous media.

Péclet number (Pe) Value

Case 1: 1000
Case 2: 10000
Case 3: ∞
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(a) No dispersion 99×99 grids. (b) No dispersion 198×198 grids.

(c) Midum dispersion 99×99 grids. (d) Midium dispersion 198×198 grids.

(e) High dispersion 99×99 grids. (f) High dispersion 198×198 grids.

Figure 6.1: Fine-scale saturation profiles including mixing processes at different resolutions and Péclet numbers.

correlation length of λ = 0.1 and a Dykstra-Parson Coefficient (Vd p ) of 0.63. In total 5 different realisations
have been developed and simulated.

The heterogeneous reservoir forms a challenging case for the simulator. The simulations are performed
using three Péclet numbers, resulting in different degrees of diffusion. The saturation distributions and error
plots can be seen in the following figures, i.e., from 6.4 to 6.7. In all figures, the permeability fields are plotted
in the sub-figures (b). Also, the saturation plots are provided for all test cases with different Péclet numbers,
while for the last case, the pressure profiles are also provided. Note that the pressure profiles for other Péclet
numbers have the same pattern.

For the upscaling-based approach, errors are quite visible (both for pressure and saturation), while the
multiscale-based ADM method results in very accurate solutions. In addition, the production data studies
revealed that the multiscale-based ADM leads to only 0.5% errors for a wide range of the refinement thresh-
olds, while the upscaling-based approach can show error of above 4% with ∆S = 0.1.The number of active
grid cells used to solve this heterogeneous case for the varying Péclet numbers is similar for both approaches
and is between 52 and 66 %.
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(a) Fine-scale saturation, no dispersion, 99x99 cells.
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(b) Mean saturation error.

(c) Multiscale-based ADM saturation. (d) Multiscale-based ADM saturation error.

(e) Upscaling-based ADM saturation (f) Upscaling-based ADM saturation.

Figure 6.2: Saturation for fine-scale (a) and ADM approaches. Also shown in sub-figure (b) is the error for different threshold values.
Both ADM methods apply 62% of fine-scale cells.

Overall, it is clear that the multiscale-based ADM outperforms the upscaling-based approach for dis-
placements with mixing. This study is of significant importance as for its industrial-relevant application,
where classically an upscaling-based approach is implemented for the dynamic grid refinement methods.
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(a) Fine-scale saturation, no dispersion, 198x198 grids.
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(b) Mean saturation error.

(c) multiscale-based ADM saturation. (d) multiscale-based ADM saturation error.

(e) Upscaling-based ADM saturation. (f) Upscaling-based ADM saturation error.

Figure 6.3: Saturation for fine-scale (a) and ADM approaches. Also shown in sub-figure (b) is the error for different threshold values.
Both ADM methods apply 47% of fine-scale cells.
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(a) Fine-scale saturation, high dispersion, 297×99 cells. (b) Permeability field.

(c) Multiscale-based ADM saturation. (d) Multiscale-based ADM saturation error.

(e) Upscaling-based ADM saturation. (f) Upscaling-based ADM saturation error.

Figure 6.4: Saturation profiles for the fine-scale and ADM methods with Pe = 1000 and ∆S = 0.1. Multiscale and upscaling ADM apply
52% and 53% grid cells, respectively.

(a) Fine-scale saturation, medium dispersion, 297×99 cells. (b) Permeability field.

(c) Multiscale-based ADM saturation. (d) Multiscale-based ADM saturation error.

(e) Upscaling-based ADM saturation. (f) Upscaling-based ADM saturation error.

Figure 6.5: Saturation profiles for the fine-scale and ADM methods with Pe = 10000 and ∆S = 0.1. Multiscale and upscaling ADM apply
65% and 64% grid cells, respectively.
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(a) Fine-scale saturation, no dispersion, 297×99 cells. (b) Permeability field.

(c) Multiscale-based ADM saturation. (d) Multiscale-based ADM saturation error.

(e) Upscaling-based ADM saturation. (f) Upscaling-based ADM saturation error.

Figure 6.6: Saturation profiles for Pe =∞ and ∆S = 0.1. Both ADM approaches impose 66% active grid cells.

(a) Fine-scale saturation, no dispersion, 297×99 cells. (b) Permeability field.

(c) Multiscale-based ADM pressure. (d) Multiscale-based ADM pressure error.

(e) Upscaling-based ADM pressure. (f) Upscaling-based ADM pressure error.

Figure 6.7: Pressure profiles for Pe =∞ and ∆S = 0.1. Both ADM approaches impose 66% active grid cells.
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7
Conclusions

The biggest challenge in reservoir simulation is to capture the highest degree of detail and thus reaching the
most accurate results while remaining as computational efficient as possible. When simulating the storage
of CO2 in the reservoir considerable challenges are present due to the high mobility of the supercritical CO2.
With this challenge in mind the two simulation methods are being developed and compared to understand
which solves the injection and migration process of CO2 the most accurate. On one hand the Algebraic Dy-
namic Multilevel approach using Multi-Scale pressure interpolators and secondly an Upscaled-Algebraic Dy-
namic Multilevel approach using constant pressure interpolators. The ADM approach using pre-processed
(calculated only at the first time step) multi-scale pressure interpolators maintains fine-scale heterogeneities
during simulations on coarser levels. While the flow-based upscaling approach includes a pre-processing
step (calculated only at the first time step) during which effective permeabilities at different levels are calcu-
lated. These upscaled effective values have been calculated using a local approach for the considered coarse
cell.

Following the development of the previously discussed methods, the methods have been tested on a va-
riety of different settings. Firstly both methods are extensively tested on a variety of permeability fields using
a quarter-five spot injection pattern. In total 5 different permeability fields (4 layered with different angles
and 1 patchy permeability fields) of which each are tested for 6 different realisations were considered. It is
important to be able to estimate the location of the migrating CO2 as accurately as possible since this can
have significant effects over the times-span during which it is stored in the sub-surface.

To gain comprehensive understanding about the both methods, several different sensitivity cases were in-
vestigated with different magnitudes of capillarity, mobility ratios and existing reservoir fluid properties. The
performance of both methods was tested using number of active cells and error in pressure and saturation
and production.

The last section consisted of the research in to a miscible displacement situation in which complex mix-
ing took place. Three cases with a different Péclet number are investigated for a homogeneous and het-
erogeneous reservoir. The three cases considered situations of no, medium and high dispersion. In the
homogeneous case besides the influence of dispersion also the influence of resolution with respect to the
performance ADM and Upscaled-based approach has been performed.

Overall, it can be concluded that the multiscale-based ADM approach outperforms the upscaling-based
one both in terms of robustness and accuracy of the simulation results. Due to its algebraic (i.e., convenient
integration with existing simulators), fully-implicit (stable), and scalable (efficient) characteristics, multiscale-
based ADM casts a promising framework for next-generation reservoir simulators.
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8
Future Work

This research proves the clear advantage of ADM over classically-imposed upscaling approaches with ef-
fective properties at static coarse grid. Here, the upscaling-based approach was also extended into an ADM
(multilevel dynamic) grid framework, in order to reduce its errors. Even with ADM advantages, the upscaling-
based ADM was found less accurate than multiscale-based ADM. To this end, future studies can be done to
test larger domains with 3D geometries. There are several tests that can be performed to improve the current
knowledge about the performance of Multiscale-based and upscaling-based ADM approaches. As with all
models assumptions are made, future work could be done to reduce the amount of assumptions. In this work
isothermal conditions have been assumed, however in true reservoirs isothermal conditions may not exist.
The thermal-effect can have significant effects on the flow of CO2 in the reservoir.

Another interesting topic would be to investigate the performance of both simulation methods with differ-
ent coarsening/refinement criteria. In this work the coarsening/refinement tolerance is based on saturation
difference between neighbouring cells. Other criteria could be the usage of for example time-based criteria.
In which coarsening/refinement is based on saturation changes with respect to the previous time step.

Since the static flow-based upscaling method is still widely used in industry, the next challenge to prove
the significant advantages of the multi-scale ADM approach would be to demonstrate its speed-up and accu-
racy performance on a commercial-grade simulator.
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A
First Appendix: influence of Capillary

Pressure

A.1. Simulation Parameters

Table A.1: Parameters used for simulations.

Variable Value Unit

Porosity: φ 0.221 volume fraction (%)
Temperature: T 323.15 K

Density CO2: ρCO2 280 kg /m3

Density brine: ρbr i ne 992 kg /m3

Viscosity CO2: µCO2 2.3 ·10−5 Pa · sec
Viscosity brine: µbr i ne 5.5 ·10−5 Pa · sec ]

Initial Reservoir Pressure: Pr es,i ni t 90 Bar
Initial CO2 Saturation: SCO2 0.0 %

Initial Brine Saturation: Sbr i ne 0.1 %
Fine Scale Resolution 99×99×1 (x,y,z) gridblocks

Level 1 Resolution 33×33×1 (x,y,z) gridblocks
Level 2 Resolution 11×11×1 (x,y,z) gridblocks
Simulation Time 12 days

Injection Rate 0.25 PV/day
Relative Permeability Curve Quadratic
ADM Pressure Interpolator Multi-Scale

Upscaling Pressure Interpolator Constant
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A.2. Active Cells

(a) Number of cells per level represented in A.1a.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 4718 4510 183 198 42 43
% of Active FS cells 48.14% 46.02% 1.87% 2.02% 0.43% 0.44%

0.05: Absolute number of cells 3854 3334 244 290 46 48
% of Active FS cells 39.32% 34.02% 2.49% 2.96% 0.47% 0.49%

0.07: Absolute number of cells 2972 2384 303 354 51 52
% of Active FS cells 30.32% 24.32% 3.09% 3.61 % 0.52% 0.53%

0.1: Absolute number of cells 1960 1513 356 392 57 59
% of Active FS cells 19.99% 15.44% 3.63% 3.99% 0.58% 0.60%

0.3: Absolute number of cells 304 340 255 242 89 90
% of Active FS cells 3.10% 3.47% 2.60% 2.47% 0.92% 0.92%

(b) Number of cells per level represented in A.1b.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 4718 4510 183 198 42 43
% of Active FS cells 48.14% 46.02% 1.87% 2.02% 0.43% 0.44%

0.05: Absolute number of cells 3854 3334 244 290 46 48
% of Active FS cells 39.32% 34.02% 2.49% 2.96% 0.47% 0.49%

0.07: Absolute number of cells 2972 2384 303 354 51 52
% of Active FS cells 30.32% 24.32% 3.09% 3.61 % 0.52% 0.53%

0.1: Absolute number of cells 1960 1513 356 392 57 59
% of Active FS cells 19.99% 15.44% 3.63% 3.99% 0.58% 0.60%

0.3: Absolute number of cells 304 340 255 242 89 90
% of Active FS cells 3.10% 3.47% 2.60% 2.47% 0.92% 0.92%
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(a) Number of cells per level represented in A.1c.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 4718 4510 183 198 42 43
% of Active FS cells 48.14% 46.02% 1.87% 2.02% 0.43% 0.44%

0.05: Absolute number of cells 3854 3334 244 290 46 48
% of Active FS cells 39.32% 34.02% 2.49% 2.96% 0.47% 0.49%

0.07: Absolute number of cells 2972 2384 303 354 51 52
% of Active FS cells 30.32% 24.32% 3.09% 3.61 % 0.52% 0.53%

0.1: Absolute number of cells 1960 1513 356 392 57 59
% of Active FS cells 19.99% 15.44% 3.63% 3.99% 0.58% 0.60%

0.3: Absolute number of cells 304 340 255 242 89 90
% of Active FS cells 3.10% 3.47% 2.60% 2.47% 0.92% 0.92%

(b) Number of cells per level represented in A.1d.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 4822 4837 172 162 42 43
% of Active FS cells 49.20% 49.35% 1.75% 1.65% 0.43% 0.44%

0.05: Absolute number of cells 4003 4021 225 216 47 47
% of Active FS cells 40.84% 41.03% 2.30% 2.20% 0.48% 0.48%

0.07: Absolute number of cells 3100 3033 289 284 51 52
% of Active FS cells 31.63% 30.95% 2.95% 2.90% 0.52% 0.53%

0.1: Absolute number of cells 2035 1851 347 365 57 58
% of Active FS cells 20.76% 18.89% 3.54% 3.72% 0.58% 0.59%

0.3: Absolute number of cells 304 368 256 247 89 89
% of Active FS cells 3.10% 3.75% 2.61% 2.52% 0.91% 0.91%
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(a) Number of cells per level represented in A.1e.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 4718 4510 183 198 42 43
% of Active FS cells 48.14% 46.02% 1.87% 2.02% 0.43% 0.44%

0.05: Absolute number of cells 3854 3334 244 290 46 48
% of Active FS cells 39.32% 34.02% 2.49% 2.96% 0.47% 0.49%

0.07: Absolute number of cells 2972 2384 303 354 51 52
% of Active FS cells 30.32% 24.32% 3.09% 3.61 % 0.52% 0.53%

0.1: Absolute number of cells 1960 1513 356 392 57 59
% of Active FS cells 19.99% 15.44% 3.63% 3.99% 0.58% 0.60%

0.3: Absolute number of cells 304 340 255 242 89 90
% of Active FS cells 3.10% 3.47% 2.60% 2.47% 0.92% 0.92%

(b) Number of cells per level represented in A.1f.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 6917 7753 88 58 26 19
% of Active FS cells 70.57% 79.10% 0.90% 0.59% 0.27% 0.19%

0.05: Absolute number of cells 6665 7756 97 67 28 18
% of Active FS cells 68.00% 79.14% 0.99% 0.68% 0.29% 0.18%

0.07: Absolute number of cells 7607 8325 83 55 18 12
% of Active FS cells 77.62% 84.94% 0.85% 0.56% 0.18% 0.12%

0.1: Absolute number of cells 6510 8348 143 68 25 10
% of Active FS cells 66.42% 85.18% 1.46% 0.69% 0.26% 0.10%

0.3: Absolute number of cells 448 368 270 317 85 87
% of Active FS cells 4.57% 3.75% 2.75% 3.23% 0.91% 0.92%

50



0.03
0.05

0.07 0.1 0.3
0

20

40

60

80

100

∆ S

%
o

fF
S

ce
lls

0.03
0.05

0.07 0.1 0.3
0

20

40

60

80

100

∆ S

%
o

fF
S

ce
lls

Fine Scale Cells Level 1 Cells Level 2 Cells

(a) Excluding capillary pressure, interfacial tension 1.
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(b) Including capillary pressure, high capillary number.
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(c) Excluding capillarity, interfacial tension 2.
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(d) Including capillarity, medium capillary number.
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(e) Excluding capillarity, interfacial tension 3.
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(f) Including capillarity, low capillary number.

Figure A.1: 45° Permeability field: % of active cells of fine-scale simulation per Level ADM (left bar) vs Upscaling (right bar).
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A.3. Pressure & saturation error results
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(c) Medium capillary number: mean error pressure
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(e) Low capillary number: mean error pressure
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(f) Low capillary number: mean error saturation

Figure A.2: Pressure and saturation error for cases with and without capillarity and decreasing capillary numbers.
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A.4. Production error results
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(a) High capillary number: percentual mean error production.
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(b) Medium capillary number: percentual mean error production.
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Figure A.3: Percentual mean error production for low, medium and high capillary numbers.
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B
Second Appendix: Viscosity Sensitivity

B.1. Simulation parameters

Table B.1: Parameters used for simulations.

Variable Value Unit

Porosity: φ 0.221 volume fraction (%)
Temperature: T 323.15 K

Density CO2: ρCO2 280 kg /m3

Density brine: ρbr i ne 992 kg /m3

Viscosity brine: µbr i ne 5.5 ·10−5 Pa · sec
Initial Reservoir Pressure: Pr es,i ni t 90 Bar

Initial CO2 Saturation: SCO2 0.0 %
Initial Brine Saturation: Sbr i ne 1.0 %

Fine Scale Resolution 99×99×1 (x,y,z) gridblocks
Level 1 Resolution 33×33×1 (x,y,z) gridblocks
Level 2 Resolution 11×11×1 (x,y,z) gridblocks
Simulation Time 12 days

Relative Permeability Curve Quadratic
ADM Pressure Interpolator Multi-Scale

Upscaling Pressure Interpolator Constant

∆ S Tolerance 0.07

Injection Rate S Tolerance 1.5 Pore-Volumes
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B.2. Active Cells ADM versus Upscaled Method
B.2.1. 15° Permeability field

Table B.2: Number of cells per level represented in B.1.

Effective Mobility (M) FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.5: Absolute number of cells 1124 1270 249 271 79 75
% of Active FS cells 11.47% 12.96% 2.54% 2.77% 0.81% 0.77%

1: Absolute number of cells 1450 1491 291 299 71 70
% of Active FS cells 14.79% 15.21% 2.97% 3.05 % 0.72% 0.71%

5: Absolute number of cells 2386 2583 368 363 51 49
% of Active FS cells 24.34% 26.35% 3.75 % 3.70 % 0.52 % 0.49 %

10: Absolute number of cells 1931 2064 342 346 59 57
% of Active FS cells 19.70 % 21.059 % 3.48 % 3.53 % 0.60% 0.58%

24: Absolute number of cells 3285 3502 339 315 43 43
% of Active FS cells 33.52 % 35.73 % 3.46 % 3.21 % 0.44 % 0.44 %
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Figure B.1: 15° Permeability field: % of active cells of fine-scale simulation per Level ADM (left bar) vs Upscaling (right bar).
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B.2.2. 30° Permeability field

Table B.3: Number of cells per level represented in B.1.

Effective Mobility (M) FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.5: Absolute number of cells 1337 1259 292 277 72 75
% of Active FS cells 13.64% 12.85% 2.98% 2.83% 0.73% 0.77%

1: Absolute number of cells 1709 1645 324 307 64 67
% of Active FS cells 17.44% 16.78% 3.31% 3.13% 0.65% 0.68%

5: Absolute number of cells 2817 2722 347 351 48 48
% of Active FS cells 28.74% 27.77% 3.54% 3.58% 0.49% 0.49%

10: Absolute number of cells 2308 2180 348 349 54 55
% of Active FS cells 23.55 % 22.24 % 3.55 % 3.56 % 0.5 % 0.56%

24: Absolute number of cells 3743 3561 300 310 41 43
% of Active FS cells 38.19 % 36.33 % 3.06 % 3.16 % 0.42 % 0.44 %
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Figure B.2: 30° Permeability field: % of active cells of fine-scale simulation per Level ADM (left bar) vs Upscaling (right bar).
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B.2.3. 45° Permeability field

Table B.4: Number of cells per level represented in B.3.

Effective Mobility (M) FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.5: Absolute number of cells 1498 1377 314 287 68 72
% of Active FS cells 15.28% 12.85% 2.98% 2.8262% 0.73% 0.77%

1: Absolute number of cells 1905 1769 333 316 60 64
% of Active FS cells 19.44% 18.045% 3.40% 3.22% 0.61% 0.65%

5: Absolute number of cells 3232 2883 334 349 44 47
% of Active FS cells 32.98% 29.42% 3.41% 3.56% 0.45 % 0.48%

10: Absolute number of cells 2632 2348 344 346 50 54
% of Active FS cells 26.85 % 23.96 % 3.51 % 3.53 % 0.51 % 0.55%

24: Absolute number of cells 4053 3691 270 302 41 42
% of Active FS cells 41.35 % 37.66 % 2.75 % 3.08 % 0.42 % 0.43 %
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Figure B.3: 45° Permeability field: % of active cells of fine-scale simulation per Level ADM (left bar) vs Upscaling (right bar).
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B.2.4. 98° Permeability field

Table B.5: Number of cells per level represented in B.4.

Effective Mobility (M) FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.5: Absolute number of cells 1137 1083 225 232 82 82
% of Active FS cells 11.60% 11.05% 2.29% 2.36% 0.84% 0.84%

1: Absolute number of cells 1361 1348 251 254 76 76
% of Active FS cells 13.89% 13.75% 2.56% 2.59% 0.78% 0.78%

5: Absolute number of cells 2343 2398 348 357 53 52
% of Active FS cells 23.91% 24.47% 3.55% 3.64% 0.54 % 0.53%

10: Absolute number of cells 1822 1869 306 321 64 62
% of Active FS cells 18.59 % 19.07 % 3.12 % 3.28% 0.65 % 0.63%

24: Absolute number of cells 3868 3719 276 292 43 43
% of Active FS cells 39.47 % 37.95 % 2.82 % 2.98 % 0.44 % 0.44 %
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Figure B.4: 98° Permeability field: % of active cells of fine-scale simulation per Level ADM (left bar) vs Upscaling (right bar).
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B.3. Pressure & saturation error results
B.3.1. 15° Permeability field
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Figure B.5: Pressure and saturation error.

B.3.2. 30° Permeability field
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(b) 30° Permeability field: mean error saturation.

Figure B.6: Pressure and saturation error.
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B.3.3. 45° Permeability field
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Figure B.7: Pressure and saturation error.

B.3.4. 98° Permeability field
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(a) 98° Permeability field: mean error pressure
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Figure B.8: Pressure and saturation error.
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B.4. Production error results
B.4.1. 15° & 30° Permeability field
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(b) 30° Permeability field: percentual mean error
production.
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B.4.2. 45° & 98° Permeability field
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(a) 45° Permeability field: percentual mean error
production.

0.5 1 5 10 240

0.2

0.4

0.6

0.8

1

M
ε p

ro
d

[%
]

ADM
UPS

(b) 98° Permeability field: percentual mean error
production.
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C
Third Appendix: Porosity Sensitivity

C.1. Simulation parameters

Table C.1: Parameters used for simulations.

Variable Value Unit

Temperature: T 323.15 K
Density CO2: ρCO2 280 kg /m3

Density brine: ρbr i ne 992 kg /m3

Viscosity brine: µbr i ne 5.5 ·10−5 Pa · sec
Viscosity CO2: µCO2 2.3 ·10−5 Pa · sec

Initial Reservoir Pressure: Pr es,i ni t 90 Bar
Initial CO2 Saturation: SCO2 0.0 %

Initial Brine Saturation: Sbr i ne 1.0 %
Fine Scale Resolution 99×99×1 (x,y,z) gridblocks

Level 1 Resolution 33×33×1 (x,y,z) gridblocks
Level 2 Resolution 11×11×1 (x,y,z) gridblocks
Simulation Time 12 days

Relative Permeability Curve Quadratic
ADM Pressure Interpolator Multi-Scale

Upscaling Pressure Interpolator Constant

∆ S Tolerance 0.07

Injection Rate S Tolerance 1.5 Pore-Volumes
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C.2. Active Cells ADM versus Upscaled Method
C.2.1. 15° Permeability field

Table C.2: Number of cells per level represented in C.1.

Porosity (φ) FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.05: Absolute number of cells 3285 3476 339 316 43 43
% of Active FS cells 33.52% 35.47% 3.46% 3.22% 0.44% 0.44%

0.1: Absolute number of cells 3285 3476 339 316 43 43
% of Active FS cells 33.52% 35.47% 3.46% 3.22% 0.44% 0.44%

0.15: Absolute number of cells 3285 3476 339 316 43 43
% of Active FS cells 33.52% 35.47% 3.46% 3.22% 0.44% 0.44%

0.221: Absolute number of cells 3285 3476 339 316 43 43
% of Active FS cells 33.52% 35.46% 3.46% 3.22% 0.44% 0.44%

textbf0.3: Absolute number of cells 3285 3476 339 316 43 43
% of Active FS cells 33.52% 35.47% 3.46% 3.22% 0.44% 0.44%
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Figure C.1: 15° Permeability field: % of active cells of fine-scale simulation per Level ADM (left bar) vs Upscaling (right bar).
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C.2.2. 30° Permeability field

Table C.3: Number of cells per level represented in C.2.

Porosity (φ) FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.05: Absolute number of cells 3743 3704 300 294 41 43
% of Active FS cells 38.19% 37.792% 3.06% 2.99% 0.42% 0.44%

0.1: Absolute number of cells 3743 3704 300 294 41 43
% of Active FS cells 38.19% 37.79% 3.06% 2.99% 0.42% 0.44%

0.15: Absolute number of cells 3743 3704 300 294 41 43
% of Active FS cells 38.19% 37.79% 3.06% 2.9% 0.42% 0.44%

0.221: Absolute number of cells 3743 3704 300 294 41 43
% of Active FS cells 38.19% 37.79% 3.06% 2.99% 0.42% 0.44%

0.3: Absolute number of cells 3743 3704 300 294 41 43
% of Active FS cells 38.19% 37.79% 3.06% 2.99% 0.42% 0.44%
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Figure C.2: 30° Permeability field: % of active cells of fine-scale simulation per Level ADM (left bar) vs Upscaling (right bar).
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C.2.3. 45° Permeability field

Table C.4: Number of cells per level represented in C.3.

Porosity (φ) FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.05: Absolute number of cells 4053 3691 270 302 41 42
% of Active FS cells 41.35 % 37.66 % 2.75 % 3.08 % 0.42 % 0.43 %

0.1: Absolute number of cells 4053 3691 270 302 41 42
% of Active FS cells 41.35 % 37.66 % 2.75% 3.08 % 0.42 % 0.43 %

0.15: Absolute number of cells 4053 3691 270 302 41 42
% of Active FS cells 41.35 % 37.66 % 2.75 % 3.08 % 0.42 % 0.43 %

0.221: Absolute number of cells 4053 3691 270 302 41 42
% of Active FS cells 41.35% 37.66 % 2.75 % 3.08 % 0.42 % 0.43 %

textbf0.3: Absolute number of cells 4053 3691 270 302 41 42
% of Active FS cells 41.35 % 37.66 % 2.75 % 3.08 % 0.42 % 0.43 %
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Figure C.3: 45° Permeability field: % of active cells of fine-scale simulation per Level ADM (left bar) vs Upscaling (right bar).
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C.2.4. 98° Permeability field

Table C.5: Number of cells per level represented in B.4.

Porosity (φ) FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.05: Absolute number of cells 3868 3689 276 296 43 43
% of Active FS cells 39.46% 37.64% 2.82% 3.02% 0.44% 0.44%

0.1: Absolute number of cells 3868 3689 276 296 43 43
% of Active FS cells 39.47% 37.64% 2.82% 3.02% 0.44% 0.44%

0.15: Absolute number of cells 3868 3689 276 296 43 43
% of Active FS cells 39.47% 37.64% 2.82% 3.02% 0.44% 0.44%

0.221: Absolute number of cells 3868 3689 276 296 43 43
% of Active FS cells 39.47% 37.64% 2.82% 3.02% 0.44% 0.44%

textbf0.3: Absolute number of cells 3868 3689 276 296 43 43
% of Active FS cells 39.47% 37.64% 2.82% 3.02% 0.44% 0.44%
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Figure C.4: 98° Permeability field: % of active cells of fine-scale simulation per Level ADM (left bar) vs Upscaling (right bar).
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C.3. Pressure & saturation error results
C.3.1. 15° Permeability field
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Figure C.5: Pressure and saturation error.

C.3.2. 30° Permeability field
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Figure C.6: Pressure and saturation error.
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C.3.3. 45° Permeability field
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Figure C.7: Pressure and saturation error.

C.3.4. 98° Permeability field
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Figure C.8: Pressure and saturation error.
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C.4. Production error results
C.4.1. 15° & 30° Permeability field
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(a) 15° Permeability field: percentual mean error
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(b) 30° Permeability field: percentual mean error
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C.4.2. 45° & 98° Permeability field
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D
Fourth Appendix: Injecting Wetting Phase

D.1. Simulation parameters

Table D.1: Parameters used for simulations.

Variable Value Unit

Temperature: T 323.15 K
Density brine: ρbr i ne 992 kg /m3

Viscosity CO2: µCO2 2.3 ·10−5 Pa · sec
Initial Reservoir Pressure: Pr es,i ni t 90 Bar

Initial CO2 Saturation phase 1 0.0 %
Initial Brine Saturation: Sbr i ne 1.0 %

Fine Scale Resolution 99×99×1 (x,y,z) gridblocks
Level 1 Resolution 33×33×1 (x,y,z) gridblocks
Level 2 Resolution 11×11×1 (x,y,z) gridblocks
Simulation Time 12 days

Relative Permeability Curve Quadratic
ADM Pressure Interpolator Multi-Scale

Upscaling Pressure Interpolator Constant

∆ S Tolerance 0.07

Injection Rate S Tolerance 1.5 Pore-Volumes
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D.2. Active Cells ADM versus Upscaled Method
D.2.1. 15° Permeability field

Table D.2: Number of cells per level represented in D.1.

Oil Type FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

Brent Blend: Absolute number of cells 3738 3722 296 288 42 43
% of Active FS cells 38.14% 37.98% 3.02% 2.94% 0.43% 0.44%

Arabian Medium: Absolute number of cells 3720 3589 284 289 43 44
% of Active FS cells 37.96% 36.62% 2.89% 2.95% 0.44% 0.45%

BCF-17: Absolute number of cells 651 589 222 211 88 90
% of Active FS cells 6.64% 6.01% 2.27% 2.15% 0.90% 0.92%

Boscan: Absolute number of cells 370 364 169 168 97 98
% of Active FS cells 3.78% 3.71% 1.72% 1.71% 0.99% 0.99%
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Figure D.1: 15° Permeability field: % of active cells of fine-scale simulation per level ADM (left bar) vs Upscaling (right bar).
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D.2.2. 30° Permeability field

Table D.3: Number of cells per level represented in D.2.

Oil Type FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

Brent Blend: Absolute number of cells 3738 3722 296 288 42 43
% of Active FS cells 38.14% 37.98% 3.02% 2.94% 0.43% 0.44%

Arabian Medium: Absolute number of cells 3743 3704 300 294 41 43
% of Active FS cells 37.96% 36.62% 2.90% 2.95% 0.44% 0.45%

BCF-17: Absolute number of cells 651 589 222 211 88 90
% of Active FS cells 6.64% 6.01% 2.27% 2.15 % 0.90% 0.92%

Boscan: Absolute number of cells 3743 3704 300 294 41 43
% of Active FS cells 3.78% 3.71% 1.72% 1.71% 0.99% 0.99%
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Figure D.2: 30° Permeability field: % of active cells of fine-scale simulation per level ADM (left bar) vs Upscaling (right bar).
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D.2.3. 45° Permeability field

Table D.4: Number of cells per level represented in D.3.

Oil Type FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

Brent Blend: Absolute number of cells 4032 3629 265 303 42 43
% of Active FS cells 41.14 % 37.03 % 2.70 % 3.09 % 0.43 % 0.44 %

Arabian Medium: Absolute number of cells 3927 3504 265 297 43 44
% of Active FS cells 40.07 % 35.75 % 2.70 % 3.03 % 0.44 % 0.45 %

BCF-17: Absolute number of cells 645 611 228 218 88 89
% of Active FS cells 6.581 % 6.23% 2.33 % 2.22 % 0.90 % 0.91 %

Boscan: Absolute number of cells 377 382 173 171 97 97
% of Active FS cells 3.85 % 3.90 % 1.77 % 1.7447 % 0.99 % 0.99 %
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Figure D.3: 45° Permeability field: % of active cells of fine-scale simulation per level ADM (left bar) vs Upscaling (right bar).
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D.2.4. 98° Permeability field

Table D.5: Number of cells per level represented in D.4.

Oil Type FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

Brent Blend: Absolute number of cells 3933 3793 260 275 44 44
% of Active FS cells 40.13% 38.7% 2.65% 2.81% 0.45% 0.45%

Arabian Medium: Absolute number of cells 3822 3641 260 282 45 45
% of Active FS cells 38.99% 37.15% 2.65% 2.88% 0.46% 0.46%

BCF-17: Absolute number of cells 663 650 206 207 90 90
% of Active FS cells 6.76% 6.63% 2.10% 2.11% 0.92% 0.92%

Boscan: Absolute number of cells 377 386 167 168 98 97
% of Active FS cells 3.85% 3.93% 1.70% 1.71% 0.99% 0.99%
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Figure D.4: 98° Permeability field: % of active cells of fine-scale simulation per level ADM (left bar) vs Upscaling (right bar).
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D.3. Pressure & saturation error results
D.3.1. 15° Permeability field
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(a) 15° Permeability field: mean error pressure
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(b) 15° Permeability field: mean error saturation.

Figure D.5: Pressure and Saturation Error.

D.3.2. 30° Permeability field
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(a) 30° Permeability field: mean error pressure

Bre
nt Blend

Ara
bia

n
M

ediu
m

BCF-1
7

Bosc
an

0

1

2

3

·10−2

ε S

ADM
UPS

(b) 30° Permeability field: mean error saturation

Figure D.6: Pressure and saturation error.
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D.3.3. 45° Permeability field
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(a) 45° Permeability field: mean error pressure
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(b) 45° Permeability field: Mean error saturation

Figure D.7: Pressure and saturation error.

D.3.4. 98° Permeability field
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(a) 98° Permeability field: mean error pressure
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(b) 98° Permeability field: mean error saturation

Figure D.8: Pressure and saturation error.
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D.4. Production error results
D.4.1. 15° & 30°
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(a) 15° Permeability field: percentual mean error
production.
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(b) 30° Permeability field: percentual mean error
production.

D.4.2. 45° & 98°
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(a) 45° Permeability field: percentual mean error
production.
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(b) 30° Permeability field: percentual mean error
production.
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E
Fifth Appendix: Mixing Processes

E.1. Homogeneous medium
E.1.1. Simulation parameters

Table E.1: Parameters used for simulations.

Variable Value Unit

Porosity: φ 0.221 volume fraction (%)
Temperature: T 323.15 K

Density CO2: ρCO2 1000 kg /m3

Density brine: ρbr i ne 1000 kg /m3

Viscosity CO2: µCO2 2.3 ·10−5 Pa · sec
Viscosity brine: µbr i ne 5.5 ·10−5 Pa · sec

Initial Reservoir Pressure: Pr es,i ni t 90 Bar
Initial CO2 Saturation: SCO2 0.0 %

Initial Brine Saturation: Sbr i ne 0.1 %
Simulation Time 800 days

Injection Rate 0.001 PV/day
Relative Permeability Curve Linear
ADM Pressure Interpolator Multi-Scale

Upscaling Pressure Interpolator Constant
Reservoir Dimensions 1×1×1(x, y, z) m
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E.1.2. Active cells

(a) Number of cells per level represented in E.1a.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 6109 6033 336 343 8 8
% of Active FS cells 62.33% 61.55% 3.42% 3.49% 0.081% 0.081%

0.07: Absolute number of cells 5899 5762 354 367 9 9
% of Active FS cells 60.18% 58.79% 3.61% 3.74% 0.091% 0.091%

0.1: Absolute number of cells 5797 5630 363 380 9 9
% of Active FS cells 59.14% 57.44% 3.70% 3.87% 0.091% 0.091%

(b) Number of cells per level represented in E.1b.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 18614 17563 1178 1206 123 123
% of Active FS cells 47.48% 44.79% 3.00% 3.07% 0.31% 0.31%

0.07: Absolute number of cells 17554 16167 1244 1283 129 142
% of Active FS cells 44.77% 41.23% 3.17% 3.27% 0.32% 0.36%

0.1: Absolute number of cells 16925 15256 1286 1325 132 148
% of Active FS cells 43.17% 38.91% 3.28% 3.37% 0.33% 0.37%

(a) Number of cells per level represented in E.1c.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 5770 5723 370 375 9 9
% of Active FS cells 58.87% 58.39% 3.77% 3.82% 0.091% 0.091%

0.07: Absolute number of cells 5453 5352 399 409 9 9
% of Active FS cells 55.63% 54.60% 4.07% 4.17% 0.091% 0.091%

0.1: Absolute number of cells 5288 5168 414 427 10 10
% of Active FS cells 53.95% 52.73% 4.22% 4.35% 0.10% 0.10%

(b) Number of cells per level represented in E.1d.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 16501 15676 1260 1294 140 147
% of Active FS cells 42.09% 39.98% 3.21% 3.30% 0.35% 0.37%

0.07: Absolute number of cells 14957 13498 1342 1395 150 162
% of Active FS cells 38.15% 34.43% 3.42% 3.55% 0.38% 0.41%

0.1: Absolute number of cells 14099 11691 1388 1485 156 175
% of Active FS cells 35.96% 29.82% 3.54% 3.78% 0.39% 0.44%
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(a) Number of cells per level represented in E.1e.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 5787 5776 369 370 9 9
% of Active FS cells 59.04% 58.93% 3.76% 3.77% 0.091% 0.091%

0.07: Absolute number of cells 5133 5111 433 435 10 10
% of Active FS cells 52.37% 52.14% 4.41% 4.43% 0.10% 0.10%

0.1: Absolute number of cells 4737 4695 472 477 10 10
% of Active FS cells 48.33% 47.90% 4.81% 4.86% 0.10% 0.10%

(b) Number of cells per level represented in E.1f.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 15777 15705 1273 1276 148 148
% of Active FS cells 40.24% 40.06% 3.24% 3.25% 0.37% 0.37%

0.07: Absolute number of cells 11687 11506 1461 1472 177 178
% of Active FS cells 29.81% 29.34% 3.72% 3.75% 0.45% 0.45%

0.1: Absolute number of cells 9227 8961 1595 1622 193 193
% of Active FS cells 23.53% 22.85% 4.06% 4.13% 0.49% 0.49%
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(b) no dispersion 198x198 resolution
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(c) medium dispersion 99x99 resolution
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(d) medium dispersion 198x198 resolution

0.03
0.07 0.1

0

20

40

60

80

100

∆ S

%
o

fF
S

ce
lls

0.03
0.07 0.1

0

20

40

60

80

100

∆ S

%
o

fF
S

ce
lls

Fine Scale Cells Level 1 Cells Level 2 Cells

(e) high dispersion 99x99 resolution
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(f) high dispersion 198x198 resolution

Figure E.1: % of Active cells of fine-scale simulation per level ADM (left bar) vs Upscaling (right bar).
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E.1.3. Pressure & saturation error
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(b) No dispersion: mean error saturation
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(c) Medium dispersion: mean error pressure
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(d) Medium dispersion: mean error saturation
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(e) High dispersion: mean error pressure
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(f) High dispersion: Mean Error Saturation

Figure E.2: Pressure and saturation error for cases with and without capillarity and decreasing capillary numbers.
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E.1.4. Production error
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(a) No dispersion: percentual mean error production.
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(b) Medium dispersion: percentual mean error production.
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(c) High dispersion: percentual mean error production.

Figure E.3: Percentual mean error production for different resolutions and Péclet numbers
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E.2. Heterogeneous medium
E.2.1. Active cells

(a) Number of cells per level represented in E.4a.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 17412 17425 588 536 83 88
% of Active FS cells 59.22% 59.26% 2.00% 1.82% 0.28% 0.30%

0.07: Absolute number of cells 15939 16587 689 631 90 88
% of Active FS cells 54.21% 56.41% 2.34% 2.15% 0.31% 0.30%

0.1: Absolute number of cells 15336 15654 758 706 89 91
% of Active FS cells 52.16% 53.24% 2.58% 2.40% 0.30% 0.31%

(b) Number of cells per level represented in E.4b.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 20767 20598 542 468 46 57
% of Active FS cells 70.63% 70.05% 1.84% 1.59% 0.16% 0.19%

0.07: Absolute number of cells 19540 19554 647 559 50 59
% of Active FS cells 66.46% 66.50% 2.20% 1.90% 0.17% 0.20%

0.1: Absolute number of cells 19077 18741 705 629 49 62
% of Active FS cells 64.88% 63.74% 2.40% 2.14% 0.17% 0.21%

(c) Number of cells per level represented in E.4c.

∆ S Threshold Value FS cells Level 1 cells Level 2 cells

ADM UPS ADM UPS ADM UPS

0.03: Absolute number of cells 21100 21181 531 445 43 52
% of Active FS cells 71.76% 72.04% 1.81% 1.51% 0.15% 0.18%

0.07: Absolute number of cells 20056 19834 627 553 46 57
% of Active FS cells 68.21% 67.46% 2.13% 1.88% 0.16% 0.19%

0.1: Absolute number of cells 19518 19299 683 607 46 57
% of Active FS cells 66.38% 65.64% 2.32% 2.06% 0.16% 0.19%
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(a) Mixing processes in heterogeneous medium - Pe = 1000: % of active cells of fine-scale simulation per Level ADM (left
bar) vs Upscaling (right bar).
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(b) Mixing processes in heterogeneous medium - Pe = 10.000: % of active cells of fine-scale simulation per level ADM
(left bar) vs Upscaling (right bar).
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(c) Mixing processes in heterogeneous medium - Pe =∞: % of active cells of fine-scale simulation per level ADM (left
bar) vs Upscaling (right bar).
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E.2.2. Pressure & saturation error
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(a) Mixing processes - Pe = 1000: mean error pressure
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Figure E.5: Pressure and saturation error: Pe =1000.
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(a) Mixing processes - Pe = 10.000: mean error pressure
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(b) Mixing processes - Pe = 10.000: mean error saturation

Figure E.6: Pressure and saturation error: Pe = 10.000.
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(a) Mixing processes - Pe =∞: mean error pressure

0.03
0.07 0.1

0

5 ·10−2

0.1

0.15

0.2

0.25

∆ S

ε S

ADM
UPS

(b) Mixing processes - Pe =∞: mean error saturation

Figure E.7: Pressure and saturation error: Pe =∞.
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E.2.3. Production error
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(a) Mixing processes in heterogeneous medium - Pe = 1000: percentual mean error production.
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(b) Mixing processes in heterogeneous medium - Pe = 10.000: percentual mean error production.
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(c) Mixing Processes in heterogeneous medium - Pe =∞: percentual mean error production.
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