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Linearized 3-D Electromagnetic Contrast Source
Inversion and Its Applications to

Half-Space Configurations
Shilong Sun, Bert Jan Kooij, and Alexander G. Yarovoy, Fellow, IEEE

Abstract— One of the main computational drawbacks in the
application of 3-D iterative inversion techniques is the require-
ment of solving the field quantities for the updated contrast in
every iteration. In this paper, the 3-D electromagnetic inverse
scattering problem is put into a discretized finite-difference
frequency-domain scheme and linearized into a cascade of two
linear functionals. To deal with the nonuniqueness effectively,
the joint structure of the contrast sources is exploited using a
sum-of-�1-norm optimization scheme. A cross-validation tech-
nique is used to check whether the optimization process is
accurate enough. The total fields are, then, calculated and used
to reconstruct the contrast by minimizing a cost functional
defined as the sum of the data error and the state error. In this
procedure, the total fields in the inversion domain are computed
only once, while the quality and the accuracy of the obtained
reconstructions are maintained. The novel method is applied to
ground-penetrating radar imaging and through-the-wall imaging,
in which the validity and the efficiency of the method are
demonstrated.

Index Terms— 3-D electromagnetic (EM) contrast source
inversion (CSI), �1-norm regularization, cross-validation (CV),
finite difference frequency domain (FDFD), ground-penetrating
radar (GPR), through-the-wall (TW) imaging.

I. INTRODUCTION

ELECTROMAGNETIC (EM) inverse scattering is a pro-
cedure of recovering the characteristics of the object from

the knowledge of the scattered field probed at a limited number
of positions [1]. It is of great importance due to the wide
spectrum of applications, such as geophysical survey [2]–[5],
medical diagnosis [6]–[8], and so on. Most of the studies on
the inverse scattering problems are focused on the frequencies
of the resonant region, i.e., the wavelength is comparable with
the dimension of the object. The research related to inverse
scattering in the broad sense is still lively today due to the
difficulties of dealing with the nonlinearity and ill-posedness
in the Hadamard sense [9].

A variety of inversion methods have been proposed and
applied to different applications during the recent decades.
Very briefly, the methods can be classified into two fami-
lies: 1) iterative methods and 2) noniterative methods. The
contrast source inversion (CSI) method is an iterative
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frequency-domain inversion method to retrieve the value of
the contrast (the dielectric parameters of the scattering objects
with respect to the background medium) in the testing domain,
which was first proposed by van den Berg et al. [10]–[13], and
was later applied to subsurface object detection in combination
with integral equations based on the electric field integral
equation formulation (see [14]). This idea was further extended
to the mixed dielectric and highly conductive objects combined
with CSI (see [15], [16]). To deal with the nonlinearity of
the inverse problem, Chew [17]–[20] proposed the (distorted)
Born iterative methods (BIMs). The key point of this method
is to linearize the problem using Born’s approximation and
to consider the reconstructed permittivity as the inhomoge-
neous background. Although the iterative methods show good
performance in achieving the dielectric parameters of the
objects, it is extremely time-consuming for the large-scale
3-D inversion scheme with an irregular background due to
the fact that each iteration involves the search of finding
solutions to the updated scattering problem in the inversion
domain. There is another iterative surface-based inversion
method, which first parameterizes the shape of the scatterer
mathematically with a number of parameters, then sequentially
optimizes the parameters by minimizing a cost functional
iteratively [21]. The drawbacks of this method are obvious.
First, it requires a priori information about the position and
the quantity of the scatterers. More research on this point
can be found in [22] and [23]. Second, it is intractable to
deal with the complicated nonconvex objects. Linear sampling
method (LSM) [24], [25] is a noniterative inversion technique
of finding an indicator function for each position in the region
of interest (ROI) by first defining a far-field (or near-field [26])
mapping operator, and then sequentially solving a linear
system of equations. We refer to [27] for the application of
LSM in ground-penetrating radar (GPR). Although LSM has
been proved to be effective for highly conductive scatterers
and, in some cases, also applicable to dielectric scatterers [28],
it is only able to reconstruct the shape of the objects and
needs sufficient amount of independent measured data to
guarantee the required performance [1]. Besides, it is very
time-consuming to compute the dyadic Green functions related
to all the voxels in an irregular inhomogeneous background
grid [29].

Inversion techniques have been mainly investigated in cases
where the measured data are obtained from a full aperture
setup in order to circumvent the occurrence of local minima
in the minimization process of the inversion. However, in
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many real-life applications, the ROI can only be illuminated
within a very limited range of angles. Among the typical
applications are the half-space configurations, e.g., GPR imag-
ing [30] and through-the-wall (TW) imaging [31], for which
the nonuniqueness is more serious than that of the full aperture
cases, because the antennas can only be distributed at a
single side of the ROI and only the back-scattered field is
available. For solving half-space inverse scattering configu-
rations, the linear focusing methods have been extensively
used, e.g., the back-projection method [32], time-reversal (TR)
technique [33]–[41], its further variant—TR multiple sig-
nal classification (TR MUSIC) [42]–[45], and many more.
We refer to [46] for a whole state-of-the-art review. The
working principle behind TR imaging is the back propagation
of the time-reversed signals observed at the receivers into the
imaging region. The process of TR imaging is strictly within
the framework of the wave equation, while the back-projection
algorithm is a geometrical technique [47], which is not based
on the wave equation. It is well known that the imaging
resolutions of the linear focusing algorithms are bound by the
diffraction limit [48]. In contrast, TR MUSIC became very
popular, because it is not only algorithmically efficient but also
capable to achieve a resolution that can be much finer than the
diffraction limit. As a matter of fact, the method LSM can also
be reinterpreted, apart from very peculiar cases, as a synthetic
focusing problem [49]. For 2-D quantitative inverse scattering
methods based on LSM and CSI, we refer to [50]–[53].
A fast 3-D inversion algorithm for solving inverse problems
in layered media has been proposed by Song and Liu using
the so-called diagonal tensor approximation. This research
has been reported in [54], in which the typical half-space
configuration has been discussed. Although this inversion
method is efficient, the potential application is limited because
of the introduction of an approximate scattering model.

In this paper, a linearized 3-D EM CSI method is proposed
and successfully applied to two typical half-space configu-
rations: 1) GPR imaging and 2) TW imaging. Specifically,
a finite-difference frequency-domain (FDFD) [55] formulation
is used to discretize the forward EM scattering problem,
resulting in a highly accurate scattering model, which enables
extensive applications to inverse scattering configurations with
versatile known backgrounds. With the so-called contrast
sources defined as the multiplication of the contrast and the
total fields, we can formulate the nonlinear inverse scattering
problem into a linear model. To deal with the ill-posedness,
the contrast sources are estimated by solving a group of �1-
norm regularized linear problems. A similar idea can be found
in the work of Oliveri et al. [56], who have proposed a
method in which the contrast sources are obtained separately
by a Bayesian compressive sensing method, which is, in fact,
a single-measurement vector model, because the joint structure
of the contrast sources is not considered. In the proposed
method, we have exploited the joint structure of the contrast
sources by formulating the inverse scattering problem as a lin-
ear sum-of-�1-norm optimization problem with the multiple-
measurement vector (MMV) model [57]–[59]. The equivalent
problem, referred to as the basis pursuit denoising (BPDN)
problem, is solved instead. We refer to [7] for an application

of joint sparsity in the field of medical imaging. As the model
is based on an FDFD scheme of the Maxwell equations,
it enables simple incorporation of complicated background
media. In this paper, a 3-D Cartesian coordinate system is
used. Therefore, the contrast at each position is described
by three coordinates and, therefore, contains three compo-
nents. Thus, a group sparse BPDN problem can be obtained,
which is solved by a spectral projected gradient for an �1
minimization (SPGL1) solver [60], [61]. Since the noise level
is unknown in real-life applications, a cross-validation (CV)
technique [62], [63] is used to check whether the optimization
process is sufficient. With the estimated contrast sources,
the scattered fields can be computed by solving the corre-
sponding forward EM scattering problems. Assuming that the
incident fields are known, the total fields can be easily obtained
as the summation of the scattered fields and the incident fields.
Finally, the contrast is reconstructed by minimizing a cost
functional defined as the sum of the data error and the state
error. The contrast is initialized as the least square solution
of the state equations, and the range constraints on the real
part and the imaginary part of the contrast are considered as
a priori information.

The proposed method is capable to reconstruct not only
the shape but also a coarse estimation of the dielectric para-
meters of the objects. Since the total fields in the inversion
domain are updated only once, this novel method is far more
efficient than the traditional iterative inversion methods, e.g.,
CSI and BIM. We have applied the proposed method to
two typical half-space configurations: GPR imaging and TW
imaging, and successfully obtained a coarse estimation of the
contrast. The forward EM scattering problems are solved by
a 3-D FDFD solver “MaxwellFDFD” and its companion
C program “FD3D” [64]. Moreover, we have also discussed
the performance of the proposed linearized inversion method
when the dielectric parameters of the background are not
exactly known. The remainder of the paper is organized as
follows. In Section II, the formulation of the inverse scattering
problem is introduced. In Section III, we introduce the recon-
struction of the contrast sources, in which the MMV model,
the CV-based modified SPGL1 method, and the construction of
the scattering matrix are given. The inversion of the contrast is
introduced in Section IV. The inverted results of the numerical
experiments of GPR imaging and TW imaging are given in
Section V with both exact and inexact background models.
Finally, Section VI ends this paper with our conclusions.

II. FORMULATION OF THE INVERSE

SCATTERING PROBLEM

We consider a scattering configuration as depicted in Fig. 1,
in which sources and receivers are located on the surface S,
and the objects are located in the background medium B ⊂ R

3.
The region D ⊂ B is the imaging domain, which contains
the objects. The sources are denoted by the subscript p in
which p ∈ {1, 2, 3 . . . , P}, and the receivers are denoted by
the subscript q in which q ∈ {1, 2, 3, . . . , Q}. The electric field
corresponding to each source is measured by all the receivers.

Considering a constant permeability μ0, we can write
the electric field equation in frequency domain based on
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Fig. 1. General geometry of the 3-D inverse scattering problem. Sources and
receivers are located on the surface S . Objects are located in the inversion
region D.

Maxwell’s equations as

∇ × μ−1
0 ∇ × Ep − ω2ε Ep = −iω J src

p , p = 1, 2, . . . , P

(1)

where Ep and J src
p are the electric field and the electric current

source density corresponding to the source with the index p,
respectively; ω is the angular frequency; ε is the complex
permittivity given by ε = ε− iσ/ω with ε and σ representing
the permittivity and the conductivity, respectively; i represents
the imaginary unit. Note that the time factor is exp(iωt) in this
paper. All these quantities are the functions of the position
vector x and the angular frequency ω.

Considering the relation of the total fields Etot
p , the incident

fields Einc
p , and the scattered fields Esct

p , Etot
p = Esct

p + Einc
p ,

it is easy to obtain the basic equation of the inverse scattering
problem, which is denoted by

∇ × μ−1
0 ∇ × Esct

p − ω2εb Esct
p = ω2 Jp, p = 1, 2, . . . , P

(2)

where Jp = χ Etot
p is the contrast source corresponding to

the source of the index p. Here, χ = �ε − i�σ/ω is the
difference of the complex permittivity in the inversion domain
with and without the inclusion of the scattering objects and,
therefore, is referred to as the contrast. The aim of this paper
is to reconstruct the contrast of the scatterers using the back-
scattered field probed on the measurement surface S. In the
following, we try to fulfill this purpose with measurement data
at a single frequency.

III. ESTIMATION OF THE CONTRAST SOURCES

A. Formulation With FDFD

First, the finite-difference scheme is used in the discretiza-
tion of the 3-D inverse scattering problem. Since we are
only interested in a single-frequency inversion, it is advan-
tageous to cast the EM inverse scattering problem into an
FDFD scheme. Another advantage is that it is very straightfor-
ward to incorporate an inhomogeneous background medium

into this FDFD scheme, resulting in applications of our
inversion method to different scenarios with inhomogeneous
backgrounds.

Following the vector form of the FDFD scheme in [55],
we recast the vectorial equations (2) into the following matrix
formalism:

Aesct
p = ω2 jp, p = 1, 2, . . . , P (3)

where A ∈ C
3N×3N is the stiffness matrix in FDFD, which is

highly sparse. esct
p ∈ C

3N and jp ∈ C
3N are the scattered

fields and the contrast sources in the form of a column
vector, respectively. Here, N represents the grid number of the
discretized 3-D space. Then, the solution to (3) is obtained by
inverting the stiffness matrix A, which yields

esct
p = A−1ω2 jp. (4)

Considering that the scattered field is measured at a number
of positions, we formulate the data equations as follows:

fp = MS
p A−1ω2 jp, p = 1, 2, . . . , P (5)

where MS
p is a measurement matrix, selecting the values of the

scattered fields at the positions of the receivers. Obviously, this
is an under-determined linear system of equations. In order to
deal with the ill-posedness, the problem of estimating the con-
trast sources is regularized by the �1 norm constraint, which
can be formulated as a group of quadratic programming (QP)
optimization problems

(QPλ̃) min
jp

‖ fp − �p jp‖2
2 + λ̃‖ jp‖1

p = 1, 2, . . . , P (6)

where �p = MS
p A−1ω2 ∈ C

M×3N is the scattering matrix
corresponding to the pth source. An equivalent problem
of (QPλ̃)—the BPDN problem

(BPσ̃ ) min
jp

‖ jp‖1

s.t. ‖ fp − �p jp‖2 ≤ σ̃ , p = 1, 2, . . . , P (7)

is solved instead. As a matter of fact, for appropriate parameter
choices of λ̃ and σ̃ , the solutions of (QPλ̃) and (BPσ̃ ) coincide,
and the two problems are in some sense equivalent [60]. Since
the parameter σ̃ is a measure of the noise level, (BPσ̃ ) is
physically more suitable for the inverse scattering problem.

B. Group Sparse BPND: the MMV Model

Although the contrast sources jp are excited by the illumi-
nation of different incident fields einc

p , the nonzero values are
all located on the surfaces and in the interior of the scatterers.
Thus, the contrast sources have the same sparse support, which
inspired us to enhance the inversion performance by taking
advantage of the joint structure [57]. Hence, the (BPσ̃ ) prob-
lem is further formulated as the sum-of-norms optimization
problem [61]

min
J

3N∑

i=1

∥∥J T
i,:

∥∥
2

s.t.

⎛

⎝
P∑

p=1

‖ fp − �p jp‖2
2

⎞

⎠
1/2

≤ σ̃ (8)
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where J = [ j1, j2, . . . , jP ] ∈ C
3N×P is a matrix with

the contrast sources occupying the columns, and J T
i,: ∈ C

P

represents the i th row of the matrix J . Here, (·)T represents
the transpose operator. An interpretation of the sum-of-norms
formulation can be simply stated as finding a matrix Ĵ which
has the least value of the sum of the �1 norms of the rows
while satisfying the inequality.

Considering the 3-D Cartesian coordinate system, the con-
trast source at one position consists of three components. If the
contrast at this position is not zero, then the three components
of the corresponding contrast source are very likely to have
nonzero values at the same time. Namely, the contrast sources
have a group (group of three) sparse structure. Therefore,
the problem can be further formulated as a new sum-of-norms
optimization problem

min
J

N∑

k=1

‖[J3k−2,: J3k−1,: J3k,:]T ‖2

s.t.

⎛

⎝
P∑

p=1

‖ fp − �p jp‖2
2

⎞

⎠
1/2

≤ σ̃ (9)

where J3k−2,:, J3k−1,:, and J3k,: represent the x-, y-, and
z-components of the contrast sources at the position of the
index k, respectively. We solve the sum-of-norms optimization
problem with the SPGL1 solver [60], [61], of which the basic
idea is to find the solution of the BPDN problem by solving
a series of Lasso (LSτ ) problems

min
jp

⎛

⎝
P∑

p=1

‖ fp − �p jp‖2
2

⎞

⎠
1/2

s.t.
N∑

k=1

‖[J3k−2,: J3k−1,: J3k,:]T ‖2 ≤ τ. (10)

The projection for solving the (LSτ ) problem is implemented
by a group projection algorithm (see [61, Th. 6.3]).

C. CV-Based Modified SPGL1

In order to estimate the noise level, i.e., the parameter σ̃ ,
the SPGL1 method is modified based on the CV tech-
nique [62], [63]. Specifically, we separate the original scat-
tering matrix to a reconstruction matrix �p,r ∈ C

Mr ×3N and
a CV matrix �p,CV ∈ C

MCV×3N with M = Mr + MCV.
The measurement vector fp is also separated accordingly,
to a reconstruction measurement vector fp,r ∈ C

Mr and a
CV measurement vector fp,CV ∈ C

MCV . The reconstruction
residual and the CV residual are defined as

γr :=
⎛

⎝
P∑

p=1

‖ fp,r − �p,r jp‖2
2

⎞

⎠
1/2

(11a)

γCV :=
⎛

⎝
P∑

p=1

‖ fp,CV − �p,CV jp‖2
2

⎞

⎠
1/2

. (11b)

In doing so, every iteration can be viewed as two separate
parts: 1) reconstructing the contrast sources by SPGL1 and

2) evaluating the outcome by the CV technique, which is used
to properly terminate the iteration before the recovery starts
to overfit the noise. The reconstructed contrast sources are
selected as the output on the criterion that its CV residual is
the smallest one.

D. Construction of the Scattering Matrix �p

Note that, as the selecting matrix MS
p ∈ C

M×3N has a small
number of rows, the scattering matrix �p can be calculated
iteratively by solving M linear systems of equations

AT ϕp,m = (
MS

p,m

)T
, m = 1, 2, . . . , M (12)

where MS
p,m is the mth row of the selecting matrix MS

p .
ϕm ∈ C

M×1 constructs the scattering matrix by �p =
[ϕp,1,ϕp,2, . . . ,ϕp,M ]T . Since M is much smaller than N ,
the scattering matrix �p is much smaller compared with
the LU matrices of the stiffness matrix A (if we choose
to do LU decomposition for fast calculating the inverse of
the matrix A). This feature makes it possible to compute
and store the scattering matrix beforehand, which is of great
importance, especially for 3-D inverse scattering problems.
It is worth noting that, in the numerical experiments of this
paper, the positions of the receivers are fixed for all the
measurements, i.e., �1 = �2 = · · · = �P .

IV. INVERSION OF THE CONTRAST

Assuming we have reconstructed the contrast sources,
the scattered fields can be estimated by (4). If we know the
incident fields, it is easy to obtain the total fields. In order to
solve the contrast, we define the data equations and the state
equations as follows:

fp = �p Dêtot
p
χ , p = 1, 2, . . . , P (13a)

ĵp = Dêtot
p

χ , p = 1, 2, . . . , P. (13b)

The contrast χ can be obtained by iteratively minimizing
the cost functional C(χ), which is defined as the sum of the
data error and the state error

min
χ

C(χ) := ‖ f − 	χ‖2
2

‖ f ‖2
2

+
∥∥ ĵ − Dêtot

p
χ

∥∥2
2∥∥Dêinc

p
χ

∥∥2
2

(14)

where

f = [
f T
1 f T

2 . . . f T
P

]T
(15)

j = [
j T
1 j T

2 . . . j T
P

]T
(16)

Dêtot
p

= diag{etot
p }, p = 1, 2, . . . , P (17)

Dêinc
p

= diag{einc
p }, p = 1, 2, . . . , P (18)

and

	 =

⎡

⎢⎢⎢⎢⎣

�1 Dêtot
1

�2 Dêtot
2

...
�P Dêtot

P

⎤

⎥⎥⎥⎥⎦
. (19)
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Specifically, χ is updated through

χn = χn−1 + αnνχ,n (20)

where αn is a constant and the update direction νχ,n is chosen
to be the Polak–Ribière conjugate gradient directions given by

νχ,0 = 0

νχ,n = gχ,n + 〈gχ,n, gχ,n − gχ,n−1〉2

‖gχ,n−1‖2
2

νχ,n−1 n ≥ 1 (21)

where, gχ,n is the gradient of the contrast cost functional C(χ)
given by

gχ,n = −2	H ( f − 	χn−1)

‖ f ‖2
2

+
−2DH

êtot
p

(
ĵ − Dêtot

p
χn−1

)

∥∥Dêinc
p

χn−1
∥∥2

2

.

(22)

Here, 〈·, ·〉2 represents the inner product of two vectors, and
(·)H represents the conjugate transpose of a matrix. The step
size αn is determined by minimizing the cost function as
follows:

Cn(αn) = ‖ f − 	(χn−1 + αnνχ,n)‖2
2

‖ f ‖2
2

+
∥∥ ĵ − Dêtot

p
(χn−1 + αnνχ,n)

∥∥2
2∥∥Dêinc

p
(χn−1 + αnνχ,n)

∥∥2
2

(23)

which is a problem of finding the minimum of a single-
variable function, and can be efficiently solved using Brent’s
method [65], [66].

The contrast is initialized using the least square solution to
the state equations (13b), that is

χ0 = (
Dêtot

p
j
) 
 (

Dêtot
p

êtot
p

)
(24)

where 
 represents the element-wise division.
By considering the relation χ = ε − εb, where ε and

εb are the complex permittivities of the test domain and the
background, and noting the fact that

�{ε} � 1, 
{ε} � 0 (25)

we can simply obtain

�{χ} � 1 − �{εb}, 
{χ} � −
{εb}. (26)

Here, �{·} and 
{·} represent the real part and the imag-
inary part of a number or a vector; � and � represent
the component-wise inequality between the elements of a
vector and a constant. Therefore, range constraints are con-
sidered in the iterations as a priori information, which
is done by setting the real part to 1 − �{εb} whenever
�{χn} < 1 − �{εb}, and setting the imaginary part to −
{εb}
whenever 
{χn} > −
{εb}. In our experiments, the contrast
is assumed to be isotropic, i.e., χ3k−2 = χ3k−1 = χ3k .
Therefore, we use the mean of the three components as the
final estimation of the contrast.

V. NUMERICAL EXPERIMENTS

A. Configuration

In this section, the proposed linearized 3-D CSI method
is applied to two typical 3-D half-space inverse problems:
1) GPR imaging and 2) TW imaging. The forward
EM scattering problem is solved by a MATLAB-based
3-D FDFD package “MaxwellFDFD” and its companion
C program “FD3-D” [64]. Considering a 3-D Cartesian coor-
dinate system, the x-, y-, and z-normal boundaries of a rec-
tangular region are covered by perfect matching layers (PML)
to simulate the anechoic chamber environment. Nonuniform
meshes are used to generate the scattered data, which means
the testing domain is discretized with different mesh sizes
according to the distribution of the permittivity, viz., coarse
meshes for low permittivity and fine meshes for high permit-
tivity. The accuracy of the FDFD scheme is ensured by the
following criterion [55]:

� ≤ λ0

15
√

εr
(27)

where λ0 is the wavelength in free space and εr is the relative
permittivity of the testing domain. Nonuniform meshes greatly
reduce the computational burden for solving the forward
scattering problem. In contrast, uniform meshes are used
to invert the scattered data, since the distribution of the
permittivity is unknown beforehand. In order to guarantee the
inverting accuracy, we make sure that the following condition
is satisfied:

� ≤ λ0

15
√

max{εr } . (28)

The source used in the numerical experiments consists of an
x-polarized electric dipole and a y-polarized one. A circular
polarized wave is generated at 200 MHz by introducing
a π/2 phase shift between the two dipoles. The x- and
y-components of the electric fields are measured at several
positions simultaneously. For the two half-space configura-
tions, 6 × 6 sources are uniformly distributed on the xoy plane
([−3, 3], [−3, 3], z) m, and 9 × 9 receivers are uniformly
distributed in the same region. The distance between the
receivers both along the x- and y-axes is λ0/2 = 0.75 m. Here,
λ0 is the wavelength of the generated wave in free space.

The measurement data used for inversion consist of the
scattered fields obtained by subtracting the incident fields from
the probed total fields. Random white noise is added to the
measurement data following the similar procedure in [67]:

fp,noise = fp + ζ × max
m

{| f p,m |}(n1 + in2)

p = 1, 2, . . . , P, m = 1, 2, . . . , M (29)

where n1 and n2 are two random numbers varying from
−1 to 1, ζ represents the amount of noise, and max

m
{| f p,m |}

represents the largest value among the amplitudes of the
M measurement data, which means the noise is scaled by
the largest amplitude of the measurement data. In the follow-
ing examples, the measurement data are disturbed according
to (29) with ζ = 0.05.
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Fig. 2. Geometry of the GPR imaging experiment. Soil: εr = 3 and
σ = 0.001 S/m. Sphere: εr = 2 and σ = 0.05 S/m. Cube: εr = 6 and
σ = 0.01 S/m. The 6 × 6 sources and 9 × 9 receivers are uniformly distributed
on the square plane ([−3, 3], [−3, 3], 0.5) m. Twelve red receivers: CV mea-
surements. Sixty-nine green receivers: measurements used for reconstructing
the contrast sources.

B. GPR Imaging: Lossy Objects

In this section, we consider the inversion of two lossy
objects, a sphere (εr = 2 and σ = 0.05 S/m) of radius 0.3 m
and a cube (εr = 6 and σ = 0.01 S/m) of side length 0.6 m,
buried in lossy soil (εr = 3 and σ = 0.001 S/m). The
testing domain is ([−3.5, 3.5], [−3.5, 3.5], [−2.5, 1]) m. The
sources and receivers are uniformly located on the square
plane ([−3, 3], [−3, 3], 0.5) m, and the half space −2.5 m <
z < 0 m is filled with soil. The sphere is centerd
at ([0.7,−0.7,−1]) m, and the cube is in the region
([−1,−0.4], [0.4, 1], [−1.3,−0.7]) m. Fig. 2 shows the
geometry of this experiment, in which the 9 × 9 receivers
are shown with different colors—69 receivers in green color
and 12 receivers in red color. The green ones represent the
reconstruction measurements and the red ones represent the
CV measurements in the optimization process of estimating
the contrast sources.

For creating the scattering matrix �p , we discretize the
test domain with uniform mesh resolution determined by (28),
and assemble � with the vectors ϕm obtained by solving the
M linear system of equations (12). In order to decrease the
computational burden, we constrain the inversion domain in
the region ([−2, 2], [−2, 2], [−2.5, 0]) m. As a matter of fact,
more meshes are used due to the introduction of the PMLs.
In our simulations, iterative solvers are used in solving the
3-D forward scattering problems and the scattering matrix.
The computation was accelerated by parallel computing pro-
gramming with 16 cores.

Fig. 3(a) shows the reconstruction residual and the
CV residual in the iterative process of estimating the contrast
sources, from which we can see that the reconstruction residual
curve and the CV residual curve have a stair-like shape. As a
matter of fact, the i th stair corresponds to the (LSτ ) problem
with the parameter τi . See [60] for more details about the
updating criterion of the parameter τ . From the subview shown
in Fig. 3(a), we can see that the CV residual starts to increase
at the 179th iteration, while the reconstruction residual can still
be minimized further. This indicates that the iteration process
starts to overfit the noise. Therefore, the contrast sources
are supposed to be chosen as the approximate solution that
corresponds to the smallest CV residual. Fig. 3(b) shows the

Fig. 3. Residual curves of the GPR imaging experiment. (a) and (c) Recon-
struction residual and CV residual curves for estimating the contrast sources
using exact background model and inexact background model (1.25εb),
respectively. (b) and (d) Data error and state error curves for reconstructing
of the contrast using exact background model and inexact background model
(1.25εb), respectively.

data error curve and the state error curve. From Fig. 3(b),
we can see a relatively large state error 22% has been
preserved and cannot be minimized after 40 iterations due to
the inexact estimation of the contrast sources, while, in this
experiment, the data error has been minimized to a relatively
small one 9%.

The shape of the reconstructed results is shown in Fig. 4.
Since the contrast is assumed to be isotropic, the shape of the
original contrast is defined as

Ik =
∣∣∣∣
χ3k−2 + χ3k−1 + χ3k

3

∣∣∣∣ , k = 1, 2, . . . , N (30)

and is shown in Fig. 4(a). The shape of the contrast sources
is defined as

Ik =
P∑

p=1

√
| jp,3k−2|2 + | jp,3k−1|2 + | jp,3k|2

k = 1, 2, . . . , N (31)

and is shown in Fig. 4(b), from which we can see that the
contrast sources are elongated along the z-axis, indicating
good resolution along the x- and y-axes and poor resolution
along the z-axis. This can be explained by the planar distri-
bution of the sources and the receivers. Due to the limited
aperture in the half-space configurations, the nonuniqueness
of the inverse problem gets worse. As a result, it is extremely
difficult to do exact reconstruction. Fig. 4(c) and (d) shows
the shape of the reconstructed contrast permittivity and the
reconstructed contrast conductivity, from which we can see
that the location and the basic shape of the buried objects can
be well reconstructed.
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Fig. 4. Three-dimensional shape of the reconstructed results in the
GPR imaging experiment at 200 MHz. 5% random white noise is added. (a)
True objects. (b) Reconstructed contrast sources. (c) and (d) Reconstructed
contrast permittivity and conductivity using exact background model. (e)
and (f) Reconstructed contrast permittivity and conductivity using inexact
background model (1.25εb ).

To study the estimation accuracy of the dielectric parame-
ters, Fig. 5 shows the cross sections (x = 0.7 m, y = 0.7 m,
and z = −1.15 m) of the reconstructed contrast permittivity
and conductivity, together with those of the real ones. By com-
paring Fig. 5(a) and (c), we see that the reconstructed contrast
permittivity has negative values down to −1.7 (the real one
is −2) in the top region of the sphere, while the one for the
cube has positive values up to 2.4 (the real one is 3). Although
the estimation of the dielectric parameters is not very accurate,
it well consists with the real situation. From Fig. 5(b), we can
see that the sphere has larger conductivity than the cube, this is
well presented in the reconstructed results shown in Fig. 5(d),
and the maximum value of the estimated contrast conductivity
is 0.04 S/m, which is very close to the real value of 0.05 S/m.

In order to study the influence of the background mis-
match to the inversion performance of the proposed method,
we process the same measurement data with an inexact back-
ground model. Specifically, we assume that the geometry of
the ground is exactly known, but the dielectric parameters of
the soil are estimated higher than the exact value by 25%. It is
worth noting that the incident fields, as well as the scattering
matrix �p, have to be recalculated according to the inexact
background model. In addition, the contrast must be restricted

Fig. 5. Cross sections of the reconstructed dielectric parameters in
the GPR imaging experiment at 200 MHz. 5% random white noise
is added. The unit of the conductivity is S/m. (a) True contrast
permittivity. (b) True contrast conductivity. (c) and (d) Reconstructed
contrast permittivity and conductivity using exact background model.
(e) and (f) Reconstructed contrast permittivity and conductivity using inexact
background model (1.25εb).

according to the newly estimated dielectric parameters of
the soil. Fig. 4(e) and (f) shows the shape of the inverted
results obtained by processing the same measurement data
with the inexact dielectric parameters of the soil (1.25 × εb).
From Fig. 4(e) and (f), we can see that more artefacts have
been reconstructed due to the mismatch of the background
model. The resolution in the x- and y-dimensions is still
acceptable, but the resolution in the z-dimension gets worse.
Fig. 5(e) and (f) shows the cross sections (x = 0.7 m,
y = 0.7 m, and z = −1.15 m) of the reconstructed contrast
permittivity and conductivity, from which we can see that the
mismatch seriously degrades the reconstruction accuracy about
the dielectric parameters of the objects.

C. TW Imaging

In this section, we consider the inversion of a cross object
placed behind a wall (εr = 4 and σ = 0.01 S/m). The
testing domain is ([−3.5, 3.5], [−3.5, 3.5], [−3, 1.5]) m. The
6 × 6 sources and the 9 × 9 receivers are uniformly
located on the square plane ([−3, 3], [−3, 3], 1) m, and the
wall is in the region ([−3.5, 3.5], [−3.5, 3.5], [0, 0.5]) m.
The cross object is combined with two rectangular blocks
in the regions ([−1, 1], [−0.25, 0.25], [−1.5,−1]) m and
([−0.25, 0.25], [−1, 1], [−1.5,−1]) m. The geometry of the
TW imaging experiment is shown in Fig. 6. The receivers are
shown with different colors, of which the green ones represent
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Fig. 6. Geometry of the TW imaging experiment. Wall: εr = 4 and
σ = 0.01 S/m. Object: lossy material εr = 2 and σ = 0.001 S/m,
and highly conductive material εr = 1 and σ = 1 S/m. The wall is
in the region ([−3.5, 3.5], [−3.5, 3.5], [0, 0.5]) m. The 6 × 6 sources and
9 × 9 receivers are uniformly distributed on the square plane
([−3, 3], [−3, 3], 1) m. Twelve red dots: CV measurements. Sixty-nine green
dots: reconstruction measurements.

Fig. 7. Residual curves of the TW imaging experiment with lossy object.
(a) and (c) Reconstruction residual and CV residual curves for estimating
the contrast sources using exact background model and inexact background
model (0.75εb ), respectively. (b) and (d) Data error and state error curves
for reconstructing the contrast using exact background model and inexact
background model (0.75εb ), respectively.

the reconstruction measurements and the red ones represent the
CV measurements. The inversion domain is constrained in the
region ([−2, 2], [−2, 2], [−2.5, 0]) m.

In this TW imaging experiment, we investigate the inversion
performance of the proposed method not only to the lossy
object but also to the highly conductive object. For the latter,
the morphological information is of more interest. The exact
and inexact wall models are all considered for solving the
scattering matrix �p and modeling the incident fields.

1) Lossy Object: Let us first use the lossy cross
object whose relative permittivity εr = 2 and conductivity
σ = 0.001 S/m. The TW measurement data were disturbed
by 5% random white noise according to (29), and were then

Fig. 8. Three-dimensional shape of the reconstructed results in the TW
imaging experiment at 200 MHz. 5% random white noise is added. (a) True
objects. (b) Reconstructed contrast sources. (c) and (d) Reconstructed contrast
permittivity and conductivity using exact background model. (e) and (f)
Reconstructed contrast permittivity and conductivity using inexact background
model (0.75εb ).

inverted with the incident fields and the scattering matrix
calculated with the exact wall model. Fig. 7(a) shows the
reconstruction residual curve and the CV residual curve for
recovering the contrast sources. The CV residual reaches the
smallest at the iteration 90, where we obtain the optimal
solution of the contrast sources. Fig. 7(b) shows the data error
curve and the state error curve for reconstructing the contrast.
The iterative process converges after ten iterations; however,
there is a relatively large data error of 0.27 and a state error
of 0.67 that cannot be minimized any more. This is due to
the inexact estimation of the contrast sources, which can be
obviously seen from Fig. 8(a) and (b), in which the shape
of the real object and the reconstructed contrast sources are
shown.

As a matter of fact, a good inversion can hardly be achieved
with just the back-scattered fields due to the limited amount
of independent measurement data. In our method, the contrast
sources and the total fields are fixed while reconstructing
the contrast, such that the iterative process can be prevented
from converging to a local optimal solution which might be
far away from the real solution. Fig. 8(c) and (d) shows
the shape of the reconstructed contrast permittivity and the
reconstructed contrast conductivity, and the corresponding
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Fig. 9. Cross sections of the reconstructed dielectric parameters in the TW
imaging experiment at 200 MHz. 5% random white noise is added. The
unit of the contrast conductivity is S/m. (a) True contrast permittivity. (b)
True contrast conductivity. (c) and (d) Reconstructed contrast permittivity and
conductivity using exact background model. (e) and (f) Reconstructed contrast
permittivity and conductivity using inexact background model (0.75εb ).

cross sections (x = 0 m, y = 0 m, and z = −1.15 m)
are shown in Fig. 9(c) and (d). For better comparison,
the cross sections of the exact parameters are also shown
in Fig. 9(a) and (b). We can see from Fig. 8(a), (c), and (d)
that the shape of the cross is nicely reconstructed. The shown
artefact in the reconstructed contrast conductivity is actually
very weak compared with the reconstructed object, which can
be seen from Fig. 9(d). If we average the reconstructed para-
meters in the cross region, then we have a coarse estimation
of the contrast �ε̂r ≈ 0.2 and �σ̂ ≈ 0.002 S/m.

Assume that the dielectric parameters of the wall are under-
estimated by 25%, the incident fields and the scattering matrix
have to be recalculated correspondingly. However, since the
object is surrounded by free space, the range constraints given
by (26) keep the same. We do inversion to the same disturbed
measurement data. Fig. 7(c) shows the reconstruction residual
curve and the CV residual curve for recovering the contrast
sources, and Fig. 7(d) shows the data error curve and the state
error curve for reconstructing the contrast. The CV residual
starts to increase at the iteration 79, where we obtain the
optimal solution of the contrast sources. By the comparison of
Fig. 7(b) and (d), we can see that the inexact wall model results
in larger data error (0.45) and state error (1.65) compared with
the one with the exact background model. The shape of the
reconstructed contrast permittivity and the contrast conductiv-

Fig. 10. Residual curves of the TW imaging experiment with highly
conductive object. (a) and (c) Reconstruction residual and CV residual
curves for estimating the contrast sources using exact background model and
inexact background model (the thickness is 0.75 m), respectively. (b) and (d)
Data error and state error curves for reconstructing the contrast using exact
background model and inexact background model (the thickness is 0.75 m),
respectively.

ity with inexact wall model are shown in Fig. 8(e) and (f),
respectively. In addition, the corresponding cross sections are
given in Fig. 9(e) and (f). An obvious ghost cross above
the real object can be seen in the reconstructed contrast
permittivity, while the reconstructed contrast conductivity is
still good enough to identify the object. By the comparison of
Fig. 9(c) and (d) and (e) and (f), we see that, after introducing
the mismatch of the background, the reconstructed contrast
conductivity stays at the same order of magnitude, while the
reconstructed contrast conductivity is lower than the exact
value of 1 by around one order of magnitude.

2) Highly Conductive Object: To study the performance of
the proposed method for the inversion of highly conductive
objects, let us now test a cross object of the same size but
made of highly conductive material (εr = 1 and σ = 105 S/m).
First, let us process the measurement data using the exact
background model. Namely, we do the same thing as that
of the previous lossy cross object, but only replacing the
measurement data. Fig. 10(a) and (b) shows the residual
curves of recovering both the contrast sources and the contrast.
We can see that the data error and the state error are larger
than those of inverting the lossy cross object, indicating that
the contrast sources are reconstructed with a larger error.
Fig. 11(a) and (b) shows the shape of real cross object and
the shape of the inverted contrast sources, from which we
can see that the contrast sources have a basic cross-like
shape extending along the z-axis from z1 = −0.5 m to
z2 = −1.5 m. As a matter of fact, for highly conductive
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Fig. 11. Three-dimensional shape of the reconstructed results in the TW
imaging experiment at 200 MHz. 5% random white noise is added. (a) Real
objects. (b) Reconstructed contrast sources. (c) and (d) Reconstructed contrast
permittivity and conductivity using exact background model. (e) and (f)
Reconstructed contrast permittivity and conductivity using inexact background
model (the thickness is 0.75 m).

objects, the contrast sources are supposed to distribute on the
top surface of the object, and the EM fields in the interior
are 0 due to the serious attenuation. This nicely explains why
the middle of the contrast sources is exactly the top surface
of the real object, i.e., (z1 + z2)/2 = −1 m. The reconstructed
contrast permittivity and the contrast conductivity are shown
in Fig. 11(c) and (d), and the corresponding cross sections
are shown in Fig. 12(c) and (d). We can see that a ghost
of the contrast permittivity is reconstructed with a maximum
value of 1, and the reconstructed contrast conductivity is
more focused on the top surface of the cross object due
to the higher conductivity compared with the lossy cross
object. Although the estimation of the dielectric parameters
is not accurate in the inversion of highly conductive objects,
we get the basic morphological information of the object in
the inverted results, which is of more importance in real-life
applications.

In the inversion with inexact wall model, we changed
the thickness of the wall to 0.75 m while using the
exact dielectric parameters. The residual curves are shown
in Fig. 10(c) and (d). Obviously, the data error and the state
error are larger than those of the inversion using the exact wall
model [see Fig. 10(a) and (b)]. The corresponding inverted

Fig. 12. Cross sections of the reconstructed dielectric parameters in the
TW imaging experiment at 200 MHz. 5% random white noise is added. The
unit of the contrast conductivity is S/m. (a) True contrast permittivity. (b)
True contrast conductivity. (c) and (d) Reconstructed contrast permittivity and
conductivity using exact background model. (e) and (f) Reconstructed contrast
permittivity and conductivity using inexact background model (the thickness
is 0.75 m).

results are shown in Figs. 11(e) and (f) and 12(e) and (f),
from which we can see that the contrast permittivity is lifted up
by 0.25 m, and the contrast conductivity is lowered by 0.5 m.
This is a very interesting phenomenon, because the mismatch
of the background model is reflected by the mismatch of the
contrast permittivity and the contrast conductivity.

D. Numerical Performance

To summarize this section, we remark that the linearized
3-D inversion method gives good inverted results for the
inversion of lossy objects in GPR imaging and TW imaging.
It is also able to provide the morphological information of
highly conductive objects. The quality of the estimation of the
background is critical for ensuring the accuracy of the inverted
results. This method leaves a large data error and a large state
error for solving the 3-D half-space inverse problems. However
it helps to prevent the iterative process from converging to a
totally false local optimal solution in the cases where only
back-scattered fields are available.

In the numerical experiments, the codes for reconstructing
the contrast sources and the contrast are written by MATLAB
codes. We ran the codes on a desktop with one Intel(R)
Core(TM) i5-3470 CPU at 3.2 GHz, and we did not use
parallel computing. The running time of each iteration is
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3.1 and 2 s, respectively, for the GPR case, and 3.5 and 2.2 s,
respectively, for the TW case. The codes of solving the total
fields are written with “C” language and PETSc. We ran
the codes on a server with two Intel(R) Xeon(R) CPUs
E5-2650 v2 at 2.6 GHz containing 16 cores totally. Paral-
lel computing was used with 16 cores. The running time
of solving the total field for each source is 48 s for the
GPR case and 25 s for the TW case. In the GPR case,
we ran 200 iterations for recovering the contrast sources
and 20 iterations for recovering the contrast, and the total
running time is ∼40 min [(200 × 3.1 + 20 × 2 + 36 ×
48)/60]. In the TW case, we ran 150 iterations for recov-
ering the contrast sources and 20 iterations for recover-
ing the contrast, and the total running time is ∼27.4 min
[(150×3.5+20×2.2+36×25)/60]. However, if we implement
the MATLAB codes using parallel computing technique with
16 cores, the running time can be reduced by at least eight
times. In doing so, the total running time can be further
reduced to 30 and 16.5 min, respectively. While for the
traditional iterative inversion methods, such as CSI and BIM,
the update of the total fields in each iteration requires at
least about 57.6 min [(2 × 36 × 48)/60] and about 30 min
[(2 × 36 × 25)/60], respectively. The total running times are
at least a multiple of the above times, where the multiple is
determined by the required iteration number. This shows that
the proposed method is far more efficient in comparison with
the traditional iterative inversion methods.

VI. CONCLUSION

In this paper, we have proposed to exploit the joint structure
of the contrast sources in order to overcome the ill-posedness
of the inverse scattering problem. The contrast sources are
obtained by solving a linear sum-of-�1-norm optimization
problem, of which the objective is to obtain a regularized
solution, instead of finding the sparsest solution. The inversion
domain is discretized for the application of an FDFD scheme
to model the EM state equation in the scattering problem,
resulting in a highly accurate scattering model, which can be
applied to configurations with a versatile known background.
In the case where the scattering objects extending over a large
region, the influence of the regularization constraint becomes
less significant. However, this problem can be, to a very large
extent, overcome by a multifrequency version of the proposed
method, which is going to be discussed in another paper. With
the estimated contrast sources, a linearized 3-D EM contrast
source inversion method is further proposed. The proposed
method is tested successfully in a GPR configuration and
a TW configuration together with a 3-D FDFD solver. The
inversion quality with both exact and inexact background
models is discussed, and its sensitivity of the reconstruction
in relation to the background medium estimation is shown.
The results show that this method is not only efficient but
also robust with respect to the reconstruction quality when
the acquired measured data from a one side illumination is
limited. In the following work, we will apply the proposed
method to GPR and TW configurations using real measured
data.
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