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Chapter 1

Introduction

1.1 Freeway traffic dynamics, modeling and control

A freeway is a road designed for high-speed vehicular traffic that has no at-level cross-
ings with other roads and in which the two traffic directions are segregated. Entrances
to and exits from freeways are provided by ramps, which allow for speed adaptation.
Freeways are generally the backbone of regional transport networks. Their main pur-
pose is to provide short and reliable travel times between key locations of a region
while ensuring safe operations (Findley et al., 2015). However, whether or not free-
ways can properly perform this function depends on the traffic conditions along them.

1.1.1 Freeway traffic dynamics

Traffic can be considered a self-driven many-particle system in which each particle
corresponds to a driver-vehicle unit (Helbing, 2001); therefore, traffic dynamics are
determined by the individual behavior of the driver-vehicle units. This behavior can be
disaggregated into a longitudinal component and a lateral component. The longitudinal
component corresponds to the way driver-vehicle units accelerate while they are on a
specific lane. The lateral component corresponds to the way they: a) choose lanes; and
b) change lanes whenever it is required or desirable.

With regard to longitudinal driving behavior, empirical observations show that there is
a general relation between the speed of a vehicle and the distance to its predecessor.
If this distance is long enough, vehicles move at the driver’s desired speed. However,
below a certain distance threshold, vehicle speeds are lower — the lower the distance,
the lower the speed (Tilch & Helbing, 2000). The relation between spacing and speed
differs between drivers and vehicle types (Helbing, 2001). Furthermore, for individual
driver-vehicle units, this relation depends on the weather (Hoogendoorn et al., 2011),
the freeway geometry (Koshi, 2003) and the traffic state (Tilch & Helbing, 2000).
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With regard to lateral driving behavior, empirical observations indicate that drivers
choose lanes based on route requirements, lane preferences and the prevailing traffic
conditions. Leaving aside route considerations, drivers select a lane based on various
strategies ranging from maintaining the desired speed to adapting to the traffic speed on
a particular lane (Keyvan-Ekbatani et al., 2015). If drivers decide to move to another
lane, they do so only when a sufficiently long gap is available on the target lane. If such
a gap is not available, drivers may indicate their desire to change lanes and cooperate
with other drivers in order to create one (Schakel et al., 2012).

The general traits of driving behavior mentioned above have crucial implications for
traffic dynamics. Most importantly, they determine the capacity of freeways and the
characteristics of congested traffic. Specifically, as a result of the general characteris-
tics of longitudinal driving behavior, there exists a fundamental relation between traffic
flow, density and speed on a lane. Empirical observations show that, at low densities,
vehicles move at the free speed; therefore, traffic flow increases with density. Instead,
above a certain density (critical density), vehicles move at a lower speed than the free
speed; as a result, traffic flow decreases as density increases. The maximum flow (ca-
pacity) is reached at the critical density.

There are several models that describe the fundamental relation between traffic flow,
density and speed. The first model was proposed by Greenshields et al. (1935), who
assumed a linear relation between speed and density, and a concave parabolic relation
between flow and density. The model proposed by Koshi et al. (1981) assumes that
the relation between traffic flow and density looks like a reversed A, with a concave
branch for densities below the critical density, a convex branch for higher densities,
and a discontinuity between the two branches. The model proposed by Newell (1993),
which is widely used in traffic flow modeling, assumes that the flow-density relation is
continuous and looks like an inversed V, with two linear branches.

Capacity is not constant along freeways. Neither is the demand. Freeway networks
often have bottlenecks, i.e., sections where the demand exceeds the capacity. Typical
examples of potential bottlenecks are lane drops, sections with on-ramps (where the
demand equals the mainline flow plus the on-ramp flow), tunnels and weaving sections
(where the capacity is limited because vehicles keep longer headways than expected
given their speed). Transitory events such as accidents and adverse weather conditions
can also cause a local decrease in freeway capacity (TRB, 2010).

In general, when the total demand exceeds the capacity of a freeway section, traffic
becomes congested upstream of the bottleneck (Daganzo, 1997). It is important to
note that the capacity of freeways in congested traffic conditions is significantly lower
than in free-flow conditions (Hall & Agyemang-Duah, 1991; Tilch & Helbing, 2000).
This phenomenon is known as capacity drop. The causes of the capacity drop are not
fully understood yet, but they seem to be related to the bounded acceleration capability
of lane-changing vehicles (Leclercq et al., 2011), differences in longitudinal driving
behavior between drivers, and intra-driver differences in longitudinal driving behavior
depending on the traffic conditions (Yuan et al., 2016).



Chapter 1. Introduction 3

Empirical observations indicate that there are four main types of congested traffic pat-
terns (Helbing et al., 2009): a) oscillating congested traffic; ) homogeneous congested
traffic; ¢) pinned localized clusters; and ) moving localized clusters. Oscillating and
homogeneous congested traffic are spatially extended patterns. The first is charac-
terized by oscillating traffic speeds, which are due to the presence of stop-and-go
waves (i.e., spatially-confined regions of low traffic speed that propagate upstream at
a constant velocity of 15-25 km/h). The second is characterized by stable (low) traffic
speeds. Localized clusters are congested traffic patterns in which traffic is congested
only on a short freeway subsection whose length is stable over time (i.e., they are spa-
tially confined congested patterns). The main difference between pinned and moving
localized clusters is that the first stay at a fixed location over a long period, whereas the
second propagate upstream with a characteristic speed of 15-25 km/h (hence, a moving
localized cluster can be seen as an “isolated” stop-and-go wave).

There is empirical evidence that stop-and go waves can be triggered by: a) instabilities
in longitudinal vehicle interactions; and b) lane-changing maneuvers. The formation
of stop-and-go waves as a result of instabilities in longitudinal vehicle interactions has
been observed primarily in single-lane facilities (Smilowitz et al., 1999; Sugiyama et
al., 2005). The causes of these instabilities seem to be related to drivers’ maneuvering
errors, anticipation to downstream traffic conditions, and personal characteristics such
as aggressiveness (Yeo & Skabardonis, 2009; Laval & Leclercq, 2010). Instead, in
multi-lane freeways, empirical observations show that lane-changing maneuvers are
the primary factor triggering the formation of stop-and-go waves (Ahn & Cassidy,
2007; Zheng et al., 2011).

Finally, it is important to note that in multi-lane freeways the proportion of flow across
lanes varies significantly with respect to the total flow. Typically, the proportion of flow
on the median lane increases as the total flow increases, whereas the proportion on the
other lanes, particularly the shoulder lane, decreases (Wu, 2006; Knoop et al., 2010).
The main reason for this lane flow distribution pattern appears to be the existence of
fundamental differences between drivers with regard to their desired speed and level
of aggressiveness, which influences their lateral driving behavior (Daganzo, 2002).

1.1.2 Freeway traffic modeling

Two main types of traffic models can be distinguished based on their level of detail:
a) microscopic; and b) macroscopic. Microscopic models describe traffic as a sys-
tem of interacting particles, whereas macroscopic models describe it as a compressible
fluid. The main characteristics of these two types of models are described below. Other
modeling approaches, such as sub-microscopic models (Ludmann, 1998), cellular au-
tomata (Nagel & Schreckenberg, 1992) and mesoscopic models (Jayakrishnan et al.,
1994), are not discussed here.
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Microscopic traffic models

Microscopic traffic models describe the movements of individual driver-vehicle units,
which are considered to be the result of: @) characteristics of the drivers and the ve-
hicles; b) characteristics of the interactions between driver-vehicle units; ¢) charac-
teristics of the freeway; d) environmental conditions (weather, light); and e) traffic
control measures. Microscopic traffic models generally have two main components: a
longitudinal driving behavior model and a lateral driving behavior model.

Different modeling approaches have been proposed in the literature to describe longitu-
dinal driving behavior (Chandler et al., 1958; Gipps, 1981; Bando et al., 1995; Treiber
et al.,, 2000). These models are generally defined by ordinary differential equations
that describe the dynamics of a vehicle based on the known dynamics of the preceding
vehicle (Ossen, 2008). In general, the equation of motion of a vehicle is characterized
by an acceleration function whose input stimuli are the vehicle own speed (v;), the net
distance to the preceding vehicle (s;), and the speed of the preceding vehicle (v;—1):

¥i(t) = vi(t) = f(si(2),vi(t),vi-1(2)) (1.1)

In order to take the drivers’ multi-anticipative behavior into account, some longitudinal
driving behavior models also include as stimuli the dynamics of vehicles located in
front of the immediate predecessor (Bexelius, 1968; Treiber et al., 2006).

There exist several modeling approaches to describe lateral driving behavior (Gipps,
1986; Kesting et al., 2007; Toledo et al., 2007; Schakel et al., 2012). These models typ-
ically consider three tasks: a) lane-change desirability evaluation; b) target lane selec-
tion; and c¢) lane-change execution (Toledo et al., 2007). The first two tasks are gener-
ally modeled by the use of deterministic priority rules or utility maximization models,
whereas lane-change execution is typically modeled by the use of gap-acceptance mod-
els. Most lateral driving behavior models classify lane changes as either mandatory or
discretionary, which influences the conditions in which lane changes are considered
desirable and are executed. Mandatory lane changes are motivated by the necessity to
move to another lane in order to follow the desired route. Discretionary lane changes
are motivated by a perceived improvement of the driving conditions in the target lane.

Macroscopic traffic models

Macroscopic traffic models formulate the relationships between traffic flow character-
istics such as density (k), flow (g) and mean speed (u) of a traffic stream. All macro-
scopic traffic models share two fundamental relations. The first one is the vehicle
conservation law (see Eq. 1.2, where x denotes distance and ¢ denotes time) and the
second one is the flow-density-speed relation (see Eq. 1.3):

ok dq

5 3 =0 (1.2)
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q=k-u (1.3)

There are two main types of macroscopic traffic models: first-order and higher-order
models. First-order models (Lighthill & Whitham, 1955; Richards, 1956) assume
that the flow-density-speed relation observed in stationary traffic conditions applies
also to dynamic traffic conditions. This type of models can be solved in discrete time
and space using the Cell Transmission Model (Daganzo, 1994; Lebacque, 1996). Re-
cently, it has been shown that this type of models can be solved in three different
two-dimensional coordinate systems arising in the space of vehicle number, time and
distance (Laval & Leclercq, 2013). Higher-order models assume that the flow-density-
speed relation observed in stationary traffic conditions does not hold in dynamic traffic
conditions. As aresult, they can reproduce phenomena that can generally not be repro-
duced by first-order models, such as smooth shocks, the capacity drop and stop-and-go
waves. An example of this type of models is the Payne model (Payne, 1971), which
can be solved using the numerical scheme proposed by Kotsialos et al. (2002).

1.1.3 Freeway traffic control

Traffic congestion has important impacts on society, including delays, travel time unre-
liability, increased fuel consumption, increased air pollution and lower levels of traffic
safety (Van Wee et al., 2013). For this reason, public authorities dedicate substantial
resources to mitigate congestion. A traditional approach is to expand the freeway in-
frastructure in order to increase its capacity. However, due to limitations of space and
economic resources, this solution is often not feasible or not desirable.

In recent decades, a more flexible and less costly approach known as dynamic traffic
management (DTM) has grown in importance. This approach aims to optimize the
utilization of the available freeway infrastructure by applying various types of control
measures that influence travel and driving behavior (Rijkswaterstaat, 2003). The goal
of these measures is to minimize the total time that vehicles spend in the network,
which is equivalent to maximizing the network exit flow (Papageorgiou et al., 2003).
In general, the effectiveness of DTM measures depends on the availability of adequate
real-time traffic data and the use of efficient control methodologies.

Important types of DTM measures for freeway networks are ramp metering, variable
speed limits and route guidance (Papageorgiou et al., 2003; Hegyi et al., 2009). These
three types of measures are discussed in the remainder of this section. Other types of
measures — not discussed here — include reversible lanes (Wolshon & Lambert, 2006)
and lane advice systems (Xing et al., 2014; Schakel & van Arem, 2014).

Ramp metering measures regulate the flow entering a freeway via traffic signals located
at the end of on-ramps. Their main objective is to prevent traffic on the mainline from
becoming congested, since that leads to decreased freeway capacity. The rate at which
vehicles are released onto the mainline can be determined off-line based on historical
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demand data (Wattleworth, 1967) or on-line based on the prevailing traffic conditions
on the mainline (Masher et al., 1975; Papageorgiou et al., 1991). Also, ramp metering
installations can be operated in isolation or in coordination (Papamichail et al., 2010).
Several empirical studies show that ramp metering measures can substantially mitigate
freeway traffic congestion (Papageorgiou et al., 1997; Levinson & Zhang, 2000).

Dynamic speed limits are used to regulate the traffic speed on a freeway section in or-
der to: a) homogenize vehicle speeds; or b) limit the flow. The first approach aims to
reduce speed differences between vehicles so that traffic flow becomes more stable. In
this case, the speed limits are typically above the critical speed; therefore, traffic flow
is not reduced, but the average speed and the density slightly decrease and increase,
respectively. This approach can delay the formation of traffic congestion (Smulders,
1990), but there is no empirical evidence that it can significantly increase the traffic
flow (Van den Hoogen & Smulders, 1994; Weikl et al., 2013). The second approach
aims to limit the inflow into a certain freeway section (e.g., a bottleneck) in order to
dissolve or prevent congestion there. Since traffic remains uncongested, flow can be
higher. This approach has been applied to dissolve moving localized clusters (Hegyi
et al., 2008) and to prevent congestion at on-ramp bottlenecks (Carlson et al., 2010,
2013). Field tests show promising results (Hegyi & Hoogendoorn, 2010) but the effec-
tiveness of this approach needs to be evaluated based on more empirical data.

Route guidance measures aim to influence the route choice of drivers when multiple
routes are available. The main goal is to spread traffic efficiently over the network
and minimize the total travel time (Papageorgiou & Messmer, 1991). Typically, route
guidance systems display traffic information — such as congestion length or travel time
to the next common point — for each alternative route on variable message signs. There
is empirical evidence that route guidance measures can significantly reduce congestion
in freeway networks (Kraan et al., 1999). One of the main challenges is to accurately
predict the traffic conditions that drivers will encounter along each route in order to
provide them with reliable information (Papageorgiou et al., 2003; Hegyi et al., 2009).

1.2 Traffic dynamics, modeling and control at sags

Sag vertical curves (or sags) are roadway sections along which the gradient increases
gradually in the direction of traffic. Sags provide a transition between two sloped road-
way sections, allowing vehicles to negotiate the change in elevation rate in a gradual
manner. The design of sag vertical curves considers factors such as design speed of
the roadway, slope, acceptable rate of gradient change and drainage (TRB, 2010). On
freeways, sags have important effects on traffic dynamics. They are one of the most
common types of freeway bottleneck in hilly regions. For example, in Japanese inter-
city freeways, 60% of traffic jams occur at sags (Xing et al., 2014). Despite this fact,
analysis of the characteristics of traffic flow at sags and development of DTM measures
for this type of bottlenecks are still relatively underdeveloped research fields.
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1.2.1 Traffic dynamics at sags

Empirical observations indicate that, at sags, most drivers reduce their desired speed
(Furuichi et al., 2003; Brilon & Bressler, 2004) and keep longer distance headways
than expected given their speed (Koshi, 2003). These changes in longitudinal driving
behavior are generally unintentional: their main reason appears to be related to inade-
quate acceleration behavior (Yoshizawa et al., 2012). However, in the case of trucks the
reason may sometimes be related to insufficient acceleration capability (Laval, 2009).
The characteristics of the longitudinal driving behavior of drivers at sags have impor-
tant implications for traffic dynamics.

Previous research shows that the capacity of sags is 10-25% lower than that of flat
freeway sections having the same number of lanes (Okamura et al., 2000; Xing et al.,
2010). As a result, traffic often becomes congested at sags in high demand conditions
(Koshi et al., 1992; Patire & Cassidy, 2011). It should be noted that, although the pres-
ence of heavy vehicles has a negative impact on the capacity of sags (Brilon & Bressler,
2004), congestion also occurs when traffic demand consists mainly of passenger cars
(Furuichi et al., 2003). Based on the classification proposed by Helbing et al. (2009),
the congested traffic patterns most often observed at sags are moving localized clusters
and oscillating congested traffic (Patire & Cassidy, 2011; Zheng et al., 2011).

Typically, the process of formation of persistent congestion at sags consists of two
phases. In the first phase, congestion forms on the median lane (Koshi et al., 1992;
Patire & Cassidy, 2011). The main reason why congestion emerges first on the median
lane is related to the characteristics of lane flow distribution: with high demand and
uncongested traffic, flows tend to be higher (and closer to capacity) on the median lane
than on the other lanes (Hatakenaka et al., 2006; Xing et al., 2010). In the second
phase, congestion spreads from the median lane to the other lanes (Koshi et al., 1992;
Patire & Cassidy, 2011). This process can be described as follows. When traffic
becomes congested on the median lane, some vehicles migrate from that lane to the less
crowded lanes in order to avoid queuing (Hatakenaka et al., 2006; Patire & Cassidy,
2011). When the flow on those lanes exceeds their capacity, traffic also breaks down
there. At that point, traffic is congested on all lanes, which causes a significant decrease
in total outflow — due to the capacity drop — and the formation of a queue (Koshi et al.,
1992; Patire & Cassidy, 2011). In general, the head of the queue stays on the first 500
to 1000 m downstream of the bottom of the sag (Brilon & Bressler, 2004).

1.2.2 Traffic modeling at sags

In the past decades, some researchers have developed mathematical models aimed at
reproducing the characteristics of traffic flow at sags, basically microscopic models.
These models include car-following models that take into account in some way the
influence of the freeway vertical profile on vehicle acceleration. These car-following
models can be grouped into two categories based on whether they assume that drivers
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explicitly compensate for the limiting effect that an increase in freeway gradient has
on vehicle acceleration (Yokota et al., 1998; Oguchi & Konuma, 2009) or they do not
(Koshi et al., 1992; Komada et al., 2009). The first assumption is more consistent with
empirical observations than the second one; for this reason, the models based on that
assumption are able to reproduce longitudinal driving behavior and traffic dynamics at
sags more accurately. To the author’s knowledge, there is no lane change model that
takes the freeway vertical profile into account. To the author’s knowledge, there is also
no evidence that decisions to change lanes are directly influenced by the vertical profile
of the freeway.

1.2.3 Traffic control at sags

During the last two decades, several DTM measures aimed at mitigating congestion
at sags have been developed. The (potential) effectiveness of those measures has been
investigated through field tests or simulation experiments. Generally, the goals of these
measures are: a) to increase the free-flow capacity of sags; b) to prevent the formation
of congestion at sags in nearly-saturated traffic conditions; and/or c¢) to increase the
queue discharge capacity of sags.

An example of a measure from the first category is equipping vehicles with adaptive
cruise control systems, which perform the acceleration task more efficiently than hu-
man drivers (Ozaki, 2003). Another example is distributing the traffic flow more evenly
across lanes to use the bottleneck capacity more efficiently (Hatakenaka et al., 2006;
Xing et al., 2010). The second category comprises measures such as preventing the
formation of long vehicle platoons (Hatakenaka et al., 2006) and discouraging drivers
from performing lane changes to the busiest lanes (Hatakenaka et al., 2006; Patire &
Cassidy, 2011). The third category comprises measures such as giving information to
drivers about the location of the head of the queue and encouraging them to recover
speed after leaving congestion (Xing et al., 2007; Sato et al., 2009).

Most existing measures utilize variable message signs (VMS) located alongside the
freeway to communicate with drivers and influence their driving behavior. However,
nowadays, there is growing interest in developing DTM measures based on the use of
in-vehicle systems (Hatakenaka et al., 2006). This type of technology allows traffic
management centers to communicate with vehicles equipped with adequate receivers
in order to send them information or take (partial) control of certain driving tasks,
which opens up new possibilities for dynamic traffic management.
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1.3 Challenges with regard to the development of dy-
namic traffic management measures for sags

Although significant achievements have taken place in the past years, several chal-
lenges need to be addressed if we want to be able to manage traffic at sags more ef-
fectively. These challenges include: a) gaining a better understanding of the causes of
congestion at sags; b) modeling traffic at sags in a more realistic way; and ¢) identify-
ing the most effective strategies to manage traffic at sags.

The first challenge is to properly explain why traffic becomes congested at sags from
a theoretical viewpoint. It is well known that, in high demand conditions, traffic gen-
erally becomes congested in the form of stop-and-go waves. However, there is no
consensus in the literature on what the main cause of these waves is. As explained in
Section 1.2.1, there is evidence that the car-following behavior of most drivers changes
at sags (Koshi, 2003). Some researchers suggest that stop-and-go waves form mainly
as a result of the cumulative effect of these local changes in car-following behavior
(Koshi et al., 1992; Koshi, 2003). Instead, other researchers suggest that lane changes
— some of which may be indirectly caused by the above-mentioned changes in car-
following behavior — may be the primary cause of stop-and-go waves at sags (Brilon
& Bressler, 2004; Zheng et al., 2011). Elucidating the causes of traffic congestion at
sags is crucial for the development of effective DTM measures.

The second challenge is to improve our ability to model traffic on freeways with sags.
As explained in Section 1.2.2, there are various car-following models that take account
of the influence of the freeway vertical profile (Koshi et al., 1992; Yokota et al., 1998;
Komada et al., 2009; Oguchi & Konuma, 2009). However, it is currently unclear
whether microscopic traffic models composed of the existing car-following and lane
change models can accurately reproduce all the traffic phenomena that characterize
traffic flow dynamics at sags, particularly as regards the traits of acceleration behavior
and the exact location of the bottleneck. Therefore, it is necessary to identify the most
relevant traffic phenomena that occur at sags and determine whether existing models
can reproduce them accurately. If that is not the case, a new modeling approach should
be developed based on theoretical assumptions supported by evidence. The ability to
accurately model traffic at sags is essential for the development and evaluation of DTM
measures for this type of bottlenecks. Also, we can gain insight into the characteristics
of traffic flow dynamics at sags by analyzing the properties of a valid traffic model.

The third challenge is to identify the most effective strategies to manage traffic at free-
way sags. As mentioned in Section 1.2.3, various specific DTM measures for sags have
been proposed in the past years. Nevertheless, it is not evident what (combination of)
strategies could generate the greatest reduction in congestion using different types of
actuators and in different traffic conditions. These strategies could be identified using
mathematical optimization methods. Note, however, that this type of method requires



10 TRAIL Thesis series

a valid traffic flow model to produce relevant results. Identifying the most effective
strategies to manage traffic at sags is particularly relevant for the development of DTM
measures based on the use of in-car systems. These type of measures are mostly in
early phases of development. Insight on how equipped vehicles should behave at sags
in order to minimize congestion would be very valuable to guide the development of
these type of measures towards promising directions. Furthermore, there are some
types of DTM measures that have not been applied to sags yet, but have been shown
to be very effective in mitigating congestion at other type of bottlenecks. An exam-
ple is mainstream traffic flow control using variable speed limits (Carlson et al., 2011,
2013). It is necessary to evaluate the potential effectiveness of these measures in re-
ducing congestion at sags.

1.4 Research objective and research questions

The main objective of this thesis is to develop new concepts for dynamic traffic man-
agement at freeway sags based on a thorough understanding of the causes of conges-
tion at this type of bottlenecks. In order to achieve this objective, the thesis provides
answers to the following research questions:

1. What is the primary cause of stop-and-go waves at freeway sags?

2. How should traffic be modeled on a microscopic level in order to accurately
reproduce its characteristics on freeways with sags?

3. How should vehicles equipped with in-car systems behave at freeway sags in
order to minimize the severity of congestion?

4. To what extent can mainstream traffic flow control (MTFC) measures based on
the use of variable speed limits mitigate congestion at freeway sags?

1.5 Research approach

A five-stage approach is used to answer the research questions (see Figure 1.1). To
answer the first research question, a detailed analysis of empirical trajectory data from
a sag in a Japanese freeway is carried out. On the basis of this analysis, it is established
whether the primary cause of congestion at the study site is related to car-following
phenomena or disruptive lane changes. This advances the theoretical understanding of
traffic flow dynamics at sags.

Four steps are taken to answer the second research question. First, the requirements
of a valid traffic model are specified. Second, a literature review is conducted in order
to determine the suitability of existing models for this research (based on the model
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requirements). Third, a new microscopic traffic model is developed on the basis of the
results of the literature review as well as the findings on the causes of congestion at
sags. Finally, the face-validity of the model is tested by means of a simulation study.

Three steps are taken to answer the third research question. First, an optimal control
problem is formulated. The problem consists in finding the acceleration profiles of a set
of vehicles that minimize the total travel time of the traffic stream. Traffic dynamics
are modeled using the previously developed traffic modeling approach. Second, the
problem is solved for various scenarios. Finally, the main strategies that define the
optimal acceleration behavior of vehicles equipped with in-car systems at sags are
identified by analyzing the results.

To answer the fourth question, two steps are taken. First, a DTM measure based on the
concept of mainstream traffic flow control (MTFC) is designed. The measure regulates
the traffic density at the end of the sag (bottleneck) through a variable speed limit sec-
tion located upstream of the vertical curve. Second, the effectiveness of the proposed
measure in mitigating congestion is evaluated by means of a simulation study using
the previously developed traffic model.

®
/ MOFiel'-ba.sed
@ @ @ optimization

>

Empirical Theory > Model l

data analysis formulation development \ @

DTM measure
development
and evaluation

Figure 1.1: Research approach.

1.6 Research scope

The thesis focuses on freeway traffic (thus, it considers traffic flows in one direction
not hindered by any at-level crossings). The reason is that sags are a common type
of bottleneck in freeway networks (in hilly regions). Instead, in urban road networks,
traffic flow rarely breaks down as a consequence of the presence of sags, because other
types of bottlenecks (e.g., intersections) are normally dominant.

This thesis considers networks consisting of a freeway section with a sag vertical curve
with a realistic profile. It is assumed that no other type of spatial inhomogeneity that
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can constitute a bottleneck (e.g., ramps, weaving sections, lane drops, horizontal curves
and tunnels) is present. This allows the study of the individual effects of sags on traffic
flow and the development of specific traffic management strategies for sags. However,
it is worth noting that the traffic model and control strategies developed in this thesis
could be extended in order to make them operational in freeway sections with a more
complex layout.

The thesis focuses on developing traffic management strategies aimed at reducing total
delay. Other relevant traffic control objectives such as increasing safety or reducing
environmental impacts are not explicitly considered. Moreover, the thesis focuses on
the effects that traffic management strategies can have on traffic flow and the reasons
why they are able to reduce total delay. Topics like detailed design, implementation,
enforcement and maintenance are beyond the scope of this thesis. Total traffic demand
is taken as given; therefore, route guidance strategies are not investigated.

1.7 Main contributions

This section summarizes the main contributions of this thesis. A distinction is made
between contributions that are of a scientific nature (either theoretical or methodolog-
ical, see Section 1.7.1) and contributions that are of a practical nature (Section 1.7.2).

1.7.1 Scientific contributions

The main scientific contributions of this thesis are as follows:

1. Synthesis of current knowledge on the characteristics of driving behavior and
traffic flow at freeway sags (Chapter 2). The synthesis focuses on the phenomena
that cause congestion at sags. It identifies various knowledge gaps in traffic flow
theory regarding the effects of sags on traffic dynamics. One gap is the reason
why stop-and-go waves form at sags.

2. Empirical identification of the primary cause of stop-and-go waves at sag ver-
tical curves (Chapter 2). The thesis shows that stop-and-go waves form mainly
as a result of car-following phenomena instead of lane changes. This finding
has important implications for traffic flow modeling (it indicates that a valid car-
following model is crucial for modeling traffic at sags) and control.

3. Review of car-following models that take account of the influence of sag vertical
curves (Chapter 3). The review shows that most existing models are based on
assumptions about driving behavior that are inconsistent with empirical obser-
vations. This hinders their validity. The only modeling approach that is based
on accurate assumptions is the one presented by Oguchi and Konuma (2009).
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4. New car-following model that reproduces longitudinal driving behavior on free-
ways with sags (Chapter 3). Our model generalizes the Intelligent Driver Model
(Treiber et al., 2000) to take account of the influence of vertical curves. The
model is based on a similar principle to that of Oguchi and Konuma’s model but
has a more generic formulation.

5. New microscopic traffic model that reproduces traffic flow dynamics on freeways
with sags (Chapter 3). This model consists of the newly developed car-following
model and a regular lane change model. The thesis shows that the proposed traf-
fic model is face-valid. Scientific applications of this model include development
and evaluation of DTM measures for sags.

6. Generic optimization-based method to determine the optimal acceleration be-
havior of vehicles equipped with in-car systems at bottlenecks (Chapter 4). The
method is generic in the sense that traffic flow can be optimized at various types
of bottlenecks (including sags) and multiple optimization objectives can be spec-
ified. The proposed method can be used to develop new DTM concepts.

7. Identification of the main strategies that define the optimal behavior of vehicles
equipped with in-car systems at sags (Chapter 4). The thesis shows the impor-
tance of motivating drivers to accelerate fast through sags and limiting the inflow
into the vertical curve in order to reduce congestion. Also, it suggests ways to
do that by regulating the acceleration of vehicles equipped with in-car systems.

8. Evaluation of the effectiveness of mainstream traffic flow control using variable
speed limits as an approach to mitigate congestion at sags (Chapter 5). The
thesis proposes a new traffic management approach for sags that consists in reg-
ulating the inflow into the sag through variable speed limits. The goal is to
prevent congestion at the bottleneck while maximizing outflow. The potential
effectiveness of this approach is demonstrated through traffic simulation.

1.7.2 Contributions to practice

The main contributions to practice of this thesis are as follows:

1. New microscopic traffic model that reproduces traffic flow dynamics on freeways
with sags (Chapter 3). This model allows for improved representation of traffic
flow in microscopic simulation tools. Thus, it can support policy makers, road
authorities and traffic engineering companies in making better evaluations of
potential traffic control measures or infrastructure adjustments.

2. Guidelines for developing DTM measures for sags based on the use of in-car sys-
tems (Chapter 4). The thesis determines how equipped vehicles should move at
sags in order to minimize congestion. These findings provide valuable guidance
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to automotive and traffic engineering companies with regard to the development
of traffic control measures using in-vehicle systems as actuators.

3. New DTM measure for sags based on the concept of mainstream traffic flow
control (MTFC) (Chapter 5). The thesis presents a specific control measure that
regulates the traffic density at the end of the sag (bottleneck) by changing the
speed limit upstream of the curve on the basis of a feedback control law. The
thesis demonstrates that this measure can substantially reduce congestion at sags.
Therefore, it provides traffic engineering companies and road authorities with a
new and promising alternative to manage traffic at this type of bottlenecks.

1.8 Outline of the dissertation

The remainder of this thesis is structured as shown in Figure 1.2. Chapter 2 investigates
the causes of stop-and-go waves at sags by analyzing trajectory data from a Japanese
freeway. This chapter describes the characteristics of the data analysis method and
discusses the results of the analysis. It is found that stop-and-go waves form primarily
as a result of local car-following phenomena rather than lane changes.

Chapter 3 presents a microscopic traffic model that is able to reproduce traffic dynam-
ics on freeways with sags. The findings presented in the previous chapter indicate that
a valid car-following model is crucial to model traffic at sags. This chapter analyzes
the validity of existing car-following models and, based on the results of this review,
formulates a new model. This car-following model constitutes the main novelty of the
proposed microscopic traffic model. The face-validity of the traffic model is verified
by comparing simulated traffic flow patterns with patterns observed in empirical data.

Chapter 4 identifies the strategies that define the optimal acceleration behavior of ve-
hicles equipped with in-car systems at sags. The chapter formulates an optimal control
problem in which the acceleration of some vehicles is regulated with the objective
of minimizing total delay. Traffic dynamics are modeled by using the modeling ap-
proach developed in the previous chapter. The control problem is solved for various
scenarios. The results show that motivating drivers to accelerate fast through sags and
limiting the inflow into the vertical curve are the most effective traffic management
strategies. Furthermore, the results indicate ways to apply those strategies by making
equipped vehicles perform specific acceleration-related maneuvers.

Chapter 5 presents a new DTM measure for sags based on the concept of mainstream
traffic flow control (MTFC). The previous chapter concludes that limiting the inflow
into sags is a key strategy for managing traffic at this type of bottleneck. The measure
presented in this chapter uses variable speed limits to limit the inflow into the sag and
regulate the traffic density at the bottleneck, thereby preventing congestion. A proof of
concept is carried out by means of a traffic simulation study using an adapted version
of the model presented in Chapter 3.
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Finally, Chapter 6 presents the conclusions of the thesis. This chapter summarizes
the main research findings and discusses their implications. In addition, it proposes
directions for future research.

As a final note, it is important to remark that this thesis is written in the format of
collection of articles. Chapters 2, 3 and 5 correspond to articles that have already
been published in scientific journals, and Chapter 4 corresponds to an article that has
been submitted for publication. Therefore, the chapters contain repeated information,
particularly in the abstracts and introductory sections. The reader may want to skim
those sections.

Chapter 1. Introduction

Research Chapter 2. Empirical analysis of the
causes of stop-and-go waves at sags
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Figure 1.2: Overview of the dissertation structure (including indication of relationships
between chapters, research questions addressed in every chapter, and stages of the
research approach corresponding to every chapter).






Chapter 2

Empirical analysis of the causes of
stop-and-go waves at sags

Goiii-Ros, B., Knoop, V.L., van Arem, B., Hoogendoorn, S.P. (2014). Empirical anal-
ysis of the causes of stop-and-go waves at sags. [ET Intelligent Transport Systems,
8(5), 499-506. (© Institution of Engineering and Technology.

Abstract

Stop-and-go waves are spatially-confined regions of low traffic speed that propagate
upstream at a constant velocity. The occurrence of stop-and-go waves on freeways
has negative impacts on both travel time and traffic safety. Sags are freeway sections
along which gradient changes significantly from downwards to upwards. Stop-and-go
waves often emerge on the uphill section of sags, both in uncongested and congested
traffic conditions. According to previous studies, the formation of stop-and-go waves
at sags can be caused by local changes in car-following behaviour as well as disruptive
lane changes. However, it is not clear which of those two causes is more frequent.
This paper aims to identify the primary factor triggering stop-and-go waves at sags.
To this end, the authors analyse vehicle trajectories collected by means of video cam-
eras on a three-lane sag of the Tomei Expressway (Japan), identifying the causes of
formation and growth of stop-and-go waves on the study site. The results show that
the primary factor triggering stop-and-go waves is related to car-following behaviour.
This finding shows the relevance of developing systems to assist drivers in performing
the acceleration task at sags.

17
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2.1 Introduction

Stop-and-go waves are spatially-confined regions of low traffic speed that propagate
upstream at a constant velocity of 15-25 km/h (Schonhof & Helbing, 2007; Schreiter et
al., 2010). The occurrence of stop-and-go waves on freeways has negative impacts on
both travel time and traffic safety (Hegyi et al., 2005). Sags are freeway sections along
which gradient changes significantly from downwards to upwards in the direction of
traffic (Furuichi et al., 2003). Traffic flow capacity is significantly lower at sags than at
flat sections (Koshi et al., 1992; Okamura et al., 2000). Because of that, sags become
bottlenecks in freeway networks, causing the formation of congestion in conditions
of high traffic demand. The mechanism of formation of congestion at sags has two
phases (Koshi et al., 1992; Hatakenaka et al., 2006; Patire & Cassidy, 2011). In the
first phase, congestion forms on the fast lane(s) of the uphill section in the form of
stop-and-go waves. In the second phase, congestion spreads from the fast lane(s) to
the slow lane(s). Stop-and-go waves also emerge within congested traffic (Zheng et
al., 2011).

The primary factor triggering the formation of stop-and-go waves at sags has not been
clearly identified yet. Several studies show that drivers unintentionally change their
car-following behaviour on the uphill section of sags. More specifically, drivers tend
to reduce speed (Koshi et al., 1992; Furuichi et al., 2003) and keep longer distances
to the leading vehicle than expected (Koshi, 2003; Yoshizawa et al., 2012). Some
authors suggest that those local changes in car-following behaviour are the dominant
factor triggering stop-and-go waves on the uphill section of sags (Koshi et al., 1992;
Koshi, 2003). In contrast, other authors suggest that disruptive lane changes may be
the primary triggering factor (Brilon & Bressler, 2004).

The objective of this paper is to determine whether the primary factor triggering stop-
and-go waves at sags is related to car-following behaviour or to lane changes, both
in congested and uncongested traffic conditions. This is important to understand the
mechanism of stop-and-go wave formation at sags, and to develop effective measures
to improve traffic flow efficiency and traffic safety at that type of bottlenecks.

To that end, we analyse a set of vehicle trajectories collected by means of video cam-
eras on a three-lane sag of the Tomei Expressway (Japan) during the start of the morn-
ing rush hour, before and after the formation of persistent congestion. We analyse the
evolution of speed over time on each lane at several locations as well as individual ve-
hicle trajectories, identifying and classifying the causes of stop-and-go wave formation
and growth.

This paper will show that the primary factor triggering stop-and-go waves at sags is
related to car-following behaviour; lane changes seem to be a less significant triggering
factor. This finding shows the relevance of developing systems to assist drivers in
performing the acceleration task at sags (Gofii-Ros et al., 2012).
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The rest of this paper is structured as follows: Section 2.2 describes the main causes
of stop-and-go waves at sags according to the scientific literature. Section 2.3 presents
the characteristics of the study site and the trajectory data. Section 2.4 describes the
data analysis methods used to identify the main factor triggering stop-and-go waves at
the study site. Section 2.5 reports the results of the analysis. Section 2.6 discusses the
implications of the results, taking into account the limitations of the data. Section 2.7
presents the conclusions of this study.

2.2 Background

In general, the occurrence of traffic congestion on freeways is caused by a combination
of three elements (Helbing et al., 2009): a) high traffic volume; b) a spatial inhomo-
geneity on the freeway that generates a capacity bottleneck; and/or c) a temporary
disturbance of the traffic flow. Several empirical studies show that traffic flow capacity
can be significantly lower at sags than at flat sections having the same number of lanes
(up to 30% lower) (Koshi et al., 1992; Okamura et al., 2000; Schonhof & Helbing,
2007). Because of their lower capacity, sags become bottlenecks in freeway networks,
causing the formation of congestion in conditions of high traffic demand. Generally,
in freeways with keep-left or keep-right rules, the mechanism of congestion formation
at sags consists of two phases: i) formation of congestion on the inner (fast) lane(s) of
the uphill section; and ii) spreading of congestion to the outer (slow) lane(s) (Koshi et
al., 1992; Hatakenaka et al., 2006; Patire & Cassidy, 2011).

In the first phase, congestion forms on the fast lane(s) of the uphill section. The main
reason why congestion emerges first on the fast lane(s) instead of the slow lane(s)
is related to the characteristics of lane flow distribution. In freeways with keep-left
or keep-right rules, with high demand and uncongested traffic, flows tend to be much
higher on the fast lane(s) than on the slow lane(s), hence flows are closer to capacity on
the fast lane(s) (Koshi et al., 1992; Wu, 2006; Xing et al., 2012). In those conditions,
small perturbations can destabilise traffic flow and trigger the formation of congestion
in the form of stop-and-go waves (Koshi et al., 1992; Patire & Cassidy, 2011).

In the second phase, congestion spreads from the fast lane(s) to the slow lane(s). Some
authors suggest that the spreading of congestion is caused by the fact that, when stop-
and-go waves emerge on the fast lane(s), some drivers migrate to the less crowded slow
lane(s) in order to avoid stopping (Koshi et al., 1992; Hatakenaka et al., 2006; Patire &
Cassidy, 2011). The spreading of congestion to all lanes causes a significant decrease
in total outflow rates (due to the capacity drop phenomenon (Helbing, 2001)) and the
formation of a queue upstream of the bottleneck (Koshi et al., 1992; Patire & Cassidy,
2011). The head of the queue stays on the first 500-1000 m downstream of the bottom
of the sag (Koshi et al., 1992; Brilon & Bressler, 2004). Within the queue, small traffic
flow disturbances can trigger the formation of stop-and-go waves (Zheng et al., 2011).



20 TRAIL Thesis series

The primary factor triggering stop-and-go waves at sags (both in uncongested and
congested traffic conditions) has not been clearly identified yet (see Fig. 1). Several
studies show that two significant changes in car-following behaviour occur when ve-
hicles reach the uphill section. First, drivers tend to reduce speed (Koshi et al., 1992;
Furuichi et al., 2003; Koshi, 2003; Brilon & Bressler, 2004). Second, some drivers
keep longer headways than expected given their speed (Koshi, 2003; Yoshizawa et
al., 2012). These local changes in car-following behaviour seem to be unintentional
(Yoshizawa et al., 2012) and caused by a combination of two factors: increase in the
resistance force due to the increase in freeway slope, and insufficient acceleration op-
eration by drivers (Koshi et al., 1992; Yoshizawa et al., 2012). Some authors suggest
that the above-mentioned changes in car-following behaviour can be the direct cause of
the disturbances that trigger the formation of stop-and-go waves on the uphill section
of sags (Koshi et al., 1992; Koshi, 2003).

However, other authors suggest that at sags stop-and-go waves can also be triggered by
disruptive lane changes (Brilon & Bressler, 2004; Zheng et al., 2011). Some of those
disruptive lane changes may indirectly be caused by the above-mentioned changes
in car-following behaviour, since vehicle decelerations on the uphill section may lo-
cally modify the differences in traffic speed between lanes, incentivising lane changes
(Brilon & Bressler, 2004). However, no empirical evidence of a causal relationship be-
tween changes in car-following behaviour and lane changes at sags has been presented
in the scientific literature.

To summarise, it is not clear whether the primary factor triggering stop-and-go waves
at sags is related to car-following behaviour or to lane changes. Identifying the primary
factor is important to understand the mechanism of stop-and-go wave formation at sags
and to develop effective measures to improve traffic flow efficiency and traffic safety
at that type of bottlenecks.

Change in N Changes in @
gradient (sag) 7| car-following behaviour \
Traffic flow | Stop-and-go
¥ disturbances ” waves

Lane changes /@'

Figure 2.1: Factors triggering the formation of stop-and-go waves on the uphill section
of sags (according to the scientific literature): 1) changes in car-following behaviour;
and 2) disruptive lane changes.



Chapter 2. Empirical analysis of the causes of stop-and-go waves at sags 21

2.3 Data characteristics

This section describes the empirical data used to analyse the causes of stop-and-go
waves at sags. The data consist of a set of vehicle trajectories on a freeway sag section
in Japan during the morning peak hour. Section 2.3.1 describes the study site, and
Section 2.3.2 describes the characteristics of the vehicle trajectories.

2.3.1 Study site

The study site is a westbound stretch of the Tomei Expressway (near Tokyo, Japan)
located between kilo-posts (KP) 20 and 23.5 km. It contains a downhill section fol-
lowed by an uphill section. Figure 2.2(a) shows the vertical alignment profile of the
study site. The downhill approach is 1.8 km long, and it consists of a steeper section
(-1.9% gradient) followed by a gentler section (-0.5% gradient). The bottom of the sag
is located at KP 22.03 km. The uphill section is around 1.5 km long. Its gradient is
+2.4% on the first 1000 m, but it decreases on the last 500 m. The study site has three
lanes used by regular traffic (median, centre and shoulder) plus an emergency lane (see
Figure 2.2(b)). The median lane is the fastest and right-most lane (note that in Japan
drivers have the obligation to drive on the left unless they are overtaking). There are no
ramps nor lane drops in or near the site. The expressway curves gently to the right at
the study site, which may restrict the drivers line-of-sight, but only to a limited extent.

2.3.2 Vehicle trajectories

The study site is equipped with 10 video-cameras located in sequence between KP
21.67 and 22.75 km, capturing the last 360 m of the downhill approach, the bottom
of the sag and the first 720 m of the uphill section (see Figure 2.2(a)). The distance
between consecutive cameras is around 120 m and the exact locations are known. Us-
ing a software tool developed by Patire (2010), individual vehicles were identified in
the video recordings of each camera, obtaining one passing time and lane per vehicle
per camera location. Vehicle trajectories were constructed by combining the passing
time and lane of each vehicle (rear bumper) at each camera location. This was done
for the period 6:40 h-7:05 h on Friday, 23 December 2005, resulting in 2284 vehicle
trajectories during the start of the morning peak hour, before and after the formation of
persistent congestion on the study site. Note that the space and time resolution of the
trajectories are limited due to the characteristics of the data collection and processing
methods. Cameras are located around 120 m apart, and the passing time and lane of
each vehicle are recorded only once per camera location. Therefore, space resolution
is 120 m and time resolution varies between 4 and 12 s depending on vehicle speed.
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Figure 2.2: Layout of the study site.

2.4 Data analysis methods

To determine whether the primary factor triggering stop-and-go waves at the study site
is related to car-following behaviour or to lane changes, we first analysed the evolution
of vehicle speed over time at all camera locations, identifying the locations where
stop-and-go waves form or grow in amplitude. Next, we analysed individual vehicle
trajectories in order to determine the reasons why the vehicles that cause the formation
or growth of stop-and-go waves decelerate, disrupting traffic. Insight on the causes of
stop-and-go wave growth may help us to understand the causes of stop-and-go wave
formation.

2.4.1 Calculation of vehicle speeds

The speed of a given vehicle between two consecutive locations was calculated as the
distance between those two locations divided by the time that the vehicle takes to travel
between them. Therefore, the speed of vehicle n between the locations of cameras i — 1
and i is:

Xj —Xi—1

2.1)

Vpi=————
" zn(xi) —1Iy (-xifl)

where x;_; and x; are the locations of cameras i — 1 and i, and #,(x;) and 7,(x;—;) are
the passing times of the rear bumper of vehicle n at locations x; and x;_1.
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2.4.2 Identification of the causes of formation and growth of stop-
and-go waves

A speed disturbance is a temporary decrease in the speed of vehicles passing a partic-
ular location on a particular lane. In this study, we defined a speed disturbance as a
decrease in speed of 7 km/h or more within a short period of time, in line with Ahn
and Cassidy (2007). A threshold of 7 km/h guarantees that small variations in vehicle
speed are filtered out, whereas significant disturbances are taken into account. A sensi-
tivity analysis of that threshold was beyond the scope of this study. The occurrence of a
speed disturbance is generally a sign of the occurrence of a traffic flow perturbation. In
uncongested traffic, if a disturbance does not destabilise traffic flow, it generally prop-
agates downstream. If a disturbance destabilises traffic flow or traffic flow is already
congested, the disturbance typically propagates upstream at a constant speed of 15-25
km/h, creating a stop-and-go wave (Schreiter et al., 2010). Sometimes, the amplitude
of stop-and-go waves increases or decreases as they propagate (Ahn & Cassidy, 2007).
To determine the triggering factors for the formation and growth of stop-and-go waves
on the study site, we followed a multi-step method based on Ahn and Cassidy (2007)

(see Figure 2.3).
1. Identification of stop-and-go waves
2. Identification of the locations where 3. Identification of locations
stop-and-go waves form where stop-and-go waves grow
in amplitude
¥ . K
Location outside the section Location within the section
under camera surveillance under camera surveillance
l Y
4. Determination of the causes 5. Determination of the causes
of stop-and-go wave formation of stop-and-go wave growth
P, | (4 |
Lane changes Changes in Lane changes { Changes in  :
Bressesseseened b car-following S b car-following
behaviour i behaviour

Figure 2.3: Steps to identify the causes of formation and growth of stop-and-go waves.
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Identification of stop-and-go waves

To identify the presence of stop-and-go waves, we compared the evolution of vehicle
speeds over time in all pairs of consecutive camera locations. This analysis was done
separately for each lane. The presence of a stop-and-go wave results in a temporary
decrease in the speed of vehicles passing a particular camera location over time. At the
study site, the distance between consecutive video cameras is around 120 m. Therefore,
if a stop-and-go wave propagates upstream at a speed of 15-25 km/h, a similar vehicle
speed pattern is observed on the same lane at the next camera location in the upstream
direction after 15-30 s. Figure 2.4(a) shows an example of stop-and-go wave. At
the location of Camera 4, vehicle speed decreases from 85 to 28 km/h between ¢t =
438 s and + = 481 s. A similar speed pattern is observed at the location of Camera 3
(upstream) with a time lag of around 15 s.
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(c) Stop-and-go wave propagating upstream and
growing in amplitude as it propagates. Camera 9
is located upstream of Camera 10.

Figure 2.4: Examples of stop-and-go wave (a) propagation, (b) formation and (c)
growth.
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Identification of the locations where stop-and-go waves form or grow in amplitude

Once the presence of a stop-and-go wave was identified, we determined the location
where the wave originated (if that location is within the area under camera surveil-
lance). At that location, vehicle speed decreases without the presence of a similar
speed pattern 15-30 s earlier on the same lane at the previous downstream camera lo-
cation. We defined that a stop-and-go wave forms at a particular location if the speed
at that location reaches values more than 7 km/h lower than at the preceding down-
stream camera location during the previous 30 s (Ahn & Cassidy, 2007). Figure 2.4(b)
shows an example of formation of a stop-and-go wave, which later will propagate
upstream (the latter cannot be observed in the figure). Vehicle speed stays between
35 and 40 km/h at the locations of Camera 7 and Camera § between r = 1110 s and
t =1140s. Att = 1140 s, speed starts to decrease at the location of Camera 7, reaching
28 km/h at r = 1158 s. However, speed does not decrease at the location of Camera 8
(downstream) during the previous 30 s. Actually, first, speed stays constant and later
it increases. Therefore, a stop-and-go wave forms between the locations of Camera 7
and Camera 8 without the influence of any downstream trigger.

We also determined the locations within the camera surveillance area where stop-and-
go waves grow in amplitude as they propagate upstream. The growth of a stop-and-
go wave at a particular location results in a significantly greater decrease in speed
than at the previous camera location. We defined that a stop-and-go wave grows at a
particular location if it causes the speed at that location to decrease to values more than
7 km/h lower than on the same lane at the previous downstream camera location (Ahn
& Cassidy, 2007). Figure 2.4(c) shows an example of stop-and-go wave growth. At
the location of Camera 10, vehicle speed drops from 47 to 38 km/h between 1 = 990 s
and t = 998 s. At the location of Camera 9 (upstream), speed follows a similar pattern
with a time lag of around 30 s: speed drops from 49 to 39 km/h between r = 1017 s
and r = 1034 s. However, after + = 1034 s, speed does not increase (as it does at the
location of Camera 10 after = 998 s), but it keeps decreasing, reaching 28 km/h at
t = 1065 s. This indicates that the stop-and-go wave grows in amplitude between the
locations of Camera 9 and Camera 10.

Determination of the causes of stop-and-go wave formation and growth

Once we identified the locations where stop-and-go waves form or grow, we deter-
mined the causes why they do so. To this end, we followed a two-step approach.
First, we identified the vehicles that decelerate and cause the formation or growth of
each stop-and-go wave. This was done by manually comparing the speeds of each
individual vehicle in each pair of consecutive camera locations on the same lane (see
Figures 2.5(a) and 2.5(c)). Second, we determined the cause why those vehicles de-
celerate. This was done by manually analysing individual vehicle trajectories to check
whether any vehicles move to the subject lane in front of the vehicles that decelerate
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and cause the formation or growth of each stop-and-go wave. If that is the case, we
concluded that the cause is one or more lane-changing manoeuvres (see Figure 2.5(d)).
If that is not the case, we concluded that the cause is related to car-following behaviour
(see Figure 2.5(b)). Note that we assumed that both types of causes are mutually ex-

clusive.
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Figure 2.5: Identification of the causes of stop-and-go wave formation and growth.

2.4.3 Test of statistical significance

The primary factor triggering stop-and-go waves at the study site was identified in
two steps. First, we counted the number of instances in which the causes of stop-
and-go wave formation or growth are related to: i) car-following behaviour; and ii)
disruptive lane changes. Thus, we identified the most frequent cause. Second, we
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tested whether the frequency of stop-and-go waves caused by car-following behaviour
phenomena was significantly different from the frequency of stop-and-go waves caused
by lane changes. This is comparable to testing whether a coin is fair: from a series of
outcomes, it is tested whether the relative frequency of one of the sides is so high that
it can be considered unlikely. A two-tailed binomial test is suitable to do so. Based on
a series of outcome observations, that type of test determines whether: a) two outcome
categories are equally likely to occur (null hypothesis); or b) two outcome categories
are not equally likely to occur (alternative hypothesis) (Moore et al., 2011). Applied
to our case, the test shows whether observed differences in frequency between the two
causes of stop-and-go waves result purely from chance or from the fact that one cause is
actually more frequent than the other. The p-value indicates how unlikely the outcome
should be to reject the null hypothesis. If the p-value is higher than the significance
level (for which we chose 5%), the null hypothesis cannot be rejected. Instead, if the
p-value is lower than the significance level, the null hypothesis is rejected.

2.5 Results

In this section, we present the results of the analysis of the causes of stop-and-go wave
formation and growth at the study site.

2.5.1 Identification of stop-and-go waves

In total, 13 stop-and-go waves have been identified in the data, all of them on the centre
and median lanes. No stop-and-go wave has been identified on the shoulder lane. All
the identified stop-and-go waves have their origin either on the uphill section or farther
downstream (see Fig. 2.6). Five stop-and-go waves have been identified on the centre
lane, of which four have their origin within the section under camera surveillance and
the other one originates farther downstream (see Figure 2.6(a) and Table 2.1). Eight
stop-and-go waves have been identified on the median lane, of which five have their
origin within the area under surveillance and the rest originate farther downstream
(see Figure 2.6(b) and Table 2.1). Note that some of the stop-and-go waves seem
to occur simultaneously on the centre and median lanes (compare Figure 2.6(a) with
Figure 2.6(b)). Seven of the 13 stop-and-go waves that have been identified on the
centre and median lanes form in uncongested traffic (waves 1, 2, 6, 7, 8, 9 and 10 in
Figures 2.6(a) and 2.6(b)). The remaining six waves form in congested traffic (waves
3,4,5, 11, 12 and 13 in Figures 2.6(a) and 2.6(b)). The traffic speed indicates whether
traffic flow is congested or uncongested (see also Patire (2010)).
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2.5.2 Causes of stop-and-go wave formation

The cause of formation of eight of the nine stop-and-go waves that have their origin
within the section under camera surveillance (both in the centre and median lanes) is
related to car-following behaviour (see Figures 2.5(a), 2.5(b), 2.6(a), 2.6(b) and Ta-
ble 2.1). One stop-and-go wave on the centre lane is triggered by lane-changing vehi-
cles coming from the shoulder lane (see Figure 2.6(a) and Table 2.1). The two-tailed
binomial test shows that the causes of stop-and-go wave formation are more frequently
related to car-following behaviour than to lane changes at the 5% significance level (p-
value = 0.04 < 0.05).

Table 2.1: Causes of stop-and-go wave formation and growth (CF stands for car-
following behaviour; LC stands for lane changes).

Center lane Median lane
Origin Origin not  Total Origin Origin not  Total
identified  identified identified  identified
Stop-and-go waves 4 1 5 5 3 8
Cause of formation (CF/LC) 3/1 5/0
Stop-and-go wave amplifications 3 6
Cause of amplification (CF/LC) 3/0 5/1

2.5.3 Causes of stop-and-go wave growth

The 13 stop-and-go waves observed in the data set have been identified to grow in
amplitude in nine cases. In eight of those nine cases, the cause of growth is related to
car-following behaviour (see Figures 2.6(a), 2.6(b) and Table 2.1). One stop-and-go
wave grows on the median lane as a result of lane-changing manoeuvres performed
by vehicles coming from the centre lane (see Figures 2.5(c), 2.5(d) and 2.6(b) and
Table 2.1). The two-tailed binomial test shows that the causes of stop-and-go wave
growth are more frequently related to car-following behaviour than to lane changes at
the 5% significance level (p-value = 0.04 < 0.05).

2.6 Discussion

The results presented in Section 2.5 must be interpreted with caution, due to the re-
duced sample size and the limited scope of the data. First, the sample size is small
(only 13 stop-and-go waves were identified in the data), which may reduce the sig-
nificance of the results. The results would be more conclusive if additional trajectory
data with more stop-and-go waves were available. Second, we analysed microscopic
flow data of one particular sag. The causes of stop-and-go waves can be site-specific,
therefore our findings can be generalised to other sags only to a certain extent. An
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Figure 2.6: Speed deviation (from 50 km/h) of vehicles passing each camera location
on the center and median lanes. Dashed lines indicate stop-and-go waves, which are
numbered (W1, W2, etc.). Circles and squares indicate locations where stop-and-go
waves form or grow in amplitude. Circles indicate that the cause for stop-and-go wave
formation/growth is related to car-following behaviour. Squares indicate that the cause
for stop-and-go wave formation/growth is related to disruptive lane changes. Camera
4 is located at the bottom of the sag.

analysis of data from additional sites is necessary to draw a final conclusion regarding
the transferability of our findings to other sags. If possible, the additional sites should
be from other countries and include sags with different vertical alignment profiles and
different number of lanes than our study site.
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In spite of those data limitations, the findings presented in this study are important to
understand traffic flow dynamics at sags. Our results indicate that the primary factor
triggering stop-and-go waves at sags is related to car-following behaviour, whereas
lane changes are a less significant triggering factor. We found evidence that lane-
changing vehicles can disrupt traffic and trigger stop-and-go waves at sags, as sug-
gested by other authors (Brilon & Bressler, 2004). However, at our study site, the
formation and growth of stop-and-go waves seem to be caused by lane changes only
in a few cases (11%). In most cases (89%), the causes of stop-and-go wave formation
and growth are related to car-following behaviour. This difference in frequency is sta-
tistically significant. Our results seem to be in line with the findings of Zheng et al.
(2011), who found that in most cases (66%) the cause of stop-and-go waves forming
on the uphill section of a US freeway was related to car-following behaviour. The re-
maining waves (33%) were triggered by lane changes. That site also contains a merge
and a diverge, which may explain why the percentage of stop-and-go waves triggered
by lane changes is higher than in our study site.

Some studies found evidence that car-following behaviour changes significantly on
the lower part of the uphill section at sags. Drivers tend to decelerate and keep longer
headways than expected given their speed (Koshi et al., 1992; Furuichi et al., 2003;
Koshi, 2003; Yoshizawa et al., 2012). Goiii-Ros et al. (2013a) found evidence of those
changes in car-following behaviour in the same trajectory data set used in this paper.
Some authors suggest that those local changes in car-following behaviour are the pri-
mary triggering factor of stop-and-go waves at sags (Koshi et al., 1992; Koshi, 2003).
It is important to note that due to the characteristics of our data and methodology, we
could only determine whether the causes of stop-and-go wave formation and growth
are related to lane changes or to car-following behaviour. The hypothesis that the
primary factor triggering stop-and-go waves at sags are the changes in car-following
behaviour caused by the change in freeway gradient seems plausible. However, further
research is necessary to identify the characteristics of the car-following behaviour phe-
nomena that trigger stop-and-go waves at sags. For instance, some of the stop-and-go
waves identified in this paper seem to occur simultaneously on the centre and median
lanes; the cause for that may be that drivers adapt their car-following behaviour to the
traffic conditions on the adjacent lanes, triggering stop-and-go waves on their lane.

Alternatively, the cause for the simultaneous occurrence of stop-and-go waves on dif-
ferent lanes may be related to lateral driving behaviour. As explained in Section 2.2,
when a stop-and-go wave emerges on a given lane, some drivers move to the other
lanes in order to avoid stopping. Those lane changes may spread congestion to the tar-
get lanes (Koshi et al., 1992; Hatakenaka et al., 2006; Patire & Cassidy, 2011). Even
if those lane changes do not directly disrupt traffic on the target lanes, they do cause
an increase in flow. With higher flow, perturbations related to car-following behaviour
are more likely to destabilise traffic flow and trigger stop-and-go waves.
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2.7 Conclusions

Stop-and-go waves frequently emerge on the uphill section of sags, both in uncon-
gested and congested traffic conditions. Previous studies suggest that the causes of
stop-and-go waves at sags are related to: a) car-following behaviour; and/or b) dis-
ruptive lane changes. However, it is not clear which of those two triggering factors is
dominant. We analysed vehicle trajectories collected by means of video cameras on
a three-lane sag of the Tomei Expressway (Japan), identifying the causes of stop-and-
go wave formation and growth on the study site. The results show that in most cases
the factor triggering stop-and-go waves is related to car-following behaviour; disrup-
tive lane changes are a less significant triggering factor. The car-following behaviour
phenomena that trigger stop-and-go waves at sags may be related to the changes in
car-following behaviour caused by the change in freeway slope, as suggested in the
scientific literature. However, further research is necessary to validate that hypothesis.
Our findings have important implications for the development of measures aimed at
mitigating oscillatory traffic. Particularly, our findings show the relevance of develop-
ing systems to assist drivers in performing the acceleration task at sags (Gofi-Ros et
al., 2012).
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Abstract

Freeway capacity decreases at sags due to local changes in car-following behavior.
Consequently, sags are often bottlenecks in freeway networks. This article presents
a microscopic traffic model that reproduces traffic flow dynamics at sags. The traffic
model includes a new car-following model that takes into account the influence of
freeway gradient on vehicle acceleration. The face-validity of the traffic model is tested
by means of a simulation study. The study site is a sag of a Japanese freeway. The
simulation results are compared to empirical traffic data presented in previous studies.
‘We show that the model is capable of reproducing the key traffic phenomena that cause
the formation of congestion at sags, including the lower capacity compared to normal
sections, the location of the bottleneck around the end of the vertical curve, and the
capacity drop induced by congestion. Furthermore, a sensitivity analysis indicates that
the traffic model is robust enough to reproduce those phenomena even if some inputs
are modified to some extent. The sensitivity analysis also shows what parameters need
to be calibrated more accurately for real world applications of the model.

3.1 Introduction

The gradient of a freeway is the inclination of the freeway surface to the horizontal.
Sags or sag vertical curves are freeway sections along which the gradient increases

33
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gradually in the direction of traffic. The capacity of sags is generally lower than that
of normal freeway sections (Koshi et al., 1992; Okamura et al., 2000). Consequently,
sags often cause congestion in high traffic demand conditions (Koshi et al., 1992). The
main reason why the freeway capacity decreases at sags is related to local changes in
car-following behavior (Furuichi et al., 2003; Koshi, 2003; Brilon & Bressler, 2004;
Yoshizawa et al., 2012; Goifii-Ros et al., 2014a).

In order to evaluate the effectiveness of possible traffic management measures aimed
at mitigating congestion at sags, it is necessary to be able to simulate traffic at that type
of bottlenecks in a realistic way. This paper presents a microscopic traffic model that
reproduces traffic flow dynamics at sags. The model consists of two sub-models: a
car-following model and a lane change model. The main novelty is the car-following
modeling approach, which is based on assumptions about the way in which sags affect
longitudinal driving behavior that are more realistic than those of existing models, and
has a very generic formulation.

The face-validity of the traffic model is tested by means of a simulation study. The
study site is the Yamato sag (Tomei Expressway, Japan). The traffic flow patterns
obtained from simulation are compared to the patterns observed in empirical traffic
data according to previous studies. Furthermore, we carry out a sensitivity analysis
aimed at evaluating the robustness of the model to changes in key model inputs, and
at determining the way in which modifying each of those model inputs influences the
characteristics of the simulated traffic.

The rest of this article is structured as follows: Section 3.2 describes the main causes
of congestion at sags according to the scientific literature; Section 3.3 specifies the
requirements of the traffic model and analyzes the suitability of existing models; Sec-
tion 3.4 presents the microscopic traffic model; Section 3.5 presents the methodology
used to test the face-validity of the traffic model; Section 3.6 reports the results of the
analysis; and Section 3.7 presents the conclusions of this study.

3.2 Causes of congestion at sags

Various empirical studies show that the capacity of sags is considerably lower than the
capacity of normal sections (up to 30% lower) (Koshi et al., 1992; Okamura et al.,
2000). Because of that, sags are often bottlenecks in freeway networks, hence they
cause the formation of congestion in conditions of high traffic demand. In general, the
bottleneck is located 500 to 1,000 m downstream of the bottom of the sag (Brilon &
Bressler, 2004). The factors reducing the capacity of sags seem to be related primar-
ily to two changes in car-following behavior that occur when vehicles go through the
vertical curve: i) drivers tend to reduce speed (Koshi et al., 1992; Furuichi et al., 2003;
Brilon & Bressler, 2004); and ii) drivers tend to keep longer headways than expected
given their speed (Koshi, 2003; Yoshizawa et al., 2012; Goini-Ros, et al., 2014a). These
changes in car-following behavior seem to be unintentional (Yoshizawa et al., 2012).
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They are caused by a decrease in vehicle acceleration resulting from the combination
of two factors: 1) increase in resistance force; and ii) insufficient acceleration opera-
tion by drivers (Koshi et al., 1992; Yoshizawa et al., 2012). Drivers fail to accelerate
sufficiently even though they generally perceive the increase in slope (Furuichi et al.,
2003; Yoshizawa et al., 2012). The reason why drivers do not accelerate sufficiently
seems to be related to their throttle operation behavior: drivers generally push down
the throttle pedal at the beginning of the vertical curve but it takes time for them to
adjust the throttle position so as to fully compensate for the increase in resistance force
(Yoshizawa et al., 2012). Drivers are generally able to re-accelerate and recover their
desired speed once they leave the vertical curve (Brilon & Bressler, 2004; Yoshizawa
et al., 2012).

Typically, in freeways with keep-left or keep-right rules, the process of congestion
formation at sags consists of two phases. In the first phase, congestion forms on the
median lane (Koshi et al., 1992; Hatakenaka et al., 2006; Patire & Cassidy, 2011).
The main reason why congestion emerges first on the median lane is related to the
characteristics of lane flow distribution: with high demand and uncongested traffic,
flows tend to be higher (and closer to capacity) on the median lane than on the other
lanes (Hatakenaka et al., 2006; Xing et al., 2010). In the second phase, congestion
spreads from the median lane to the other lanes (Koshi et al., 1992; Hatakenaka et
al., 2006; Patire & Cassidy, 2011). That process can be described as follows. When
traffic becomes congested on the median lane, some vehicles migrate from that lane
to the less crowded lanes in order to avoid queuing (Hatakenaka et al., 2006; Patire &
Cassidy, 2011). When the flow on those lanes exceeds their capacity, traffic also breaks
down there. At that point, traffic is congested on all lanes, which causes a significant
decrease in total outflow (due to the capacity drop phenomenon (Hall & Agyemang-
Duah, 1991) and the formation of a queue upstream of the bottleneck (Koshi et al.,
1992; Patire & Cassidy, 2011).

3.3 Model requirements and suitability of existing mod-
els

As discussed in Section 3.2, the main traffic phenomena involved in the formation
of congestion at sags are: a) decrease in vehicle acceleration and local changes in
car-following behavior; b) low capacity of sags compared to normal sections (the bot-
tleneck being the end of the vertical curve); c) congestion-induced capacity drop; d)
queue dynamics; e) uneven lane flow distribution in high demand conditions; and f)
migration of vehicles from congested to uncongested lanes. Any model that aims to
reproduce traffic at sags in a realistic way should be capable of reproducing all the
traffic phenomena mentioned above.

In order to reproduce phenomena e and f, the traffic model needs to include a lane
change model. Note that there is no empirical evidence suggesting that lane-changing
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behavior is different at sags than in normal sections. For that reason, we conclude
that it is sufficient to use a regular lane-change model, in which the set of variables
that determine the decision to change lanes does not include the freeway gradient (it
includes variables such as the difference in speed between lanes).

In order to reproduce phenomena a, b, ¢ and d, the traffic model needs to include a
car-following model. As discussed in Section 3.2, drivers significantly change their
car-following behavior when they go through a sag, which is the main cause of the
difference in capacity between sags and normal sections. Therefore, the car-following
model needs to include the freeway gradient as separate variable in addition to the
variables that determine regular car-following behavior (e.g., speed and distance to the
preceding vehicle). Furthermore, the car-following model needs to adequately repro-
duce the influence of the freeway gradient on vehicle acceleration. Particularly, the
model needs to reproduce: i) the limiting effect that an increase in gradient has on ve-
hicle acceleration; ii) the inability of drivers to fully compensate for that limiting effect
immediately; iii) the resulting changes in car-following behavior at sags (i.e., speed re-
duction and increase in headways); and iv) the creation of a capacity bottleneck at the
end of sag vertical curves. In addition, the car-following model also needs to reproduce
the ability of drivers to gradually regain their normal car-following behavior once they
leave the vertical curve.

Several car-following models have been developed in the last decades with the objec-
tive of reproducing longitudinal driving behavior at sags. Those models can be grouped
into two broad categories based on whether they assume that drivers do or do not ex-
plicitly compensate for the limiting effect that an increase in freeway gradient has on
vehicle acceleration. Examples of models that assume no explicit compensation are
those proposed by Koshi et al. (1992) and Komada et al. (2009). Both models assume
that a constant positive slope has a constant negative influence on vehicle acceleration.
However, that assumption is not consistent with empirical observations, which show
that drivers generally regain their normal car-following behavior as they climb an up-
hill section (at least if the uphill section is not too steep) (Brilon & Bressler, 2004;
Yoshizawa et al., 2012).

Examples of models that assume that drivers explicitly compensate for the limiting
effect that an increase in gradient has on vehicle acceleration are those proposed by
Yokota et al. (1998) and Oguchi and Konuma (2009). Yokota et al. (1998) present a
car-following model that assumes that drivers are able to fully compensate for changes
in gradient with a certain time delay. Hence a constant slope has a decreasing influence
on vehicle acceleration. This is more in line with empirical observations. However, an
important disadvantage of that model is that it does not accurately reproduce the lo-
cation of the bottleneck at sags. The model generates a bottleneck around the bottom
of the sag (Yokota et al., 1998), whereas empirical observations show that the bottle-
neck is generally located around the end of the vertical curve (Brilon & Bressler, 2004;
Patire & Cassidy, 2011).

Oguchi and Konuma (2009) present a model that assumes that drivers compensate for



Chapter 3. Modeling traffic at sags 37

the increase in resistance force caused by an increase in freeway gradient in such a
way that the sensitivity of the vehicle acceleration to that increase in resistance force
decreases over time as the vehicle moves along the vertical curve and the subsequent
uphill section. The authors show that their model reproduces the car-following be-
havior of drivers (as observed in a driving simulator environment) better than models
assuming that drivers do not explicitly compensate for the limiting effect that an in-
crease in gradient has on vehicle acceleration (Oguchi & Konuma, 2009). Oguchi and
Konuma do not present simulated traffic data, but one may expect that with appropriate
parameter values their model generates a bottleneck at the end of sag vertical curves,
which is the location where the limitation on vehicle acceleration caused by the gra-
dient term is stronger. However, one drawback of the model proposed by Oguchi and
Konuma (2009) is that it is not sufficiently generic. More specifically, the values of
some parameters (such as 7, and Ty) necessarily depend on the vertical profile of the
sag.

We conclude that in order to model traffic at sags, it is sufficient to use a regular lane
change model, but it is necessary to develop a new car-following model. That model
should reproduce the characteristics of car-following behavior at sags and their effect
on freeway capacity in a realistic way. To that end, the main principle of the model-
ing approach proposed by Oguchi and Konuma (2009) seems adequate. However, that
principle should be re-formulated in such a way that the model parameters are inde-
pendent of the vertical profile of the freeway, in order to make the model generic for
all sags.

3.4 Microscopic traffic model

The proposed microscopic traffic model consists of two sub-models: i) a car-following
model; and ii) a lane change model. The two sub-models are presented in Section 3.4.1
and Section 3.4.2, respectively. The inputs required by the traffic model are described
in Section 3.4.3.

3.4.1 Car-following model

We developed a new car-following model that takes into account the influence of ver-
tical curves on vehicle acceleration. The model determines the vehicle acceleration by
means of a two-term additive function:

v(t) = frt) + /g (1) (3.1

The first term in Eq. 3.1 (f;) describes regular car-following behavior. Its formulation
is based on the Intelligent Driver Model (IDM) (Treiber et al., 2000). This term ac-
counts for the influence of speed (v), relative speed (Av) and spacing (s) on vehicle
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where the dynamic desired spacing (Sges) 1S:

acceleration:

v(t) - Av(t)
Sdes(V(1),Av(t)) = ss+v(t) - T(v(t)) + —== 33
e (V0), A0(1)) = 53 v(0)- T (v(0) + 72 (33
and the safe time headway (7') depends on the traffic state:
T if v(t) > veri
T = {2 v 64
v-Tr  if v(f) < verit

The parameters in Eqs. 3.2-3.4 are: desired speed (v4es); maximum acceleration (a);
maximum comfortable deceleration (b); net spacing at standstill (ss); safe time head-
way in uncongested traffic conditions (7r); congestion factor on safe time headway
(y> 1); and critical speed (v¢rit). The critical speed is used as threshold to differentiate
between congested and uncongested traffic.

The second term in Eq. 3.1 (f;) accounts for the influence of vertical curves on vehicle
acceleration. At a given time ¢, that influence is the difference between the gradient at
the location where the vehicle is at that time (G(x(z))) and the gradient compensated
by the driver until that time (G.(¢)), multiplied by a sensitivity parameter (6):

fe(t) = =86-[G(x(1)) — Gc(1)] (3.5)

The compensated gradient (G.) is a variable that accounts for the fact that drivers have
a limited ability to compensate for the negative effect that an increase in gradient has
on vehicle acceleration. The model assumes that drivers compensate for any increase
in freeway gradient linearly over time with a maximum gradient compensation rate
defined by parameter ¢. The value of parameter ¢ does not depend on the vertical
profile of the sag. This assumption is based on findings by Yoshizawa et al. (2012),
who found that, when drivers go through a sag, they push down the throttle pedal at a
similar rate regardless of the vertical profile of the sag. Note that the model assumes
that drivers are able to fully compensate for any decrease in gradient (e.g., at crest
vertical curves) immediately. Therefore, the compensated gradient at a given time ¢ is
defined as follows:

G(x(1)) if G(x(1)) < G(te) +c- (t—t) 3:6)
> G(t,

Ge(t) = .
G(te)+c-(t—t) if G(x(r)) (te)+c-(t—1)
where £ is the time when the driver could no longer fully compensate for the gradient

change:
te = max(t | Ge(r) = G(x(1))) 3.7

The properties of the model are as follows. If the gradient profile of a sag is such that
the rate at which the freeway gradient increases is lower than the driver’s maximum
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gradient compensation rate (c), then G — G, = 0 (hence f; = 0) at any time 7. Conse-
quently, at very gentle sags, the increase in freeway gradient has no effect on vehicle
acceleration, so acceleration is determined only by the regular car-following behavior
term (f;). However, at sags where the rate at which the gradient increases is higher than
the driver’s maximum gradient compensation rate (c), then G — G, > 0 for a certain pe-
riod of time. During that period, the compensated gradient (G.) increases linearly over
time but f is negative, which limits vehicle acceleration. It is important to remark two
things about the latter type of sags. First, the sharper the sag, the greater the value of
G — G, along the sag, hence the stronger the vehicle acceleration limitation. Second,
of all locations along the freeway, vehicle acceleration limitation is maximum at the
location where the gradient increase rate becomes lower than the driver’s maximum
gradient compensation rate (i.e., the end of the sag vertical curve), because G — G is
maximum at that location.

Note that the formulation of the second term of Eq. 3.1 (f) is based on a similar
principle to that of the gradient term of the model presented by Oguchi and Konuma
(2009). However, in our model, the values of the parameters of the gradient term (i.e.,
¢ and 0) do not necessarily depend on the vertical profile of the freeway. This makes
our model more generic than the model presented by Oguchi and Konuma.

3.4.2 Lane change model

To model lane-changing behavior we used the Lane Change Model with Relaxation
and Synchronization (LMRS) (Schakel et al., 2012). Note that we modified the LMRS
with regard to the calculation of the speed gain desire incentive: in our model, the
speeds of all preceding vehicles that are not farther ahead than xp meters have the same
weight in calculating the anticipated speed of downstream traffic. This modification
allows drivers to anticipate more accurately the speed of downstream traffic when they
drive into a queue and they have to decide whether to change lanes.

3.4.3 Model inputs

The traffic model requires the user to provide the following inputs: i) simulation pe-
riod; ii) characteristics of the freeways; iii) traffic demand profile; and iv) traffic com-
position. The freeway characteristics include length, number of lanes, vertical profile
(i.e., degree of gradient over distance) and speed limits. The traffic demand profile
specifies the flow entering the simulated freeway stretch over time (per lane). The traf-
fic composition describes the characteristics of the vehicle-driver units that enter the
freeway. The vehicle characteristics taken into account by the model are vehicle type
(passenger car, truck, etc.) and vehicle length (/). The driver characteristics are the
parameters of the car-following model and the lane change model.
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3.5 Model verification methodology

The face-validity of the traffic model described in Section 3.4 was tested by means of
a simulation study. The objective was to determine the model’s ability to realistically
reproduce traffic flow dynamics at sags. First, we defined a freeway stretch containing
a sag and we simulated traffic using our traffic model. We analyzed the traffic flow
patterns obtained from simulation and we compared them with the patterns observed
in empirical data. Second, we performed a sensitivity analysis. The objectives of that
analysis were to determine: i) the robustness of the model to changes in key model
inputs; and ii) the way in which modifying each of those model inputs influences the
simulation results. The general simulation setup is presented in Section 3.5.1. The
scenarios of the sensitivity analysis are defined in Section 3.5.2. Finally, Section 3.5.3
describes the indicators used to analyze the simulation results.

3.5.1 Simulation setup

Freeway characteristics The simulated freeway stretch is 10 km long and has three
lanes (median, center and shoulder). Vehicles enter the freeway at location x = 0;
the exit point is at location x = 10 km. The freeway stretch has three sections: 1)
constant-gradient downhill section; ii) sag vertical curve; and iii) constant-gradient
uphill section. The first and third sections have a constant gradient equal to -0.5 and
2.5%, respectively. The vertical profile of the sag is equivalent to that of the Yamato
sag (Tomei Expressway, Japan): the gradient increases linearly from -0.5 to +2.5%,
and the length of the vertical curve is 600 m (see Fig. 3.1). The constant-gradient
downhill section is long enough to ensure that if congestion forms at the sag, the queue
does not spill back to the freeway entry point. The speed limit is 100 km/h for cars and
85 km/h for trucks on the whole freeway stretch. There are no on-ramps, off-ramps,
lane drops or horizontal curves.

Simulation period and traffic demand profile The simulation period is 100 min.
The total traffic demand (on all lanes) increases linearly from 3,000 to 5,200 veh/h
between t = 0 and t = 75 min. From 7 = 75 to t = 100 min, the total inflow stays
at 5,200 veh/h. Given the total demand, the demand per lane was defined based on a
lane flow distribution model presented by Wu (2006). We used the same parameter
values provided in Wu (2006) for three-lane freeways (see Table 6 of that reference),
except for a and e on the center lane (we used a = 0.39 and e = 0.30). We slightly
modified the values of those two parameters to make the lane flow distribution model
more accurate for Japanese freeways, based on empirical data presented by Xing et
al. (2010). Note that after entering the freeway, vehicles are free to change lanes in
accordance with the lane change model.
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Figure 3.1: Vertical profile of the freeway stretch.

Traffic composition We defined two types of vehicles (cars and trucks), which have
different vehicle length (4 and 15 m, respectively). Furthermore, we defined three types
of car drivers (each corresponding to one lane) and one type of truck driver. Defining
one type of car driver per lane was necessary to take into account the differences in
desired speed and target time headway between lanes observed in empirical traffic
data (Patire & Cassidy, 2011). The parameters of the car-following model and the lane
change model are different for each driver type (see Table 1). For the interpretation
of the lane change model parameters, we refer to Schakel et al. (2012). Table 3.2
shows the percentage of vehicles entering the freeway on each lane that belong to each
vehicle and driver type. Note that we defined some parameters of the car-following
model and the lane change model as stochastic parameters (Vges, @, b, T, ¢, Thin for
car drivers, and vges for truck drivers). The value of those parameters differs between
drivers belonging to the same driver type. For car drivers, those parameters depend
on the stochastic factor 8, which differs between drivers (it is normally distributed
with mean §* and standard deviation Gg): Vdes = O Vdes0; @ = 8- ag; b = 8-bo; Tr =
Tr0/9; ¢ = 8- co; and Tin = Thino/0. Note that the factor 8 is defined per driver,
hence all stochastic parameters corresponding to a particular driver are correlated. For
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trucks, only the desired speed parameter is stochastic. That parameter is assumed to

be normally distributed with mean v(*je&t and standard deviation Gyges -

Data collection system We placed virtual loop detectors every 100 m all along the
freeway stretch, on all lanes. Those detectors measure flow and average speed. The

data aggregation period is 30 s.

Table 3.1: Parameters of the car-following model and the lane change model (base

scenario)
Vehicle type Car Truck
Driver type Cardriver I Cardriver2 Cardriver 1 Truck driver
ag (m/s?) 1.25 1.25 1.25 0.50
by (m/s?) 1.80 1.80 1.80 1.50
Trp (s) 1.45 1.20 1.15 1.50
ss (m) 3 3 3 3
Vdes,0 (km/h) 100 100 100
Verit (km/h) 60 60 60 60
co(s™h 0.00042 0.00042 0.00042 0.00042
0 (m/s?) 9.81 9.81 9.81 9.81
Y() 1.15 1.15 1.15 1.15
& (-) 0.92 0.97 1.03 1.00
o5 (-) 0.03 0.10 0.10 0.00
Vies (km/h) 85
Oydes, (km/h) 2.5
Timin,o () 0.56 0.56 0.56 0.56
T(s) 25 25 25 25
X (m) 200 200 200 200
Veain (km/h) 70 50 50 70
dé{ee ©) 0.365 0.365 0.365 0.365
dgime (=) 0.577 0.577 0.577 0.577
dihop () 0.788 0.788 0.788 0.788

Table 3.2: Traffic composition

Vehicle type Car Car Car Truck
Driver type Cardriver 1 Cardriver 2 Cardriver 3 Truck driver
Shoulder lane 90% 0% 0% 10%
Center lane 0% 95% 0% 5%
Median lane 0% 0% 100% 0%
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3.5.2 Sensitivity analysis

To perform the sensitivity analysis, we defined a base scenario and several alternative
scenarios. In the base scenario, the model inputs are those defined in Section 3.5.1. In
the alternative scenarios, the model inputs are the same as in the base scenario, except
for one of them, which is changed by a certain percentage. The modified inputs are the
vertical curve length (L), the maximum gradient compensation rate (cp), the congestion
factor on target time headway (), and the sensitivity to the difference between gradient
and compensated gradient (0) (see Table 3.3). Note that we also defined a reference
scenario, in which it is assumed that the sag vertical curve has no influence whatsoever
on the acceleration behavior of drivers (i.e., fy(f) = 0 at any time 7). That hypothetical
behavior is modeled by setting the value of the maximum gradient compensation rate
parameter to a very high value (co =999 s~ 1), leaving the other model inputs as in
the base scenario. The reference scenario is used as input to analyze the traffic data
obtained from simulation (see Section 3.5.3). Five simulation replications were carried
out for each scenario.

Table 3.3: Sensitivity analysis: model inputs in each scenario

L (m) co(s™h Y 0 (m/s?)
Base scenario 600 0.00042 1.15 9.81
090600  0.00042 1.15 9.81
. . 0.95.600  0.00042 1.15 9.81
Scenarios with modified L 1\ o (o 00042 1.15 9.81
110600 0.00042 1.15 9.81
600  090-000042  1.15 9.81
. . 600  095-000042  1.15 9.81
Scenarios with modified co | (o0 05 000042 1.15 9.81
600  1.10-0.00042  1.15 9.81
600 000042 090-1.15 981
. . 600 000042  095-1.15 981
Scenarios with modified ¥ 600 000042  1.05-1.15 981
600 000042  1.10-1.15 981
600 0.00042 115 090-981
. . 600 0.00042 115 095-981
Scenarios with modified 8 600 0.00042 115 1.05-9.81
600 0.00042 115  1.10-981

3.5.3 Indicators

The key characteristics of the traffic flow patterns obtained from simulation were deter-
mined by analyzing the flow and speed data collected by the virtual loop detectors. To
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analyze the data, we used three main indicators: a) time-to-breakdown (TTBD); b) av-
erage exit flow after breakdown (scong); and c) average vehicle delay after breakdown
(AVDcong)~

The time-to-breakdown (TTBD) is the time when traffic becomes congested at the
end of the sag vertical curve on a lane and this is followed by the formation of per-
sistent congestion on the other lanes as well (see, for example, Figs. 3.2 and 3.3). As
mentioned in Section 3.4.1, we consider that traffic becomes congested when the traffic
speed goes below a certain threshold (v¢ri¢). The speeds used to calculate the TTBD are
those measured by the three virtual detectors (one on each lane) located at x = 8.2 km
(i.e., near the end of the sag vertical curve).

The average total exit flow after breakdown (scong) is the average of the total exit flows
measured from the time when traffic breaks down (i.e., TTBD) to the end of the sim-
ulation period. The total exit flow in a given aggregation period is defined as the
sum of the flows measured by the three virtual detectors (one on each lane) located at
x=9.9 km (i.e., near the freeway exit point) during that period. The scong can be used
as an estimate of the queue discharge capacity of the bottleneck.

The average vehicle delay after breakdown (AVDcop) is calculated as follows:

TTScong — TTSet

AVD¢opg = Nacos

(3.8)
where: TTScong is the total time spent by vehicles in the freeway stretch between the
time when traffic breaks down (i.e., TTBD) and the end of the simulation period in a
given scenario; TTSr is the total time spent by vehicles in the freeway stretch in the
reference scenario during the same time period used to calculate TTScong; and Ny cong
is the number of vehicles that enter the freeway during the time period used to calculate
TTScong. Note that Ny cong is the same in the target scenario and the reference scenario
for each simulation replication.

In Eq. 3.8, the total time spent is calculated based on the total demand and exit flows
using the method described in Papageorgiou et al. (2003). The total demand flow is
defined as the sum of the flows measured by the three virtual detectors (one on each
lane) located at x = 0.1 km. As mentioned above, the total exit flow is defined as the
sum of the flows measured by the three virtual detectors (one on each lane) located at
x=9.9km.

Finally, note that the values of the three indicators described above are expected to be
different in different replications of the same scenario, because some parameters of the
car-following and lane change models are stochastic (see Section 3.5.1). Therefore, the
behavior of driver-vehicle units is not exactly the same in all replications of the same
scenario, which influences both the demand profile and the capacity of the bottleneck.
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3.6 Results

This section presents the results of the simulation study aimed at testing the face-
validity of the traffic model. Section 3.6.1 analyzes the main characteristics of the
traffic flow patterns obtained from simulation. Section 3.6.2 presents the results of the
sensitivity analysis.

3.6.1 Simulated traffic flow patterns

In Figs. 3.2 and 3.3, we can observe a typical example of the traffic flow patterns
generated by the model. Those figures show flow and speed data corresponding to
one of the base scenario simulation replications. In that simulation replication, traffic
breaks down at # = 84 min (see Figs. 3.2 and 3.3(a)), when total demand is 5,200 veh/h.
The bottleneck is the end of the sag vertical curve (see Fig. 3.2).

The process of congestion formation is as follows: 1) traffic becomes congested on
the median lane (see Figs. 3.2 and 3.3(a)); 2) some drivers move out of the median
lane, which causes a temporary increase in flow on the center and shoulder lanes (see
Fig. 3.3(b)); and 3) the capacity of the center and shoulder lanes is exceeded and traffic
becomes congested there as well (see Figs. 3.2 and 3.3(a)). Note that the migration of
vehicles from the median lane to the other lanes causes a temporary decrease in flow
on the median lane (see Fig. 3.3(b)). That decrease in flow causes the queue on that
lane to dissolve; however, the decrease in flow is only temporary, so traffic becomes
congested on the median lane again a few minutes later (see Figs. 3.2 and 3.3(a)).

The occurrence of congestion on a lane results in decreased lane flow (see Fig. 3.3(b)).
The average total exit flow after breakdown (which is an estimation of the queue dis-
charge capacity of the bottleneck) is about 5,000 veh/h, i.e., 4% lower than the total
demand (see Fig. 3.3(c)). As a result, after traffic breaks down, a queue of vehicles
forms upstream of the bottleneck (see Fig. 3.2), which leads to increased travel times
(the average vehicle delay after breakdown is 13.6 s).

In conclusion, the traffic flow patterns obtained from simulation are similar to the pat-
terns observed in real freeways. The traffic model is capable of reproducing the main
phenomena that cause the formation of congestion at sags. The model generates a
capacity bottleneck and reproduces its location quite accurately (i.e., end of the sag
vertical curve), although the simulated free flow capacity (5,200 veh/h) is lower than
in empirical traffic data from the Yamato sag (5,400 veh/h) (Patire & Cassidy, 2011).
In addition, the model reproduces the congestion-induced capacity drop, although the
magnitude of the drop (4%) is lower than in empirical observations (11%) (Patire &
Cassidy, 2011). The model also reproduces the process of congestion formation (Koshi
et al., 1992; Hatakenaka et al., 2006; Patire & Cassidy, 2011): congestion starts on the
median lane and spreads to the other lanes as a result of lane changes. However, the
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Figure 3.2: Speed contour plots of the shoulder lane, the center lane and the median
lane in the base scenario (first simulation replication). The dash-dotted lines show the
time-to-breakdown (TTBD), and the dashed lines indicate the location where the sag
vertical curve ends.

frequency of lane changes from congested to uncongested lanes may be higher than
observed in empirical data'.

3.6.2 Sensitivity analysis

The results of the sensitivity analysis show that, in all replications of all scenarios:
1) traffic breaks down at the sag, which indicates that the capacity of the sag is lower

Note not included in the original publication: In addition, a recent study shows that the model also

reproduces the oscillating nature of congested traffic at sags (Papacharalampous et al., 2015a).
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Figure 3.3: Speeds and flows over time at location x =8.2 km (i.e., near the end of
the sag vertical curve) in the base scenario (first simulation replication). The dash-
dotted lines show the time-to-breakdown (TTBD). The dashed lines show the average
demand after t =75 min.

than that of the constant-gradient downhill section; ii) the head of the queue stays
around the end of the vertical curve; and iii) congestion causes considerable travel
time delays. However, there are notable differences between scenarios, which means
that changing the values of L, ¢, 6 and y has an impact on the characteristics of the
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simulated traffic.
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Figure 3.4: Sensitivity analysis: time-to-breakdown in each scenario (mean and mean
plus/minus one standard deviation of five simulation replications).

For instance, increasing the length of the vertical curve (L) generally leads to a slightly

longer time-to-breakdown (i.e., traffic breaks down a bit later, as shown in Fig. 3.4) and

a higher queue discharge rate (Fig. 3.5). Consequently, it also results in a lower average

vehicle delay after breakdown (Fig. 3.6). Increasing the maximum gradient compen-

sation rate (co) has a similar effect to that of increasing the length of the vertical curve

(see Figs. 3.4, 3.5 and 3.6). Instead, increasing the parameter 0 (i.e., the sensitivity to
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Figure 3.5: Sensitivity analysis: average total exit flow after breakdown in each sce-
nario (mean and mean plus/minus one standard deviation of five simulation replica-
tions).

the difference between gradient and compensated gradient) has the opposite effect: a
higher 6 generally results in a slightly shorter time-to-breakdown and a lower queue
discharge rate, which causes an increase in AVD¢op. Those findings can be explained
as follows. A longer L (hence a more gentle vertical curve), a greater ¢ (hence a faster
compensation of the increase in freeway gradient by drivers) and a lower sensitivity
to the difference between gradient and compensated gradient () reduce the negative
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Figure 3.6: Sensitivity analysis: average vehicle delay after breakdown in each sce-
nario (mean and mean plus/minus one standard deviation of five simulation replica-
tions).

effect that the increase in freeway gradient has on vehicle acceleration (see Egs. 3.5-
3.7), which is the main cause of the changes in car-following behavior that reduce the
capacity of the sag (see Section 3.2). As a result, congestion starts later in time and the
queue discharge rate increases. Therefore, the average queue length within the simu-
lation period decreases and the traffic speed within the queue increases, which leads to
decreased AVD ong.
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The value of the congestion factor on target time headway () influences traffic flow
dynamics in a different way than the value of L, ¢p and 0. First, as shown in Fig. 3.4,
changing the value of parameter y by -10, -5 or +5% in comparison to the base sce-
nario does not have any clear effect on the time-to-breakdown (Fig. 3.4). However,
if the value of parameter 7 is increased by +10%, congestion starts considerably ear-
lier (around 7 min earlier on average). Second, increasing the value of parameter Yy
generally leads to a lower queue discharge rate (see Fig. 3.5). As a consequence of
the decreased queue discharge rate (and the unchanged or shorter time-to-breakdown),
increasing the value of parameter Y results in higher average vehicle delay after break-
down (see Fig. 3.6). Those findings can be explained as follows. A higher y means
longer headways in congestion; therefore, increasing the value of y reduces the queue
discharge capacity of the sag, which results in increased average vehicle delay after
breakdown. However, increasing the value of parameter 7y has little influence on the
time when congestion starts. The average time-to-breakdown is only significantly dif-
ferent when v is 10% higher than in the base scenario. The reason why this occurs
is as follows. In the other scenarios, some slow-speed regions appear near the end of
the vertical curve before traffic breaks down (see, for instance, Fig. 3.2). Those slow-
speed regions dissolve before they cause a full traffic breakdown because the inflow
is lower than the outflow. However, increasing the value of parameter Y decreases the
outflow from those low-speed regions, which in some cases prevents their dissolution.
As aresult, the slow-speed regions cause a full breakdown earlier than in the scenarios
with lower value of y. It is important to remark that the magnitude of the decrease in
queue discharge rate caused by increasing the value of parameter Y is more pronounced
than the magnitude of the decrease in queue discharge rate caused by increasing the
value of 0 or decreasing the value of L and ¢ (see Fig. 3.5). Consequently, the magni-
tude of the increase in AVD¢ong caused by increasing the value of parameter vy is also
more pronounced than the magnitude of the increase in AVD,ong caused by increasing
parameter 0 or decreasing parameters L and c¢g (see Fig. 3.6).

Finally, note that the time-to-breakdown differs substantially between simulation repli-
cations belonging to the same scenario, whereas the variation of the average exit flow
after breakdown (scong) is much lower. As seen in Figs. 3.4 and 3.5, the average stan-
dard deviation of the time-to-breakdown in all scenarios is around 8% of the mean
(7 min), whereas the average standard deviation of scong in all scenarios is around
0.5% of the mean (30 veh/h). From this we conclude that the variation of the AVD¢ong
within each scenario is mainly due to the variation in the time-to-breakdown.

To sum up, the results of the sensitivity analysis show that the traffic model is capable
of reproducing the main characteristics of traffic flow dynamics at sags even if some
model inputs are modified to some degree. This indicates that the model is quite ro-
bust. However, modifying those inputs does have an influence on the characteristics of
the simulated traffic, which stresses the need to calibrate and validate the traffic model.
Changing the value of L, cp, 6 and 7 influences traffic as follows. Congestion tends
to start a bit earlier and be more severe if: i) the sag vertical curve is sharper (shorter
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L); ii) drivers compensate more slowly for the increase in freeway gradient (lower
cp); iii) vehicle acceleration is more sensitive to the difference between gradient and
compensated gradient (higher 0); or iv) drivers keep longer time headways in conges-
tion (higher y). It is important to remark that changing the value of parameter Y has
a larger effect on the characteristics of the simulated traffic (particularly on the queue
discharge capacity) than changing the values of L, ¢y and 6 by the same percentage (at
least in the scenarios included in the analysis). This indicates that parameter ¥ should
be given especial attention during the model calibration/validation process. Finally, the
results of the sensitivity analysis also show that the stochasticity incorporated into the
traffic model (see Section 3.5.1) has a strong influence on the time when congestion
starts, whereas its influence on the queue discharge capacity of the bottleneck is less
significant.

3.7 Conclusions

This paper presented a microscopic model that reproduces traffic flow dynamics at
sags. The traffic model consists of two sub-models: i) a car-following model; and
ii) a lane change model. The main novelty is the car-following modeling approach.
We propose a new car-following model that is based on assumptions about the way in
which sag vertical curves affect longitudinal driving behavior that are more realistic
than those of most existing models. Our car-following model is based on a similar
principle to that of the model presented by Oguchi and Konuma (2009), which assumes
that drivers compensate gradually for the increase in resistance force caused by an
increase in freeway gradient. However, our car-following model has a more generic
formulation.

The face-validity of the traffic model was tested by means of a simulation study. The
traffic flow patterns obtained from simulation are similar to the patterns observed on
real freeways. More specifically, the proposed traffic model is capable of reproducing
the main traffic phenomena that cause the formation of congestion at sags, namely: a)
decrease in vehicle acceleration and local changes in car-following behavior; b) low ca-
pacity of sags compared to normal sections (the bottleneck being the end of the vertical
curve); ¢) congestion-induced capacity drop; d) queue dynamics; e) uneven distribu-
tion of flow across lanes in high demand conditions; and f) migration of vehicles from
congested to uncongested lanes.

A sensitivity analysis indicates that the traffic model is sufficiently robust to reproduce
those phenomena even if some model inputs are modified to some degree. However,
modifying those inputs does have an influence on the characteristics of the simulated
traffic (particularly on the queue discharge capacity of the bottleneck), which high-
lights the need to calibrate and validate the proposed traffic model. Parameter y should
be given especial attention in the calibration/validation process. The results of the
sensitivity analysis also indicate potential ways to improve traffic flow efficiency at
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sags. For instance, the severity of congestion seems to be lower if the vertical curve is
more gentle and if drivers are able to compensate faster for the negative effect that the
increase in freeway gradient has on vehicle acceleration.

The calibration and validation of the traffic model will require a quantitative compar-
ison of the model output with empirical traffic data. Vehicle trajectory data from the
Yamato sag (Tomei Expressway, Japan) are available (see Goni-Ros, et al. (2014a)).
However, data from additional sites will also be necessary. If possible, those additional
sites should be from other countries and include sags with different vertical profiles and
different number of lanes. After calibration and validation, the model could be used to
evaluate the effectiveness of possible control measures to mitigate congestion at sags.
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Optimization of traffic flow at freeway
sags by controlling the acceleration of
some vehicles equipped with in-car
systems
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S.P. (Submitted). Optimization of traffic flow at freeway sags by controlling the ac-
celeration of vehicles equipped with in-car systems. Transportation Research Part C:
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Abstract

Sags are bottlenecks in freeway networks. According to previous research, the main
cause is that most drivers do not accelerate enough at sags. Consequently, they keep
longer headways than expected given their speed, which leads to congestion in high
demand conditions. Nowadays, there is growing interest in the development of traf-
fic control measures for sags based on the use of in-car systems. This paper deter-
mines the optimal acceleration behavior of vehicles equipped with in-car systems at
sags and the related effects on traffic flow, thereby laying the theoretical foundation
for developing effective traffic management applications. We formulate an optimal
control problem in which a centralized controller regulates the acceleration of some
vehicles of a traffic stream moving along a single-lane freeway stretch with a sag. The
control objective is to minimize total travel time. The problem is solved for scenar-
ios with different numbers of controlled vehicles and positions in the stream. The
results show that the optimal behavior of controlled vehicles involves performing a
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deceleration-acceleration-deceleration-acceleration (DADA) maneuver in the sag area.
This maneuver induces the first vehicles located behind the controlled vehicle to ac-
celerate fast along the vertical curve. As a result, traffic speed and flow at the end of
the sag (bottleneck) increase for a limited time. The maneuver also triggers a stop-
and-go wave that temporarily limits the inflow to the sag, slowing down the formation
of congestion at the bottleneck. Moreover, in some cases controlled vehicles perform
one or more deceleration-acceleration maneuvers upstream of the sag. This additional
strategy is used to manage congestion so that the inflow is regulated more effectively.
These findings are relevant for the development of new traffic management measures
for sags, particularly cooperative adaptive cruise control applications. Also, our find-
ings prove the usefulness of the proposed optimization method as a tool for control
measure development.

4.1 Introduction

Sags (or sag vertical curves) are freeway sections along which the gradient increases
gradually in the direction of traffic. The capacity of sags is generally lower than that
of freeway sections with other vertical profiles (Xing et al., 2010). Therefore, sags
constitute bottlenecks in freeway networks. Indeed, traffic often becomes congested at
sags in high demand conditions (Koshi et al., 1992; Brilon & Bressler, 2004; Patire &
Cassidy, 2011). In some countries, such as Japan, sags are one of the most common
types of freeway bottleneck (Xing et al., 2014; Hatakenaka et al., 2006). The scientific
literature suggests that the main cause of traffic congestion at sags is that most drivers
do not accelerate enough as they move along the vertical curve. Generally, drivers
do not compensate instantaneously for the increase in resistance force resulting from
the increase in gradient, which limits the acceleration of their vehicles (Yoshizawa et
al., 2012). As a consequence, most drivers keep significantly longer distance head-
ways than expected given their speed (Koshi, 2003; Goiii-Ros et al., 2013a). This
leads to periodic formation of stop-and-go waves when traffic demand is sufficiently
high (Koshi et al., 1992; Patire & Cassidy, 2011; Goiii-Ros, et al., 2014a). The bot-
tleneck is generally the end of the vertical curve (Brilon & Bressler, 2004; Patire &
Cassidy, 2011).

During the last two decades, various traffic management measures have been proposed
for mitigating congestion at sags. In general, the goals of those measures are: a) to
increase the free-flow capacity of sags; b) to prevent the formation of congestion at
sags in nearly-saturated conditions; and/or ¢) to increase the queue discharge capacity
of sags. The proposed measures use very diverse strategies to achieve those goals,
such as improving the ability of drivers to compensate for the increased grade resis-
tance force at sags (Ozaki, 2003), limiting the inflow to the vertical curve (Gofi-Ros
et al., 2014b), and encouraging drivers to accelerate fast after leaving congestion at
sags (Sato et al., 2009). Most proposed measures, particularly those which are in more
advanced development stages, use variable message signs (VMS) as actuators (Xing
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et al., 2014; Goiii-Ros, et al., 2014b; Sato et al., 2009). However, in recent years
there has been growing interest in the development of traffic management measures
that use in-car systems as actuators. The systems used for that purpose are mainly
advisory systems (Hatakenaka et al., 2006) or basic/advanced adaptive cruise control
(ACC) systems (Ozaki, 2003; Kesting et al., 2006; Papacharalampous et al., 2015b).
Although traffic management measures based on the use of in-vehicle systems have
great potential, they are mostly in early phases of development. We argue that, at this
stage, it is important to determine how equipped vehicles should behave at sags under
various circumstances in order to generate the greatest possible reduction in conges-
tion. That would clarify what are the most effective strategies to mitigate congestion at
sags via in-car systems and what are the mechanisms by which those strategies reduce
congestion, thereby laying the theoretical foundation for developing effective traffic
management applications.

The main goal of this paper is to identify the optimal acceleration behavior of vehicles
equipped with in-car systems at sags and the related effects on traffic flow dynamics
assuming penetration rates that are realistic for the coming years (i.e., limited numbers
of equipped vehicles). To that end, we formulate an optimal control problem in which a
centralized controller regulates the acceleration of some vehicles belonging to a traffic
stream that moves along a single-lane freeway stretch with a sag. The objective of the
controller is to minimize the total travel time of all vehicles. The problem is solved
for various scenarios defined by the number of controlled vehicles and their positions
in the stream. By analyzing the results, we identify the main strategies that vehicles
equipped with in-car systems should use at sags to reduce congestion to the greatest
possible degree. Therefore, the main contribution of this paper is twofold. First, we
present a new optimization-based method for identifying the optimal way to manage
traffic at a certain type of bottleneck. Second, we determine what are the optimal
strategies to manage traffic at sags via in-car systems, providing a detailed description
of their principles. Development of specific traffic control measures based on those
strategies is left for future work.

The rest of this paper is structured as follows. Section 4.2 presents the optimal control
framework for traffic flow optimization. Section 4.3 presents the setup of the exper-
iments that were carried out to identify the optimal acceleration behavior of vehicles
equipped with in-car systems at sags. Section 4.4 reports the results of the experi-
ments, focusing on the main strategies used by the controlled vehicles and their effects
on traffic flow. Finally, Section 4.5 presents the conclusions of this study.
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4.2 Optimal control framework

This section presents an optimal control framework aimed to determine the optimal
trajectories of a set of vehicles as they move along a freeway stretch with a sag. Sec-
tion 4.2.1 specifies the elements of the system to be controlled. Section 4.2.2 states the
assumptions of the optimal control framework. Section 4.2.3 presents the formulation
of the control problem.

4.2.1 Traffic system elements

The system to be controlled consists of a stream of vehicles moving along a freeway
stretch. In total, the stream contains n vehicles. Each of them is assigned a number
i that corresponds to its position in the stream (i = 1,2,...,n). The set that contains
all vehicle numbers i is denoted by N. There are two types of vehicles in the stream:
a) non-controlled vehicles; and ) controlled vehicles. The total number of controlled
vehicles is denoted by m, and the subset of N that contains the numbers i of all con-
trolled vehicles is denoted by M. Each controlled vehicle is assigned a number j that
corresponds to its position in relation to the other controlled vehicles (j = 1,2,...,m).
For instance, in the vehicle stream shown in Figure 4.1, n =8, N ={1,2,3,4,5,6,7,8},
m=2and M = {3,7}.

i=8 i=7 i=6 i=5 i=4 i=3 i=2 i=1

] (N I O oy 1 0 —

Jj=2 J

Figure 4.1: Example of vehicle stream. Gray rectangles represent non-controlled vehi-
cles and black rectangles represent controlled vehicles. The arrow shows the direction
of traffic.

The freeway stretch contains a sag vertical curve. The relation between freeway gra-
dient and location along the freeway is known. For the sake of simplicity, we assume
that the freeway stretch has one lane (i.e., overtaking is not possible) and there are no
on-ramps, off-ramps, merges or diverges.

4.2.2 Assumptions
The optimal control framework is based on four assumptions:
1. A stream of vehicles moving along a freeway can be considered a discrete-time

dynamical system with constant-acceleration time steps, provided that the time
step length is sufficiently small.
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2. The acceleration behavior of the drivers can be correctly described by the car-
following model presented in Gofii-Ros et al. (2016). That model assumes that
drivers accelerate with the objective of reaching/keeping their desired speed (in
unconstrained driving conditions) or desired distance headway (in constrained
conditions). The model also assumes that drivers operate their vehicle in such a
way that they compensate gradually (not instantaneously) for the increased grade
resistance force at sags.

3. Within a certain freeway section, the acceleration of some vehicles of the stream
can be regulated by a centralized controller that can perfectly predict the state of
the traffic stream at any time step.

4. The controller does not impose at any time step a higher acceleration than the
one that would result from human driving given the current traffic conditions and
position along the road.

Note that, given the objectives of this research (see Section 4.1), it is not necessary to
specify how the controller acts on vehicle acceleration or how the controller determines
the acceleration that would be realized by a human driver under certain circumstances.

4.2.3 Control problem formulation
State variables

The state variables of a dynamical system can be defined as the minimum set of vari-
ables that contain enough information about the history of the system to determine its
future behavior. In our case, the system is a stream of vehicles moving along a freeway
stretch (see Section 4.2.1) and the state variables are the variables needed to determine
the future trajectory of every vehicle in the space-time plane.

As stated in Section 4.2.2, we assume that: ) the trajectories of human-driven vehicles
are determined by the car-following model presented in Gofii-Ros et al. (2016); b) the
trajectories of controlled vehicles are regulated by the controller, but the controller uses
the car-following model to impose upper bounds on the acceleration of those vehicles.
The car-following model presented in Gofii-Ros et al. (2016) calculates the accelera-
tion of a vehicle at any time step based on the following variables: position and speed
of the target vehicle, position and speed of the preceding vehicle, freeway gradient
at the position of the target vehicle, and amount of freeway gradient compensated by
the driver of the target vehicle. Note that freeway gradient is a variable that depends
directly on vehicle position.

Therefore, the state variables of our system are: @) longitudinal position of (the rear-
bumper of) all vehicles along the freeway (r;, Vi); b) speed of all vehicles (v;, Vi); and
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¢) amount of freeway gradient compensated by the drivers of all vehicles (Geom,i, Vi).
More specifically, the state at simulation time step 7 is defined by the following matrix:

ri(t) r2(7) cee (1)
x(t)=1| vi(7) () ... () 4.1)
Gcom,l (T) Gcom.2 (T) cee Gcom,n (T)

Control variables

The control variables can be defined as the variables that can be manipulated by the
controller in order to influence the dynamics of the system. In accordance with the
third and fourth assumptions stated in Section 4.2.2, in our case we chose the control
variables to be the maximum accelerations of all controlled vehicles (u;, V). There-
fore, the control input at control time step K is defined by the following vector:

u(k) = [ (<) w(€) ... ()] 4.2)

Different counters are used for simulation time step and control time step (T and K)
because the control time step length (7) can be assigned a different value than the
simulation time step length (75), as long as T; is a multiple of 7 and the multiplier is a
natural number (T, =1 - Ty, where | € N*). If T, > Ty, the control input stays constant
over multiple simulation time steps.

State dynamics

Figure 4.2 shows an overview of the inputs that are necessary to update the values of
the state variables (i.e., r;, v; and Geom i, Vi) at every simulation time step. Vehicle
positions and speeds change over time according to the following equations of motion:

r,~(‘c+ 1) = r,'(‘C) +V,’(‘C) ST+ aigl:) : T52 4.3)
vi(t+1) = vi(1) +ai(t) - T 4.4

where ¢;(t) denotes the acceleration of vehicle i at simulation time step T.

The compensated gradient changes over time as follows (see also Goii-Ros et al.
(2016)): a) drivers compensate for an increase in freeway gradient with a maximum
compensation rate denoted by A; b) once drivers have fully compensated for an increase
in gradient, G¢om equals the actual gradient (G); and c) drivers fully compensate for
any decrease in gradient instantaneously.

G(ri(t+1 if G(ri(t+1)) < Geom.i(T) +A; - T,
G 1) [ GO ) S G+ T
Gcom,i(r)"';\'i'Ts if G(r,-(‘H—l)) > Gcom,i(T)+}¥i'n
Vehicle accelerations (a;) are calculated as follows. For non-controlled vehicles, the
acceleration of vehicle i at time step T (a;(T)) is equal to the acceleration given by the
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Figure 4.2: Overview of the inputs needed to calculate the state dynamics.

car-following model at that time step (alg ;(t)). For controlled vehicles, a;(7) is equal
to the acceleration determined by the controller for time step T (ac ;(t)), which in turn
is defined as the minimum of the control input (#;(x)) and the acceleration given by the
car-following model (a¢p ;(T)). By defining ac; in this way, we ensure that the fourth
assumption stated in Section 4.2.2 holds without having to explicitly specify a state
constraint in the control problem. That simplifies the optimization procedure. Thus
accelerations are calculated as:

h .
ai(t) = {aCF,i(T) ?fl ¢M 6
aci(t) ifieM
where:
e (%) = {nfn(uj(x),a&p,,»(r)) ir(5) € 5,7 .
acri(T) if ri(t) & [, 7]

In Equation 4.7: r and r{ denote the points that delimit the area where acceleration
control is applicable; i and j correspond to the same vehicle; and k is such that t- T €
[K' T, (K+ 1) TE))
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The car-following model is the same for non-controlled vehicles and controlled ve-
hicles, thus a}(‘:F,i and aCCFJ are calculated in the same way. However, there are two
important differences between those two variables. First, a}éFﬁi(‘t) is always the actual
acceleration of vehicle 7 at simulation time step T, whereas ag.; ;(7) is only the realized
acceleration if the control input is greater or not applicable (see Equations 4.6 and 4.7).
Second, angi(r) is always calculated based on the state of the vehicle stream at simu-
lation time step T, but that is not true for ag.p (). If T, > T, then ag. (1) is calculated
based on the current state only at simulation time steps when t- Ty = K T holds (i.e., at
the beginning of every control time step), or when the realized accelerations (a;) at all
previous simulation time steps within the current control step were equal to ag (7).
At all other simulation time steps, aCCF,,'(’C) is calculated based on the state that would
have been obtained if the realized vehicle accelerations (a;) at all previous simulation
time steps within the same control step had been equal to aEFJ(’c) (for example, see
Figure 4.5(a)). This formulation makes a¢p ; independent of u; within every control
step, which simplifies the optimization proce’dure.

The car-following model presented in Goiii-Ros et al. (2016) is used to calculate a}(‘:F‘i
and a¢ ;. Here we only present the main features of that model; we refer to Goiii-Ros
et al. (2616) for a discussion of its properties and validity. Let acg; be a variable that
corresponds to alép_ ; if vehicle 7 is non-controlled and to ag ; if vehicle i is controlled.
Then, the car—folloWing model calculates vehicle accelerati(;ns as follows:

vi(t)

T ) 4.8)

ack,i(t) = max(ddes,i(T) + 8;(T), min,i» —

In Equation 4.8, amin; and —v;(t)/T; define lower bounds that prevent unrealistically
strong decelerations and negative speeds, respectively. The influence of traffic condi-
tions and freeway gradient on longitudinal driving behavior is mainly described by the
expression dages i(T) + 8;(t). The desired acceleration is calculated as follows:

Ades,i(T) = 0 -min {1 f (V(T)Y 1— (wm(m)z} (4.9)

Vdes,i S,‘(‘C)

where s; denotes net distance headway, and the relative speed (Av;) and desired net
distance headway (sges ;) are defined as:

AV,‘(’C) = Vi(T) —Vi—1 (’C) (4.10)

v, (1:) Avi(T)

4.11
24/ 0y ( )

Sdes,i(Vi(T),Avi(T)) = s5i +vi(T) - H,
The parameters in Equations 4.9-4.11 are: desired speed (vqes ), net distance headway
at standstill (ss;), safe time headway (H;), maximum acceleration (¢;) and maximum
comfortable deceleration (J3;).

The term §; in Equation 4.8 accounts for the influence of the freeway’s vertical align-
ment on longitudinal driving behavior. At a given simulation time step, §;(7) is equal
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to the difference between the gradient in the freeway location where the vehicle is at
that time step and the amount of gradient compensated by the driver until that time
step, multiplied by a sensitivity parameter (6;):

3i(1) = —0;- (G(ri(t)) — Geom,i(T)) (4.12)

Initial state and admissible control region

The initial state of the stream of vehicles (x(0)) is known and equal to xg. The ad-
missible control region U contains all maximum acceleration (u;) values that can be
chosen by the controller for every controlled vehicle j. In our case, the set of admis-
sible maximum acceleration values is the same for all controlled vehicles and for all
control time steps. That set contains all real numbers between a lower bound denoted
by umin and an upper bound denoted by um,x. Therefore, U is such that:

uj(K) € [Umin, Umax) , Vj € [1,m], V& € [0, %] (4.13)

Cost function

The cost function (J) is defined as the total travel time of all vehicles from their initial
positions to the arrival point R:

™=

J(x(0),x(1),....x(7),u(0),u(1),...,u(£)) = Y (Ts-tri +At) (4.14)

i=1

where Tg ; denotes the last simulation time step at which vehicle i is located upstream
of point R:
Tr; =max (T | ri(T) <R) (4.15)

and At; denotes the additional time required by vehicle i to move from its position at
simulation time step Tg; to position R, which is calculated by solving the following
quadratic equation:

ai(Tr,i)
2

. (Ati)z + V,’(TRJ') At + (rl-(‘ERﬁ,-) 7R) =0 (4.16)

Optimal control problem

The discrete-time optimal control problem, which is non-linear and non-convex, can
be formulated as the following mathematical program:
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Find u*(0),u*(1),...,u* (L)
that minimize J(x(0),x(1),... ,X(%),U(O)»“(l)v S 7“(%))

subject to an initial state condition, the control input constraints and the state dy-
namics equations:

x(0) = xg (4.17)
u(x) € U, forK:O,l,Z,...,% (4.18)
x(t+1) = f(x(1),u(x)), forr:O,l,Z,...,% (4.19)

where K is such that t- T € [k T¢, (K+ 1) - T¢.).

The state matrix (x(t)) and the control input vector (u(k)) are defined in Equations 4.1
and 4.2, respectively. The objective function (J) is calculated by using Equations 4.14-
4.16. The admissible control region (‘U) is defined in Equation 4.13. The vehicle
stream state dynamics are determined by Equations 4.3-4.12.

4.3 Experimental setup

We carried out a series of optimization experiments that entailed solving the discrete-
time optimal control problem presented in the previous section for various scenarios.
Section 4.3.1 specifies the objectives of the experiments, Section 4.3.2 defines the sce-
narios, Section 4.3.3 describes the method used to solve the problem, and Section 4.3.4
defines the indicator used to evaluate the effectiveness of the optimal controller.

4.3.1 Objectives
The objectives of the optimization experiments were as follows:

1. To determine the optimal acceleration behavior of controlled vehicles as they
move along a one-lane freeway with a sag in nearly-saturated traffic conditions,
assuming low penetration rates.

2. To determine the effects that the optimal acceleration behavior of controlled ve-
hicles has on traffic flow dynamics, and the reasons why the total travel time
decreases as a result of those effects.
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4.3.2 Scenarios

We defined eight scenarios in which the traffic stream contains 300 vehicles (n = 300).
The scenarios differ only in two inputs: number of controlled vehicles and positions of
those vehicles in the stream. All other inputs are the same in all scenarios.

Distinctive inputs

The scenarios differ in the number of controlled vehicles () and the positions of those
vehicles in the stream (set M). To define the scenarios, we stipulated that the number of
controlled vehicles should be 0, 1, 2 or 3, and the positions in the stream should be %, 24—”
and/or %T”. Therefore, we assumed that the number of controlled vehicles is limited and
their positions in the stream are relatively far apart. A scenario was defined for every
possible configuration of set M, which makes a total of eight scenarios, including seven
control scenarios and a no-control scenario (scenario with m = 0).

Common inputs

The simulation time step length (75) is 0.5 s and the control time step length (7¢) is 8 s.
The total simulation period length (7') is 800 s. Note that 7' is a multiple of 7; and T,
and it is large enough to ensure that all vehicles pass point R before the last simulation
time step.

The freeway stretch has one lane and can be divided in three consecutive sections on
the basis of its vertical profile (see Figure 4.3): a) constant-gradient downhill section;
b) sag vertical curve; and c) constant-gradient uphill section. The vertical curve starts
in point 4 and ends in point r,. The gradient upstream of point rq (which is denoted
by Gq) is constant and negative, whereas the gradient downstream of point ry (Gy) is
constant and positive. Between points rg and ry, the freeway slope increases linearly
over distance (Figure 4.3). Table 4.1 shows the values of parameters rq, ry, Gg and Gy,
as well as the limits of the freeway section within which the control input is applicable
(rg and r;;) and the location of the arrival point used to calculate travel times (R). Note
that point R is far enough from the sag vertical curve so as to ensure that traffic is in
stationary conditions at that location.

All vehicle-driver units are 4 m long and are assigned the same value for every param-
eter of the car-following model (Table 4.1). Hence, the car-following behavior of all
units is based on the same rules. This setup reduces the complexity of traffic dynamics
and makes it easier to compare different scenarios.

At time zero, the stream of vehicles is in homogeneous and stationary conditions, the
initial speed of all vehicle-driver units is equal to the desired speed (vqes.;), and the first
vehicle of the stream is located at point 7. It is assumed that the traffic density at time
zero is the critical density of the constant-gradient downhill section. Therefore, since
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Figure 4.3: Vertical profile of the freeway stretch.

Table 4.1: Values of the parameters that describe the traffic system.

Network parameters CF model parameters
Parameter | Value | Parameter Value
Gy (%) —0.5 || vdes,i» Vi (km/h) 120
Gy (%) +2.5 | oy, Vi (m/s?) 14
rg (m) 1000 | B;, Vi (m/s?) 2.1
ry (m) 1600 | H;, Vi (s) 1.20
R (m) 5000 | s5, Vi (m) 3
75 (m) —2000 || 0;, Vi (dimensionless) 22
7§ (m) 7000 | A;Vi(sTh 0.0004
Amin,i» Vi (m/SZ) -8

the values of parameters s ;, Vqes,; and H; are the same for all vehicles i, the initial
position of every vehicle i is defined as:

ri(0) =rg—(i—1)- (S5 + Vaes,i - Hi) (4.20)

Since r;(0) < rq, Vi, the freeway gradient at the initial location of all vehicles is equal
to the slope of the constant-gradient downhill section (G4). Initially, the compensated
gradient is equal to Gy for all vehicles, so the freeway gradient has no influence on
vehicle acceleration (§;(0) = 0, Vi).

The lower bound (i) and the upper bound (u#max) that define the admissible control
region are set to —0.5 m/s> and 1.4 m/s?, respectively. The lower bound corresponds
to a moderate deceleration rate, which prevents too strong decelerations. The upper
bound is equal to the value of the car-following model parameter o (see Table 4.1),
which determines the maximum vehicle acceleration.

4.3.3 Solution method

We developed a MATLAB program that solves the optimal control problem for all sce-
narios. The core of the program is the optimization function fmincon, which uses se-
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quential quadratic programming to iteratively solve nonlinear optimization problems.
The fmincon function was set to use the sqgp solution algorithm. Note that the algo-
rithm has a limit of cost function evaluations and requires an initial solution guess as
input. In our case, we define the initial solution guess as follows. The control input is
equal to the maximum acceleration parameter (see Table 4.1) at all control time steps
for all controlled vehicles:

ud(k) = [ai (k) (k) ... au(K)], for k=1.2,... F 4.21)

With that initial solution guess, the control input in the first optimization iteration
is not lower than the acceleration given by the car-following model at any control
step; therefore, the trajectories of controlled vehicles are the same as in the no-control
scenario (see Equations 4.6-4.12).

4.3.4 Performance Indicator

The effectiveness of the optimal controller in every scenario is evaluated by means of
the average vehicle delay (AVD). The AVD in a given scenario is calculated as follows:

TTT—TTT
AVD= —— et (4.22)
n

where TTT is the total travel time in that scenario, and TTS.¢ is the total travel time in
the reference scenario. The reference scenario is a hypothetical one in which there are
no controlled vehicles and the gradient is constant along the whole freeway stretch.

4.4 Results

This section presents the results of the optimization experiments. Section 4.4.1 pro-
vides an overview of the results in all scenarios. Section 4.4.2 describes the primary
strategy applied by the controlled vehicles, including the characteristics of the maneu-
ver and its effects on traffic flow dynamics and total travel time. Section 4.4.3 describes
what we called the supporting strategy.

4.4.1 Overview of the optimization results in all scenarios
Optimality of the solutions

The solver finds an optimal solution before reaching the maximum number of iterations
for four control scenarios, namely the scenarios with M equal to {75}, {150}, {225}
and {75,225}. Note that, given the characteristics of the optimal control problem and
the solution algorithm, we cannot guarantee that the solutions found for those scenarios
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correspond to global optima; they can only be considered local optima. For the other
three control scenarios, the solver does not find an optimal solution before reaching
the maximum number of iterations. However, for all those scenarios, the value of
the cost function in the last iterations is very stable, which indicates that the solution
given as output in the last iteration is probably close to the optimal solution (local
optimum). Interestingly, controlled vehicles behave in a similar way in all scenarios,
which suggests that the solutions may be (close to) global optima.

Main strategies applied by the controller

The results show that the optimal acceleration behavior of controlled vehicles is de-
fined by two main strategies, which we call primary strategy and supporting strat-
egy. The characteristics of those two strategies and their effects on traffic flow dy-
namics will be described in detail in Sections 4.4.2 and 4.4.3, respectively. Here we
briefly describe their main principles. The primary strategy consists in performing a
deceleration-acceleration-deceleration-acceleration (DADA) maneuver in the sag area.
Remarkably, that strategy is used by all controlled vehicles in all scenarios. In all cases,
the primary strategy limits the inflow to the sag and increases its outflow for a particular
time interval, which produces considerable total travel time savings. The supporting
strategy consists in performing one or more deceleration-acceleration maneuvers up-
stream of the vertical curve. That strategy is only used by some controlled vehicles
in some scenarios. The role of the supporting strategy is to manage congestion up-
stream of the sag in such a way that the inflow to the vertical curve is regulated more
effectively, which increases the effectiveness of the primary strategy.

Reduction in average vehicle delay (AVD)

Figure 4.4(a) shows the average vehicle delay (AVD) in all scenarios. As seen in
that figure, the optimal controller reduces the AVD by 2 to 11% (depending on the
control scenario) in comparison with the no-control scenario. In our experiments, the
greatest reduction in AVD is achieved in the scenarios with more controlled vehicles
(Figure 4.4(a)). The reason is that every controlled vehicle causes a temporary period
of increased sag outflow. Those periods do not overlap with each other. Therefore,
the more controlled vehicles, the longer the total period of high outflow and, hence,
the lower the total travel time. Note, however, that that rule might not apply if the
controlled vehicles were located closer to each other and/or the number of controlled
vehicles was higher. Under those circumstances, the periods of increased sag outflow
caused by the controlled vehicles might overlap; hence having more vehicles behave
as described in the previous paragraph might not lead to significant extra AVD savings.

If we compare scenarios with the same number of vehicles, the greatest reduction in
AVD is observed in the scenarios in which the controlled vehicles are closer to the
first vehicle of the stream (see Figure 4.4(a)). The reason is as follows. In all control
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scenarios, the controlled vehicles’ behavior has a similar impact on the time headways
of the following vehicles at point R. Therefore, the contribution to total travel time
of those following vehicles decreases to a greater extent in comparison with the no-
control scenario if they are closer to the first vehicle of the stream, because then they
influence the travel time of a greater number of vehicles (see Appendix).

Influence of each strategy on AVD reduction

Let us now compare the AVD in every scenario in which some or all controlled vehicles
use the supporting strategy with the AVD in corresponding virtual scenarios in which
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Figure 4.4: Average vehicle delay in every scenario and differences in comparison with
the no-control scenario.
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the supporting strategy is omitted. The behavior of controlled vehicles in the virtual
scenarios is defined on the basis of the solutions obtained for the control scenarios: in
the virtual scenarios, controlled vehicles perform a DADA maneuver in the sag area
that has exactly the same characteristics as in the control scenario, but they do not
perform any additional maneuver upstream of the sag. As shown in Figure 4.4(b),
in the scenarios in which some controlled vehicles use the supporting strategy, the
decrease in AVD in comparison with the no-control scenario would be 0.1 to 0.4 s
lower if those vehicles did not use that strategy. Except for the control scenario with
M = {225}, that represents a small (although significant) decrease in AVD reduction
(3-13% depending on the scenario). We conclude that making some controlled vehicles
apply the supporting strategy in combination with the primary strategy can reduce the
AVD to a slightly greater extent than if those vehicles use only the primary strategy.
However, in all scenarios, the primary strategy is the one that is more responsible for
the reduction in average vehicle delay (see Figure 4.4(b)).

4.4.2 Primary strategy: deceleration - acceleration - deceleration -
acceleration (DADA) maneuver in the sag area

This section describes the primary strategy applied by controlled vehicles, including
the main characteristics of the maneuver as well as the typical effects of the maneuver
on traffic flow and total travel time, respectively. For illustration purpose, throughout
this section we show the results of the optimization experiment corresponding to the
scenario with M = {75}, which constitute a good example of the typical acceleration
behavior of controlled vehicles in the sag area and the resulting effects.

Characteristics of the DADA maneuver

In all scenarios, all controlled vehicles behave similarly when they reach the sag area.
They perform a maneuver consisting of four phases (see, for example, Figures 4.5
and 4.6): first deceleration phase, first positive-acceleration phase, second deceleration
phase and second positive-acceleration phase.

The first deceleration phase (D1) begins upstream of the sag or right after entering
it (depending on the case). In this phase, controlled vehicles decelerate moderately
(normally at around the minimum acceleration rate allowed by the controller, upyy),
even though they are not obliged to decelerate that fast in order to adjust to the behavior
of the leader. During this phase, the distance headway of controlled vehicles increases
considerably.

The first positive-acceleration phase (A1) begins somewhere halfway through the ver-
tical curve. During this phase, controlled vehicles accelerate fast (with maximum ac-
celeration rates up to 1 m/s? or higher). Fast acceleration is possible because the dis-
tance between controlled vehicles and their predecessor is quite long. The distance gap
decreases quickly during this phase.
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When controlled vehicles reach the last part of the vertical curve, they undergo a sec-
ond deceleration phase (D2). At this point, their distance headway has become short
enough to force them to decelerate a bit in order to adjust to the behavior of their leader.
However, during this phase, the distance headway of controlled vehicles continues to
decrease, because their predecessor moves at a lower speed.
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(a) Acceleration of vehicle 75 over time in the scenario with M = {75} (a is the
realized acceleration, u denotes the control input, and aEF denotes the acceler-
ation given by the car-following model). Note that @ increases and decreases
rapidly between instants 232 and 236 s; that is just a by-product of the inter-
action between u and agy, at the previous control time step (the average accel-
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other scenarios.
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Figure 4.5: Deceleration-acceleration-deceleration-acceleration (DADA) maneuver of
the controlled vehicle in the scenario with M = {75}: acceleration and speed profiles.
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Eventually, controlled vehicles catch up with their leader. This generally occurs around
the end of the vertical curve. At that point, the second positive-acceleration phase
(A2) begins. In this phase, controlled vehicles simply accelerate to the desired speed.
Acceleration is lower than in phase Al. Note that, after exiting the sag, the trajectories
of controlled vehicles are almost the same as in the no-control scenario, although in
some cases the distance headway is slightly longer.
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{75} (C) and the no-control scenario (NC).

200} Out of the sag (C)
180 == In the sag (C)
E 160} Out of the sag (NC)
2 140} -N\ In the sag (NC)
T 1201 D2 ]
§ 100+ DI Al A2 |
=
g 80f |
T 60 |
Q
Z 40t |
20f S~ ]

0 1 1 1 1
150 175 200 225 250 275 300
Time (s)

(b) Net distance headway of vehicle 75 over time in the scenario with M = {75}

(C) and the no-control scenario (NC).

Figure 4.6: Deceleration-acceleration-deceleration-acceleration (DADA) maneuver of
the controlled vehicle in the scenario with M = {75}: position and net distance head-
way over time
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Effects on traffic flow dynamics in the sag area

In all cases, DADA maneuvers have three main effects on traffic flow dynamics. Firstly,
the first positive-acceleration phase (A1) of the maneuver induces the first vehicles lo-
cated behind the controlled vehicle (up to 85 vehicles in some cases) to accelerate fast
along the sag (see, for example, Figure 4.7). As a result, traffic speed at the end of
the sag (bottleneck) increases and stays moderately high (70-90 km/h) for a partic-
ular period (2-3 min), contrary to what happens in the no-control scenario (compare
Figures 4.8(a) and 4.8(b)). That has important implications for the sag outflow. The
car-following model assumes that the desired time headway of drivers decreases if the
speed increases. Hence, during the period of high traffic speeds, time headways at the
end of the vertical curve (bottleneck) are considerably shorter than in the no-control
scenario, which implies that the sag outflow is higher (generally, around 5% higher).

Secondly, the first deceleration phase (D1) of the maneuver triggers a stop-and-go wave
on the first part of the sag (see Figure 4.8(b)). That stop-and-go wave temporarily limits
the inflow to the vertical curve. The reason why that is beneficial is as follows. The
positive effects that phase A1l has on traffic speed and flow at the bottleneck are only
temporary. Shortly after a DADA maneuver, traffic speed at the end of the sag begins
to decrease (due, mainly, to the limiting effect that the vertical curve has on vehicle
acceleration). As a result, traffic eventually becomes congested at that location (see
Figure 4.8(b)), at which point the outflow from the sag becomes similar to that in the
no-control scenario. Limiting the inflow to the vertical curve slows down the process
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Figure 4.7: Effect of the DADA maneuver of the controlled vehicle on the behavior of
the first 90 following vehicles in the control scenario with M = {75}.
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of formation of congestion at the end of the sag (Goiii-Ros, et al., 2014b), hence high
levels of sag outflow can be maintained for a longer period of time.

Finally, the second deceleration phase (D2) of the maneuver causes a small speed
disturbance on the last part of the sag, which fades away as it propagates downstream
(see Figure 4.7). The reason why that is beneficial is as follows. The occurrence of
the speed disturbance makes the traffic speed at the end of the vertical curve increase
for a short period of time right after the controlled vehicle passes that location, thus
delaying the formation of congestion at the bottleneck (see Figure 4.7). In addition,
as explained in the next section, the speed disturbance influences the time headways
of the first group of vehicles located behind the controlled vehicle, which has relevant
effects on total travel time.
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(b) Scenario with M = {75}. A is a region of moderately low traffic
speed and limited flow around the beginning of the sag; B is a region of
moderately high traffic speed and high flow around the end of the sag.

Figure 4.8: Speed contour plots of the no-control scenario and the control scenario
with M = {75}.
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Effects on total travel time

In all control scenarios, the vehicles that cause the decrease in total travel time in com-
parison with the no-control scenario are primarily the ones that exit the sag during the
periods of high outflow induced by controlled vehicles. As explained in the Appendix,
that is deduced from the fact that those vehicles keep shorter time headways at the
arrival point (R) than in the no-control scenario, whereas most other vehicles do not
(see, for example, Figure 4.9(a)).
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Figure 4.9: Effect of the DADA maneuver of the controlled vehicle on the total travel
time in the control scenario with M = {75}.
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Furthermore, among the vehicles that exit the sag during the periods of high outflow,
the ones that reduce the total travel time to a greater extent are generally the first 40-
50 vehicles located behind each controlled vehicle (Figure 4.9(b)). Those vehicles
show the greatest differences in time headway at point R in comparison with the no-
control scenario (Figure 4.9(a)). The main reason is that their time headways decrease
after exiting the sag (Figure 4.9(a)), whereas the time headways of the next group
of vehicles increase. That occurs because the first 40-50 vehicles located behind a
controlled vehicle accelerate to the desired speed a little faster than their immediate
predecessors, since they are affected by the speed disturbance caused by the second
deceleration phase of the controlled vehicle (Figure 4.7). Instead, the next vehicles
accelerate to the desired speed a bit more slowly than their immediate predecessors,
because they exit the sag at lower speeds (due to the vertical curvature) and they are
not affected by the aforementioned speed disturbance (Figure 4.7).

We conclude that an important reason why DADA maneuvers include a second de-
celeration phase (D2) is that the resulting speed disturbance makes the first group of
following vehicles reduce their time headways after exiting the vertical curve. The ve-
hicles that are not affected by the disturbance increase their headways after exiting the
sag. Therefore, the second deceleration phase increases the effectiveness of controlled
vehicles in reducing total travel time.

It is worth noting that, in all control scenarios, the time headway of some vehicles
at point R (including the controlled vehicle, in some cases) is longer than in the no-
control scenario (see, for example, Figure 4.9(a)). Overall, however, the increase in
the contributions to total travel time of those vehicles is compensated by the decrease
in the contributions of the other vehicles (Figure 4.9(b)).

4.4.3 Supporting strategy: deceleration - acceleration maneuvers
upstream of the sag area

In some scenarios, some controlled vehicles apply an additional strategy besides per-
forming a DADA maneuver in the sag area, which we call supporting strategy. The
supporting strategy consists in performing one or more deceleration-acceleration ma-
neuvers upstream of the sag, catching up with the preceding vehicle before entering
the vertical curve. The characteristics of those maneuvers are very situation-specific:
in different scenarios, they start in different locations, they are quicker or slower, they
are performed consecutively or separately, and they last for different periods of time.

However, their overall effect on traffic flow dynamics is similar. Essentially, those
maneuvers change the location and severity of congestion upstream of the vertical
curve in such a way that, after the stop-and-go wave caused by the primary strategy
moves away from the sag, the inflow to the bottleneck stays somewhat lower than if the
supporting strategy was not applied (see, for instance, Figure 4.10(b)). As a result, the
primary strategy is able to produce higher traffic speeds and flows at the end of the sag
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after the above-mentioned stop-and-go wave moves away from the vertical curve (see
Figures 4.11(a) and 4.11(b)), which brings about some extra total travel time savings
(see Figure 4.4(b)).

It is important to highlight that the supporting strategy is not applied alone in any sce-
nario. In fact, as explained in Section 4.4.1, if we compare the average vehicle delay
(AVD) in every scenario in which some or all controlled vehicles use the supporting
strategy with the AVD in corresponding virtual scenarios in which the supporting strat-
egy is omitted, we can observe that the primary strategy is the one that contributes the
most to reduce the total travel time (see Figure 4.4(b)).
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(b) Time headway of every vehicle at point rg+ 150 m.
Figure 4.10: Speed and time headway of every vehicle on the first part of the sag in the

no-control scenario, in the control scenario with M = {150} (optimal solution) and in
the virtual scenario without supporting strategy corresponding to that control scenario.
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Figure 4.11: Speed and time headway of every vehicle at the end of the sag in the
no-control scenario, in the control scenario with M = {150} (optimal solution) and in
the virtual scenario without supporting strategy corresponding to that control scenario.

4.5 Conclusions

The goal of this paper was to identify the main strategies that define the optimal ac-
celeration behavior of vehicles equipped with in-car systems at sags and their effects
on traffic flow, considering as objective the minimization of total travel time. To this
end, we formulated an optimal control problem in which a centralized controller regu-
lates the acceleration of some vehicles belonging to a traffic stream that moves along a
one-lane freeway stretch with a sag. The problem was solved for various scenarios de-
fined by the number of controlled vehicles and their positions in the stream, assuming
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penetration rates that are realistic for the coming years (not higher than 1%).

The results show that traffic management measures based on the use of in-car systems
have the potential to considerably reduce congestion at sags, even if the number of
equipped vehicles is low. The optimal acceleration behavior of equipped vehicles is
defined by two strategies, which we called primary strategy and supporting strategy.
The primary strategy is applied in all cases and is the one that contributes the most
to reduce the total travel time. It involves performing a specific type of deceleration-
acceleration-deceleration-acceleration (DADA) maneuver in the sag area. This maneu-
ver induces the first group of following vehicles to accelerate fast along the sag. As
a result, traffic speeds at the end of the sag (bottleneck) increase for a particular time
interval. During this period, the sag outflow increases up to 5% in comparison with
the no-control scenario, which produces substantial travel time savings for all vehicles
located behind the equipped vehicle. Interestingly, every DADA maneuver triggers a
stop-and-go wave on the first part of the sag that temporarily limits the inflow to the
vertical curve. Limiting the inflow is beneficial because it slows down the process of
formation of congestion at the end of the sag (bottleneck), hence high levels of sag
outflow can be maintained for a longer period of time. The supporting strategy con-
sists in performing one or more deceleration-acceleration maneuvers upstream of the
sag. Controlled vehicles use the supporting strategy to manage congestion upstream of
the sag in such a way that the inflow to the vertical curve is regulated more effectively,
thus enhancing the effectiveness of the primary strategy.

Our findings provide valuable insight into how congestion can be reduced at sags by
means of traffic management measures using in-car systems. More specifically, they
highlight the relevance of limiting the inflow to sags —in line with Goiii-Ros, et al.
(2014b)- and of motivating drivers to accelerate fast along the vertical curve; in addi-
tion, they indicate ways to do that by regulating the acceleration of vehicles equipped
with in-car systems. Moreover, our findings prove the usefulness of the proposed op-
timization method as a tool for control measure development. We conclude that this
method can be used to identify effective traffic management strategies for other types
of bottlenecks besides sags.

Further research is necessary to determine whether the traffic management strategies
identified in this paper would also be the most effective in other scenarios (such as
scenarios with multi-lane freeways, different positions of the equipped vehicles in the
stream, higher penetration rates and/or lower traffic demand). In order to do this, addi-
tional optimization experiments need to be carried out. Also, further research is neces-
sary to translate the identified strategies into effective traffic control measures. Mainly,
these measures should induce vehicles equipped with in-car systems (e.g., cooperative
ACC systems) to perform a DADA maneuver at sags in high demand conditions. Ad-
ditional strategies may be necessary to facilitate the DADA maneuvers and to enhance
their effectiveness in mitigating congestion.
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4.6 Appendix

In Section 4.2.3, total travel time (TTT) was defined as the sum of the travel times of
all vehicles i from their initial positions to point R (which are denoted by TT;):

n
TTT =) TT; (4.23)
i=1

The time headway of vehicle i at point R can be defined as the travel time of vehicle i
minus the travel time of its predecessor:

hig =TT;—TT;_y, fori=2,...,n (4.24)

From Equation 4.24, it can be derived that the travel time of vehicle i =2,...,nis equal
to the travel time of vehicle 1 plus the headways of vehicles 2 to i:

TT, ifi=1

TT; = (4.25)

i
TTi+ Y hvg ifi=2,....n

v=2

By substituting Equation 4.25 into Equation 4.23 and rearranging the terms, the to-
tal travel time can be expressed as a function of the travel time of vehicle 1 and the
headways of vehicles 2 to n at point R:

n
TTT=n-TTi+ Y ((n—i+1)-hig) (4.26)
i=2

From Equation 4.26, it follows that the contribution of each vehicle to total travel time
(y;) is:

4.27
(n—i+1)~h,-,R ifi=2,...,n ( )

{n “TT, ifi=1
l‘ =
The sum of the contributions to total travel time of all vehicles equals the total travel
time:
n
TIT=) v (4.28)
i=1

14

We conclude that the vehicles that reduce the total travel time the most in a given
control scenario are the ones whose ; decreases to a greater extent in comparison
with the no-control scenario. From Equation 4.27, it follows that y; decreases more
for vehicles whose time headways at point R decrease to a greater extent and are located
closer to the first vehicle of the stream.
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Mainstream traffic flow control at sags
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Abstract

Sags are freeway sections along which the gradient changes significantly from down-
ward to upward. The capacity of sags is considerably lower than the capacity of normal
sections. Consequently, sags are often freeway bottlenecks. Recently, several control
measures have been proposed to improve traffic flow efficiency at sags. Those mea-
sures generally aim to increase the capacity of the bottleneck, to prevent traffic flow
perturbations in nearly saturated conditions, or both. This paper presents an alternative
type of measure based on the concept of mainstream traffic flow control. The proposed
control measure regulates traffic density at the bottleneck area to keep it below the
critical density and hence prevent traffic from breaking down while maximizing out-
flow. Density is regulated by means of a variable speed limit section that regulates the
inflow to the bottleneck. Speed limits are selected on the basis of a feedback control
law. The authors evaluate the effectiveness of the proposed control strategy by means
of a simple case study by using microscopic traffic simulation. The results show a
significant increase in bottleneck outflow, particularly during periods of high demand,
which leads to a considerable decrease in total delay. This finding suggests that main-
stream traffic flow control strategies that use variable speed limits have the potential to
improve substantially the performance of freeway networks containing sags.
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5.1 Introduction

Sags are freeway sections along which the gradient changes significantly from down-
ward to upward in the direction of traffic (Furuichi et al., 2003). The capacity of sags
is considerably lower than that of normal freeway sections (Koshi et al., 1992; Xing et
al., 2010). In general, a bottleneck is located 0.5 to 1 km downstream of the bottom
of the sag (Brilon & Bressler, 2004). As a consequence of the reduced capacity, traffic
often breaks down at sags in conditions of high demand. The formation of congestion
results in a further decrease in bottleneck capacity (Koshi et al., 1992). Recently, var-
ious control measures have been proposed to improve traffic flow efficiency at sags.
Generally, those measures aim to increase the capacity of the bottleneck, to prevent
traffic flow perturbations in nearly saturated conditions, or both.

This paper presents an alternative type of control measure and evaluates its potential
effectiveness, performing a proof of principle. The proposed measure is based on the
concept of mainstream traffic flow control (Carlson et al., 2011). The traffic density at
the bottleneck area is regulated to keep it below the critical density and hence prevent
traffic from breaking down. The capacity drop caused by congestion does not occur,
so the outflow from the bottleneck can be higher. The density at the bottleneck area
is regulated by means of a variable speed limit section that regulates the inflow to the
bottleneck. Speed limits are selected on the basis of a proportional-feedback control
law. The effectiveness of the proposed control measure is evaluated by means of a
simple case study by using microscopic traffic simulation. Traffic flow is simulated in
a single-lane freeway stretch containing a sag, with and without implementing the con-
trol strategy. The results show that the control measure increases the bottleneck outflow
significantly (particularly in periods of extremely high demand), and this increase in
flow leads to a considerable decrease in total delay (TD). This finding suggests that
mainstream traffic flow control strategies using variable speed limits can considerably
improve traffic flow efficiency in freeway networks containing sags.

The next section contains a literature review on the characteristics of traffic flow at sags
and on types of control measures for mitigating congestion at that type of bottleneck.
Then, the proposed control strategy and the method used to evaluate its effectiveness
are described. Next, the results of the evaluation (including a sensitivity analysis) are
presented. The final section presents the conclusions of this study and some sugges-
tions for future research.
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5.2 Background

5.2.1 Sags as freeway bottlenecks

Bottlenecks are freeway sections that have a lower capacity than the immediate up-
stream section. Generally, the causes of that lower capacity are spatial inhomogeneities
(e.g., lane drops, ramps, tunnels), traffic conditions (e.g., slow vehicles, accidents),
and environmental conditions (e.g., adverse weather) (Helbing, 2001; Schonhof &
Helbing, 2007). When traffic demand exceeds the capacity of a bottleneck, conges-
tion forms upstream of the bottleneck. The capacity of a bottleneck depends on the
traffic state: the capacity in congested traffic conditions (queue discharge capacity)
is generally lower than the capacity in uncongested traffic conditions (free-flow ca-
pacity). The difference, called capacity drop, ranges from 3% to 20% according to
different studies (Hall & Agyemang-Duah, 1991; Cassidy & Bertini, 1999; Srivastava
& Geroliminis, 2013).

Several empirical studies show that the capacity of sags can be significantly lower than
the capacity of flat sections (Koshi et al., 1992; Xing et al., 2010). In general, the bot-
tleneck is located 0.5 to 1 km downstream of the bottom of the sag (Brilon & Bressler,
2004). Xing et al. (2010) present empirical measurements of free-flow capacities and
queue discharge capacities of various sag sections of Japanese freeways. Most of the
measurements were taken on holidays, when traffic demand consists mainly of pas-
senger cars and the percentage of heavy vehicles is relatively low. According to the
data presented in that study, the average free-flow capacity is 3,150 vehicles per hour
(vph) at two-lane sags and 5,340 vph at three-lane sags. The average queue discharge
capacity is 2,780 vph at two-lane sags and 4,600 vph at three-lane sags, which means
that the capacity drop is 12% and 14%, respectively. Similar capacity estimates have
been reported by other authors (Koshi et al., 1992; Patire & Cassidy, 2011).

In a comparison of the capacities of sags with those of flat sections, one observes that
the free-flow capacity and the queue discharge capacity of sags are considerably lower.
At flat sections, free-flow capacities are generally around 4,000 passenger car units per
hour (pcu/h) (for two lanes) and 6,000 pcu/h (for three lanes) (Koshi et al., 1992). If
a 10% capacity drop is assumed, queue discharge capacities for flat sections of 3,600
pcu/h (for two lanes) and 5,400 pcu/h (for three lanes) are obtained. Therefore, the
free-flow capacity and the queue discharge capacity of two-lane freeways are around
20% lower at sags than at flat sections (10% to 15% lower in three-lane freeways).

The main cause of capacity reduction at sags seems to be related to the impact of the
increase in freeway gradient on the behavior of drivers. Several empirical studies show
that two important changes in longitudinal driving behavior occur when vehicles go
through a sag. First, drivers tend to reduce speed (Furuichi et al., 2003; Brilon &
Bressler, 2004). Second, drivers tend to keep longer distance headways than expected
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given their speed (Koshi, 2003; Goiii-Ros, et al., 2014a). These local changes in driv-
ing behavior seem to be caused by the inability of drivers to accelerate sufficiently
and compensate for the increase in the resistance force resulting from the increase in
slope (Yoshizawa et al., 2012).

5.2.2 Control measures to mitigate congestion at sags

In the last two decades, several measures have been proposed to prevent or delay the
formation of congestion at sags and to reduce its severity. In general, those measures
can be sorted into three categories: measures that aim (a) to increase the free-flow ca-
pacity of sag bottlenecks, (b) to prevent traffic flow perturbations at sag bottlenecks
in nearly saturated conditions, and (c) to increase the queue discharge capacity of
active sag bottlenecks. An example of a measure from the first category is equip-
ping vehicles with adaptive cruise control systems, which perform the acceleration
task more efficiently than human drivers (Ozaki, 2003). Another example is distribu-
tion of the traffic flow more evenly across lanes to use the bottleneck capacity more
efficiently (Hatakenaka et al., 2006; Xing et al., 2010). The second category com-
prises measures such as preventing the formation of long vehicle platoons (Hatakenaka
et al., 2006) and discouraging drivers from performing lane changes to the busiest
lanes (Hatakenaka et al., 2006; Patire & Cassidy, 2011). The third category com-
prises measures such as giving information to drivers about the location of the head
of the queue and encouraging them to recover speed after leaving congestion (Xing
et al., 2007; Sato et al., 2009). In addition, control measures belonging to the above-
mentioned categories have been proposed for other types of bottlenecks besides sags
[e.g., on-ramps (Laval et al., 2007) and weaving sections (Daganzo, 2002)]. The po-
tential effectiveness of most of those measures has been demonstrated by means of
empirical data analysis or simulation.

However, an additional category of measures could improve traffic flow efficiency at
sags, but it has received little attention in the recent literature, namely measures of
mainstream traffic flow control. In mainstream traffic flow control, the inflow to a bot-
tleneck is regulated by creating a controlled section upstream. The traffic density at
the bottleneck area is kept below the critical density. Consequently, even if demand
gets extremely high, traffic does not break down at the bottleneck; the capacity drop
does not occur, so the outflow from the bottleneck can be higher than its queue dis-
charge capacity. Mainstream traffic flow control is a concept that was first applied in
the 1950s (Greensberg & Daou, 1960). Recently, it has been presented as an effec-
tive measure to mitigate congestion at on-ramp bottlenecks (Carlson et al., 2011). The
current authors argue that mainstream traffic flow control can also be used to improve
traffic flow efficiency at sags, either by itself or in combination with other types of
measures. This control concept can result in relevant improvements in traffic flow effi-
ciency only if the queue discharge capacity of the bottleneck is significantly lower than
the queue discharge rate of the controlled section. This relationship is usually the case
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with sag bottlenecks (Koshi et al., 1992; Xing et al., 2010; Patire & Cassidy, 2011).
5.3 Control strategy

This section describes the characteristics of a strategy for mainstream traffic flow con-
trol aimed at mitigating congestion at sags. The control goal is to minimize the total
time spent by vehicles in the network over a certain period. If one assumes that the
flow entering the network cannot be influenced by any control measure, then mini-
mizing the total time spent is equivalent to maximizing the time-weighted sum of exit
flows (Papageorgiou et al., 2003). For the sake of simplicity, the authors consider a
simple network consisting of a freeway stretch with a sag (bottleneck) without any
on- or off-ramps. Hence, the network designated for control has a single entry point
and a single exit point. However, the control strategy described in this section could
be generalized to more complex networks, possibly in combination with other control
measures.

5.3.1 Control concept: mainstream traffic flow control

The outflow from a sag bottleneck (gp,) is lower than or equal to its capacity (gp max)
regardless of the traffic demand. Therefore, with no other bottleneck in or downstream
of the network, the network exit flow (s) is mainly constrained by the capacity of the
sag bottleneck:

$ & qb < qb,max 5.1

As noted earlier, the capacity of a bottleneck depends on the traffic state: the queue dis-
charge capacity of the bottleneck (gj, ,,,,) is lower than its free-flow capacity (q{,’max):

q{;max in uncongested traffic conditions
gb,max = ¢ . .. (5.2)
Gbmax 1N congested traffic conditions
where
f
qg,max < qb,max (53)

Because network exit flows (s) can be higher if traffic flow at the bottleneck is un-
congested than if it is congested, a way to maximize the time-weighted sum of exit
flows in the network (control goal) is to prevent traffic from breaking down at the sag
bottleneck area. To that end, the authors propose a control strategy that is based on
the concept of mainstream traffic flow control. The control strategy aims to regulate
the traffic inflow to the sag bottleneck (g in) to achieve a desired traffic state at the
bottleneck that maximizes outflow. The inflow to the sag bottleneck is regulated by
means of a controlled section upstream of the bottleneck (Figure 5.1). On that con-
trolled section, the speed limit is variable. Speed limits are set by the controller on the
basis of measurements of the traffic conditions (density) at the bottleneck. As a result
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of the fundamental relation between traffic speed and flow, the outflow from the con-
trolled section (g.) depends on the speed limit (if one assumes that drivers comply with
it). The inflow to the bottleneck is approximately equal to the outflow from the con-
trolled section (gpin ~ gc). By applying an appropriate speed limit on the controlled
section, the inflow to the bottleneck can be kept slightly below its free-flow capacity
(ge = qb,in < q]fj,max). Therefore, even in conditions of high demand, the density at the
bottleneck does not go above the critical density and traffic does not break down at the
bottleneck area (Figure 5.1). Yet congestion is not completely prevented: traffic flow
becomes congested on the controlled section and upstream of it. However, if an ap-
propriate speed limit is applied, the outflow from the controlled section can be higher
than the queue discharge capacity of the bottleneck (gc < gy, ,,,,)- As a result, higher
exit flows (s) can be obtained than if traffic flow becomes congested at the bottleneck
area (Figure 5.1). This condition should result in a higher time-weighted sum of exit
flows and a lower total time spent.

d — Bottleneck

. = ¢
W S = 4 max

(a) Without controlled section.

d — Controlled section ) Bottlencck
— 4. <q b,max s=q.< q/h,m.u
P .
: $=4qc > 4 bmax
Speed
limit o
: Controller « . Density
measurements

(b) With controlled section.

Figure 5.1: Flows within network in two scenarios: without controlled section and
with controlled section (d = demand flow).

5.3.2 Control law: proportional feedback

The controller determines the speed limits to be applied on the controlled section by
means of a proportional feedback control law that is similar in nature to the one used
by the ramp-metering control algorithm ALINEA (Papageorgiou et al., 1991). The
control law requires (a) a target traffic density at the sag bottleneck area and (b) real-
time measurements of the density at the sag bottleneck area. As explained earlier, the
target density should be slightly lower than the critical density of the bottleneck. The
density at the bottleneck is measured in real time by means of loop detectors. The
control law determines the speed limit to be applied on the controlled section (vjjp,)
based on the difference between the target density (ppo) and the measured density
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(pv)- The speed limit is reevaluated each time that the controller receives a new density
measurement; hence, the control time step period (7¢) is equal to the sampling period
of the detector (7). However, a delay (r- T) occurs between the time the detector time
sampling period finishes and the time the new speed limit is actually applied on the
control section.

Viim (k) = Viim,0 + Kp - (Pv,0 — Po(k — 7)) (5.4

where k = control time step index, K;, = proportional gain, r = control time step delay,
and viim0 = target speed limit when py, o is equal to pp(k —r).

Furthermore, three constraints are imposed on the speed limits displayed on the mes-
sage signs to make it easier for drivers to comply with them. First, the speed limit is
always rounded to a value multiple of 10. Second, the speed limit cannot be lower
than a minimum threshold (Viim min). Third, the change in speed limit between two
consecutive control steps cannot be higher than a maximum change rate (Avjjp,).

By means of the feedback control law described earlier, the controller should be able
to regulate dynamically the speed limit on the controlled section so that the outflow
from the bottleneck is maximized. In stationary high-demand conditions, the controller
maintains the density (py) near the target value (py o) to prevent traffic from breaking
down at the bottleneck. Furthermore, the controller should be able to react immediately
to density deviations. If the measured density is significantly lower than the target
density (e.g., because the demand is low), the controller will choose to apply a high
speed limit (or even the regular speed limit) to maximize the inflow to the bottleneck. If
the measured density is higher than the target density (e.g., because traffic has broken
down at the bottleneck), the controller will choose to apply a lower speed limit to
reduce the density at the bottleneck to the target value. The latter process is extremely
important because traffic flow in nearly saturated conditions can easily destabilize and
become congested, and the controller must be able to react to that possibility. Finally,
the controller reacts to density deviations with a certain delay. This delay is the result
of the control delay (r- T;) but also of the time needed by drivers to cover the distance
between the controlled section and the bottleneck.

5.4 Method of performance evaluation

A case study was used to evaluate the performance of the proposed control strat-
egy. A model of longitudinal driving behavior that takes into account the influence
of changes in gradient on vehicle acceleration simulated traffic flow on a sag in two
scenarios (Gofii-Ros et al., 2013b): (a) a no-control scenario (no control measures are
implemented) and (b) a control scenario (the proposed control measure is operative).
The performance of the control strategy was assessed by comparing the TD experi-
enced by drivers in the two scenarios.
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5.4.1 Model of longitudinal driving behavior

The model of longitudinal driving behavior determines the acceleration of every vehi-
cle at each simulation time step. Vehicle acceleration is assumed to stay constant over
the period [, 7 + At], where At is the simulation step period. The model determines
vehicle acceleration (v) by means of a two-term additive function:

V(1) = fit) + fe(0) (5.5)

where f; describes regular car-following behavior and f; is the freeway gradient term.
The term f; accounts for the influence of vehicle speed (v), relative speed to the leading
vehicle (Av), and net distance headway (s) on vehicle acceleration. The formulation of
f; is based on the IDM+ model (Schakel et al., 2012):

fi(t) = a-min {1 _ (%)471— (Sd“(v(t)’m(t))ﬂ (5.6)

Vdes (x(t S(l‘)
where
500 8(0) =0 +v() w00 + L2 67)

and sqes = dynamic desired net distance headway, vqes = desired speed, x = position
along the highway, ¢ = time, a = maximum acceleration, » = maximum comfortable
deceleration, so = net distance headway at standstill, and T = safe time headway.

The desired speed depends on the position along the freeway x and on time ¢ because
some freeway sections may have variable speed limits. Also, the value of T depends on
the traffic state. In congested traffic conditions (i.e., below the critical speed vcyi(), the
value of 7 is higher than in uncongested conditions:

{’Cf if v(f) > verit

(5.8)
Y- Tf if v(t) < Verit

() =

where Tr is the safe time headway in uncongested conditions and 7y is a factor greater
than 1.

The second term (f) in Equation 5.5 accounts for the influence of changes in freeway
gradient on vehicle acceleration. At a given time ¢, this influence is gravity acceleration
(g = 9.81 m/s?) multiplied by the difference between the gradient at the location of the
vehicle at that time (G(x(¢))) and the gradient compensated by the driver until that time
(Ge(1)):

fe(t) = =g [G(x(t)) = Gc(1)] (5.9)

The compensated gradient (G.) is a variable that accounts for drivers’ limited ability
to accelerate on freeway sections where the slope increases. The authors assume that
drivers compensate for positive changes in slope linearly over time (with a maximum
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rate of gradient compensation defined by parameter ¢). Furthermore, the authors as-
sume that drivers can fully compensate for negative changes in gradient.

Gult) = {G(x(t)) ?f G(x(t)) < Glte) +c- (1 —tc) 5.10)
Gte)+c-(t—1t.) ifG(x(t)) > G(te)+c-(t—t)
where
te=max [t | Ge(t) = G(x(t)) ] (5.11)

If the rate at which the freeway slope increases over time is lower than the driver’s max-
imum gradient compensation rate (c), then G.(r) = G(r) for all r. Therefore, f,(r) =0
for all #, which means that vehicle acceleration is not affected by the increase in gra-
dient. However, if the rate at which the freeway slope increases over time is higher
than the driver’s maximum rate of gradient compensation (c), then G¢(t) < G(t) for
a certain period. During that period, G, increases linearly over time, but f, is nega-
tive, which limits vehicle acceleration. This limitation in vehicle acceleration seems
to be the main cause of local changes in longitudinal driving behavior that reduce the
capacity of sags (Yoshizawa et al., 2012). The model of longitudinal driving behavior
generates the main bottleneck of sags at the end of the transition section (Figure 5.2)
because the maximum difference between G, () and G(¢) occurs at that location. This
situation is in line with empirical observations (Koshi et al., 1992; Brilon & Bressler,
2004). In addition, the model of longitudinal driving behavior is face valid, but it has
not yet been calibrated (Goiii-Ros et al., 2013b).

5.4.2 Simulation settings
Network characteristics

The simulated network is a freeway stretch 30 km long that contains a sag. The stretch
has a constant-gradient downhill section that goes from location x = 0 to x = 27.7 km,
a transition section that goes from x = 27.7 km to x = 28.3 km, and a constant-gradient
uphill section that goes from x = 28.3 km to x = 30.0 km (Figure 5.2). On the transition
section, the freeway slope increases linearly over distance. The long length of the
freeway stretch ensures that the flow entering the network is not influenced by the
traffic conditions at the sag bottleneck area. The regular speed limit is 120 km/h.
The network has only one lane (with no overtaking possibilities) and no ramps or
horizontal curves. Four detectors are in the network, and they are used to monitor
traffic conditions at key locations: (a) network entry area (x = 0.3 km), (b) the area
where the controlled section is located in the control scenario (x = 27.0 km), (c) the
sag bottleneck area (x = 28.3 km), and (d) the network exit area (x = 29.9 km).
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Figure 5.2: Vertical alignment of network (from x = 25.0 km to x = 30.0 km).

Traffic demand

The simulation period is 10,000 s. At ¢ = 0, no vehicles are in the network. Network
loading starts in the first simulation time step. The demand profile (i.e., flow at x = 0
over time) contains three periods that are relevant for testing the proposed control
strategy. First, from # = 0 tot = 2,000 s, demand increases and goes above the capacity
of the sag bottleneck. Second, from 7 = 2,000 s to t = 3,000 s, demand decreases
considerably. Third, from ¢ = 3,000 s to t = 7,000 s, demand increases again, goes
above the capacity of the sag bottleneck, and stays at that level. The controller should
be able to control traffic adequately in periods of high and low demand, and it should
be able to react adequately to demand fluctuations. From ¢ = 9,000 s to t = 10,000 s,
demand is 0. This period of no demand is necessary to ensure that all vehicles exit the
network before the end of the simulation period and to allow comparison of network
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performance in different scenarios. Figure 5.3 shows the demand profile, including the
flows measured by the detector at x = 0.3 km, during the whole simulation period.

Longitudinal driving behavior

For the sake of simplicity, homogeneous vehicle and driver characteristics are assumed.
All vehicles are 4 m long. The parameters of the model of longitudinal driving behavior
are shown in Table 5.1.

Table 5.1: Parameter values.

Long. driving behavior model Controller
Parameter Value Parameter Value
Vdes (km/h) 120 T; (s) 30
a (m/s?) 1.45 T. (s) 30
b (m/s?) 2.10 Vim0 (km/h) 60
T (8) 1.20 K, (km?/h/veh) | 4.8
so (m) 3 Pb.o (veh/km) 18.0
Verit (km/h) 65 r(-) 2
Y(-) 1.15 Viimmin (Km/h) 20
c(s™h 0.0001 Aviim (km/h) 20
At (S) 0.5

Control

In the control scenario, a controlled section is added to the network. In that section,
the speed limit is variable and is displayed on message signs. The controlled section
is 1.0 km long. That length gives drivers sufficient time to adapt to the speed limit
before leaving the controlled section. The controlled section is between x = 26.3 km
and x = 27.3 km. The downstream end of the controlled section is 1.0 km upstream
of the end of the transition section (i.e., the bottleneck) to ensure that drivers have
sufficient time to accelerate and that the traffic speed at the bottleneck is not influ-
enced by the speed limit on the controlled section. Three message signs are located at
different points of the controlled section: (a) upstream end (x = 26.3 km), (b) center
point (x = 26.8 km), and (c) downstream end (x = 27.3 km). Only the first two mes-
sage signs display the variable speed limits (vjj,,). The sign at the downstream end of
the controlled section always displays the freeway’s regular speed limit. The variable
speed limits are selected on the basis of the feedback control law described earlier. The
controller uses density measurements from the detector at the bottleneck (x = 28.3 km)
as input. The values of the control parameters, shown in Table 5.1, were selected after
the controller performance for different sets of values was analyzed. No optimization
method was used to tune the controller.
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In the control scenario, the model of longitudinal driving behavior is extended on the
basis of two assumptions: (a) a driver notices the message signs displaying the variable
speed limits when the distance between the driver and the sign is 300 m or less, and (b)
longitudinal driving behavior after a driver notices a message sign can be adequately
reproduced by changing the value of the desired speed parameter (v4es) to the displayed
speed limit (also assumed is that all drivers fully comply with speed limits) while
keeping the remaining parameter values unchanged. A change in the desired speed
parameter does not result in an instantaneous change in vehicle speed.

5.4.3 Performance indicator: TD

The performance of the proposed control strategy is evaluated by comparing the TD in
the no-control scenario with that in the control scenario. The TD in a given scenario is
defined as

TD = TTS — TTSer (5.12)

where TTS is the total time spent in that scenario and TTS.r is the total time spent in
the reference scenario. The total time spent is calculated on the basis of both demand
flows and exit flows (Papageorgiou et al., 2003). The demand flows are the flows mea-
sured by the detector located at x = 0.3 km; the exit flows are the flows measured by
the detector located at x = 29.9 km. The reference scenario is a hypothetical one in
which the freeway vertical alignment is assumed to have no influence on the accelera-
tion behavior of drivers; hence, the sag is not a bottleneck. This situation is modeled
by setting the value of the maximum gradient compensation rate parameter ¢ to an
extremely high value: ¢ = 999 s~

5.5 Results

5.5.1 Reference scenario

In the reference scenario, traffic flow remains uncongested everywhere in the network
during the entire simulation period. Thus, the exit flow profile over time is similar to
the demand flow profile, with an offset of around 900 s (Figure 5.3(a)). The total time
spent is 1,035 vehicle hours (veh-h).

5.5.2 No-control scenario

In the no-control scenario, traffic breaks down at the sag bottleneck when the inflow
goes above 2,050 vph (which can be considered the free-flow capacity of the bottle-
neck). When traffic breaks down, the outflow from the bottleneck decreases to around
1,855 vph (which can be considered the queue discharge capacity) and reduces the
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network exit flow to 1,855 vph as well (Figure 5.3(a)). During the simulation period,
traffic breaks down twice. After the first breakdown, the demand flow decreases con-
siderably and allows the first queue to dissolve. Afterward, the demand flow again
increases above the free-flow capacity of the bottleneck, causing a second breakdown
(Figure 5.3(a)). In both cases, because the demand flow is higher than the exit flow, the
number of vehicles within the network increases. This accumulation of vehicles results
in a higher TTS than the TTSer. The TTS in the no-control scenario is 1,237 veh-h, so
the TD is 202 veh-h.
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(a) Demand and exit flows over time in all scenarios.
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(b) Speed limit and traffic speed over time at location x = 27.0 km (i.e., within the controlled section)
in the control scenario.

Figure 5.3: Simulation results.

5.5.3 Control scenario

In the control scenario, the outflow from the controlled section is regulated so that it
does not go above the free-flow capacity of the bottleneck. Because of that limit, traffic
does not break down at the bottleneck during the entire simulation period. In conditions
of high demand, congestion forms in the controlled section; however, the outflow from
the controlled section is higher (around 1,985 vph) than the queue discharge capacity
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of the bottleneck (which is around 1,855 vph) (Figure 5.3(a)). As a result, in periods
of high demand, network exit flows are around 1,985 vph (i.e., 7% higher than in
the no-control scenario) (Figure 5.3(a)). Therefore, fewer vehicles accumulate in the
network, and the result is a considerably lower TD. In the control scenario, the TTS is
1,177 veh-h (5% lower than in the no-control scenario), so the TD is 142 veh-h (30%
lower than in the no-control scenario).

The controller is able to react adequately to fluctuations in demand. Demand flows
reach high levels before t = 2,000 s (Figure 5.3(a)). When density at the bottleneck
gets close to the target density, the controller sets a speed limit of 60 to 70 km/h in
the controlled section (around ¢ = 2,700 s, Figure 5.3(b)). Between ¢ = 2,000 s and
t = 3,000 s, demand significantly decreases (Figure 5.3(a)), and this decrease results in
low densities at the bottleneck. When such low densities are measured, the controller
increases the speed limit in the controlled section (Figure 5.3(b)). The reason for the
speed limit increase is that demand is too low to cause traffic to break down at the
bottleneck, so the need to restrict inflow is lower. Afterward, between r = 3,000 s and
t =4,000 s, the demand increases again (Figure 5.3(a)). The controller responds by de-
creasing the speed limit in the controlled section to 60 to 70 km/h again (Figure 5.3(b))
to prevent traffic from breaking down at the bottleneck. Because of the proportional
structure of the controller, demand fluctuations result in speed limit oscillations (Fig-
ure 5.3(b)). However, in this case study, oscillations seem to dampen out with time, so
the system does not become unstable.

5.6 Sensitivity analysis

The authors selected the values of the controller parameters (Table 5.1) to ensure high
controller performance under the assumption that drivers behave in accordance with
the model of longitudinal driving behavior. However, the authors also analyzed the
performance of the controller by assuming that drivers do not behave exactly as de-
scribed by that model. More specifically, the authors investigated the sensitivity of
the controller performance to two key parameters of the model of longitudinal driving
behavior that have a significant influence on the capacity of the sag bottleneck: the
maximum gradient compensation rate, ¢, and the congestion factor on safe time head-
way, . First, the authors evaluated the performance of the controller by assuming a
lower and a higher value for parameter ¢ (i.e., 0.00005 s~! and 0.00015 s~!, respec-
tively) while the other parameters remained unchanged. Second, they evaluated the
performance of the controller by assuming a lower and a higher value for parameter y
(i.e., 1.12 and 1.18, respectively) while the other parameters remained unchanged.

The results indicate that the reduction in TD resulting from the implementation of
the proposed control strategy significantly depends on the value of parameter c. If
¢ = 0.00010 s~! (default value), the TD in the control scenario is 30% lower than
in the no-control scenario. If ¢ = 0.00005 s~ !, that percentage is 36%, whereas, if
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¢ =0.00015 s~!, that percentage is 23% (Table 5.2). The main reason for those differ-
ences is that a higher (or lower) value of ¢ results in a higher (or lower) queue discharge
capacity of the sag bottleneck; hence, it also results in higher (or lower) exit flows in
the no-control scenario. In contrast, in the control scenario, exit flows are almost the
same regardless of the value of c¢. Therefore, the controller reduces TD to a larger
extent if the value of ¢ is lower.

The reduction in TD resulting from the implementation of the controller does not sig-
nificantly depend on the value of parameter y. If Y= 1.15 (default value), the TD in
the control scenario is 30% lower than in the no-control scenario. If y= 1.12, that
percentage is 31%, whereas, if Y= 1.18, that percentage is 29% (Table 5.2). The main
reason that the percentages are similar is that a higher (or lower) value of y results in
a lower (or higher) queue discharge capacity of both the sag bottleneck and the con-
trolled section. Therefore, a higher (or lower) value of vy results in lower (or higher)
exit flows in both the no-control scenario and the control scenario.

To conclude, the sensitivity analysis shows that the results of evaluation of the con-
troller performance depend on the specification of the model of longitudinal driving
behavior. However, the sensitivity analysis also shows that the controller is able to
reduce TD significantly even after the values of key model parameters are changed.

Table 5.2: Performance of controller, including sensitivity analysis

Value, by scenario
Varied ¢ Varied y
Reference A B C )
Model parameter
c(s™h 0.00010 | 0.00005 | 0.00015 | 0.00010 | 0.00010
Y (unitless) 1.15 1.15 1.15 1.12 1.18
TD (veh-h)
No-control scenario 202 227 177 157 244
Control scenario 142 145 137 108 173
Difference (veh-h)
Absolute —60 —82 —40 —49 —71
Relative —29.7 —36.1 —22.6 —31.2 —-29.0

5.7 Conclusions

The capacity of sags is considerably lower than the capacity of normal freeway sec-
tions. Consequently, sags are often bottlenecks in freeway networks. This paper pre-
sented a new control strategy to mitigate congestion at sags on the basis of the concept
of mainstream traffic flow control. By limiting the traffic speed (and hence the flow)
in a controlled section upstream of the bottleneck, the proposed strategy regulates the
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density at the bottleneck area to keep it slightly below the critical density and hence
prevents traffic from breaking down. The capacity drop attributable to congestion does
not occur, so the outflow from the bottleneck can be higher. The speed limit on the con-
trolled section is set by using a proportional feedback control law. The performance
of the proposed control strategy was evaluated by means of a simple case study by
using microscopic traffic simulation. The results show a considerable improvement in
the efficiency of traffic flow. In periods of high demand, the flow exiting the network
is around 7% higher in the control scenario than in the no-control scenario, and this
higher exiting flow reduces the TD by around 30%. A sensitivity analysis shows that
the controller is able to reduce TD considerably, even if different values for key param-
eters of the model of longitudinal driving behavior are assumed. Despite the simplicity
of the case study, the findings here show for the first time that mainstream traffic flow
control strategies using variable speed limits have the potential to improve traffic flow
efficiency considerably in freeway networks containing sags.

Further research is necessary to make a more thorough evaluation of the performance
of the proposed control strategy. Such evaluation requires extending the case study to
include a multilane network and heterogeneous traffic. In addition, the model of lon-
gitudinal driving behavior should take into account the level of compliance of drivers
with variable speed limits, because driver compliance may have a strong influence on
the performance of the control strategy. In addition, the model should be calibrated
and validated. Further research should be performed to refine the controller design and
improve its performance. For example, the oscillatory behavior of the controller could
be mitigated by using an alternative type of control law (e.g., proportional-integral
feedback). Furthermore, other means to regulate speed in the controlled section could
be tested. An alternative to displaying variable speed limits on message signs could
be to regulate the speed of vehicles equipped with cooperative adaptive cruise control
systems (via infrastructure-to-vehicle communication). Finally, the controller design
could be extended to make it operational in more-complex networks (e.g., networks
with ramps or other types of bottlenecks). This extension may require combining the
control strategy presented in this paper with other types of control measures.
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Conclusions

6.1 Main findings

6.1.1 Causes of stop-and-go waves at sags

At sags, the most frequently observed congested traffic patterns are moving localized
clusters and oscillating congested traffic, both of which are patterns characterized by
the presence of stop-and-go waves. However, the primary cause of stop-and-go waves
at sags has not been identified yet. There is evidence that the car-following behavior
of most drivers changes at sags (drivers tend to keep longer headways than expected
given their speed). Some researchers state that stop-and-go waves form mainly as a
result of the cumulative effect of these local changes in car-following behavior. On the
other hand, other researchers argue that disruptive lane changes may be the primary
cause (as is usually the case in other types of bottlenecks).

This thesis analyzes 2284 vehicle trajectories at a sag of a three-lane Japanese freeway
and shows that, in most cases (16 out of 18), the factor triggering the formation and
growth of stop-and-go waves is related to car-following phenomena. Lane changes are
a significantly less frequent triggering factor (2 cases out of 18). These car-following
phenomena may be related to the fact that drivers keep longer headways than expected
given their speed when they drive through sags (as suggested by other researchers).
However, it is not possible to validate this hypothesis based on the data analyzed in
this thesis, because the resolution of the trajectories is not high enough.

6.1.2 Microscopic modeling of traffic flow at sags

The ability to simulate traffic at sags in a realistic way is crucial for the development
and evaluation of dynamic traffic management (DTM) measures for this type of bottle-
necks. The findings reported in Chapter 2 indicate that, in order to accurately simulate
traffic flow at sags on a microscopic level, it is necessary to use a car-following model

97
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that takes into account the influence of the freeway’s vertical profile. A review of the
literature shows that most existing car-following models of that type are based on as-
sumptions about the way drivers compensate for the increased grade resistance force at
sags that are inconsistent with empirical observations. That hampers their validity. The
only car-following model that is based on accurate assumptions is the one proposed by
Oguchi and Konuma (2009), which assumes that drivers compensate gradually for the
increase in grade resistance force at sags. However, an important drawback of this
model is that it is not sufficiently generic, since the values of some parameters depend
on the vertical profile of the sag.

This thesis presents a new car-following model that is based on a similar principle to
that of the model presented by Oguchi and Konuma (2009) but has a more generic for-
mulation. Simulation experiments show that a microscopic traffic model consisting of
the proposed car-following model and a regular lane change model (LMRS) reproduces
the main phenomena that characterize traffic dynamics at sags. In particular, the model
generates a bottleneck caused by the increase in gradient and reproduces its location
very accurately. The model also reproduces the oscillating nature of congested traffic
at sags. A sensitivity analysis indicates potential ways to alleviate traffic congestion at
sags. For instance, it is found that congestion is less severe if drivers: a) compensate
faster for the increased grade resistance force at sags; and b) have shorter desired time
headways in congestion.

6.1.3 Optimal acceleration behavior of vehicles equipped with in-
car systems at sags

In recent years there has been a growing interest in the development of DTM measures
for sags that use in-vehicle systems as actuators. At present, however, it is not known
how vehicles equipped with those systems should behave at sags in order to minimize
congestion. The traffic flow optimization experiments carried out in this thesis (which
consider scenarios with a single-lane freeway, nearly-saturated traffic conditions and
low penetration rates of equipped vehicles) indicate that the optimal acceleration be-
havior of equipped vehicles at sags is defined by two separate strategies, which are
given the names of primary and supporting strategies.

The primary strategy is the one that contributes the most to reducing total delay. It in-
volves performing a deceleration-acceleration-deceleration-acceleration (DADA) ma-
neuver in the sag area. This maneuver induces the first group of following vehicles (up
to 85 vehicles, in some cases) to accelerate fast along the sag, reaching the end of the
curve (bottleneck) at moderately high speeds. As a result, for a particular time interval
(2-3 min), the outflow from the sag is significantly higher (up to 5% higher) than the
regular queue discharge rate. This produces substantial delay savings for all vehicles
located behind the equipped vehicle. The maneuver also triggers a stop-and-go wave
on the first part of the sag that temporarily limits the inflow into the vertical curve.
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Limiting the inflow is beneficial because it slows down the formation of congestion at
the bottleneck.

The supporting strategy consists in performing one or more deceleration-acceleration
maneuvers upstream of the sag. This strategy is used in some cases to manage conges-
tion upstream of the vertical curve in such a way that the inflow into the sag is regulated
more effectively. This increases slightly the effectiveness of the primary strategy.

6.1.4 Mainstream traffic flow control using variable speed limits
at sags

The findings reported in Chapter 4 underline the relevance of limiting the inflow into
sags as an approach to mitigate traffic congestion at this type of bottlenecks. Previous
research shows that DTM measures based on the concept of mainstream traffic flow
control (MTFC), which essentially regulate the density at a bottleneck by limiting the
inflow, can significantly alleviate traffic congestion. However, no automatic MTFC
measures have been specifically developed for sags yet.

This dissertation presents a new MTFC measure that applies variable speed limits up-
stream of the sag in order to regulate the density at the end of the vertical curve (bot-
tleneck). Density is kept slightly below the critical density, hence preventing traffic
from breaking down while maximizing outflow. Speed limits are set on the basis of
a simple feedback control law. Simulation experiments using the traffic model devel-
oped in this thesis (and assuming that all drivers fully comply with speed limits) show
that the proposed MTFC measure: a) is able to adapt to fluctuations in demand; and
b) increases the sag outflow by around 7% in periods of high traffic demand. This leads
to a substantial decrease in total delay. Furthermore, a sensitivity analysis shows that
the proposed measure reduces the total delay considerably even if different values for
key parameters of the car-following model are assumed.

6.2 Conclusions

Previous research shows that, at sags, most drivers operate the vehicle controls in a way
that does not allow them to compensate instantaneously for the increase in resistance
force that results from the increase in gradient. The non-compensated resistance force
limits the acceleration of their vehicles, which leads to local changes in car-following
behavior. More specifically, drivers tend to keep longer headways than expected given
their speed. The findings reported in the dissertation support the hypothesis that con-
gestion (in the form of stop-and-go waves) occurs at sags primarily as a result of the
cumulative effect of these local changes in car-following behavior rather than as a re-
sult of lane-changing maneuvers. Note, however, that it is not possible to conclude this
absolutely due to the reduced size and scope of the data set analyzed in the thesis. The
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findings give us a better understanding of the causes of congestion at sags. Moreover,
the discovery that lane-changing maneuvers are not the primary cause of stop-and-go
waves at the studied sag, which is in line with observations made by Zheng et al. (2011)
at a different site, is very relevant because it implies that stop-and-go waves probably
form at sags for a different reason than in most other types of freeway sections.

The ability to simulate traffic at sags in a realistic way is essential for the development
of DTM measures for this type of bottleneck. The conclusion that congestion at sags
is most likely caused by local changes in car-following behavior implies that accu-
rate modeling of this dimension of driving behavior is crucial for modeling traffic at
sags on a microscopic level. However, a literature review revealed that most existing
car-following models do not take into account the influence of the freeway’s vertical
profile, and those that do, do so mostly on the basis of incorrect assumptions, which
hinders their validity. This means that existing car-following models can generally not
reproduce traffic dynamics at sags in an accurate manner, whereas there is a need for
models that can do so. To address this issue, a new car-following model was devel-
oped in this dissertation, which generalizes the Intelligent Driver Model (IDM) on the
basis of two assumptions: «) drivers compensate linearly over time for the increase
in grade resistance force at sags; b) the compensation rate is generally lower than the
rate at which the grade resistance force increases as the vehicle moves along the ver-
tical curve. These assumptions are in line with empirical observations and imply that
drivers do not attain their desired acceleration when they go through sags. The simu-
lation results reported in this thesis show that a microscopic traffic model composed
of the proposed car-following model and a regular lane change model (LMRS) is able
to reproduce the main phenomena that characterize traffic dynamics at sags, including
the oscillatory nature of congested traffic and the location of the bottleneck (end of the
sag). Therefore, it is concluded that the proposed modeling approach is face-valid and
its underlying theoretical assumptions are correct. Nevertheless, the model still needs
to be calibrated and validated. In general, the modeling of traffic on freeways with
vertical curves remains an underdeveloped field of study that needs more attention.

As mentioned above, the ability to accurately model traffic flow at sags is crucial for the
development of specific DTM measures for this type of bottleneck. This dissertation
identifies various potentially effective traffic management strategies by analyzing the
properties of the newly developed car-following model and by performing optimiza-
tion experiments using an adapted version of that model. A mathematical optimization
method was used for the first time for identifying traffic management strategies for
sags, and the results prove the usefulness of this method. It is concluded that the same
optimization method (or an extended version of it) could be used for identifying traffic
management strategies for other types of bottlenecks. The findings reported in this
thesis suggest four main strategies to reduce the severity of congestion at sags: a) im-
proving the ability of drivers to compensate for the increase in grade resistance force
at sags; b) inducing drivers to keep shorter headways when they are queuing; ¢) in-
ducing drivers to accelerate fast along sags and reach the end of the vertical curve at
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high speeds; and d) limiting the inflow into sags. The main effect of all these strategies
is an increased outflow from the sag in high demand conditions, which reduces the
total delay caused by the bottleneck. DTM measures based on strategies a and b have
been presented in recent years, but there are no modern applications of strategies ¢
and d. This thesis proposes two possible ways to implement the latter two strategies in
practice.

The first way consists in making specific vehicles equipped with in-car systems (for
example, ACC systems that communicate with the freeway infrastructure) perform a
deceleration-acceleration-deceleration-acceleration (DADA) maneuver at sags in con-
ditions when traffic demand approaches the bottleneck capacity. Simulation results
reported in this thesis indicate that, if done correctly, the DADA maneuver of each
vehicle can induce the first group of following vehicles to accelerate fast along the sag
(strategy ¢) and trigger a stop-and-go wave that temporarily limits the inflow into the
vertical curve (strategy d). As a result, after each DADA maneuver, traffic stays uncon-
gested at the end of the sag (bottleneck) for a certain time period (2-3 min). During that
period, the sag outflow is higher (up to 5% higher) than the queue discharge capacity.
This leads to substantial delay savings in comparison with a no-control scenario, espe-
cially if the distance between controlled vehicles is optimized so as to ensure that sag
outflow stays high for a total period as long as possible (for example, in the scenarios
analyzed in the thesis, the ideal situation would be to have around 80 non-equipped
vehicles between each pair of equipped vehicles). Note that this type of measure does
not require high penetration rates of equipped vehicles, which facilitates its implemen-
tation. However, various issues need to be addressed before this type of measure can be
implemented in real freeways. The simulations presented in this dissertation consider
scenarios with a single-lane freeway; one of the main questions is whether this type of
measure would be effective in multi-lane freeways, where vehicles may change lane
changes in front of equipped vehicles while these are performing a DADA maneuver.
Actually, for real-life applications, additional measures may be necessary to facilitate
the DADA maneuvers and to enhance their effectiveness in mitigating congestion.

The second way consists in regulating the inflow into sags (strategy d) by modifying
the speed limits on a freeway section located immediately upstream of the vertical
curve on the basis of a feedback control law. Inflow should be regulated in such a way
that the traffic density at the end of the sag (bottleneck) stays slightly below the critical
density, hence traffic flow remains uncongested. This type of measure is based on a
relatively simple principle. Simulation results reported in this dissertation show that it
can substantially increase the sag outflow during periods of high demand (the increase
can be of up to 7%), thereby producing considerable delay savings. It is concluded
that this type of measure can substantially reduce congestion in freeway networks with
sags. However, some issues need to be addressed before this type of measure can be
implemented in practice, such as improving the stability of the controller and finding
ways to ensure that drivers comply with the speed limits.
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6.3 Implications for practice

The findings and conclusions of this thesis have important implications for practice,
since they open the possibility of improving microscopic simulation tools and devel-
oping more effective measures to manage traffic at sags.

The findings on the causes of congestion at sags provide a theoretical foundation that
can facilitate the understanding and modeling of traffic dynamics at this type of free-
way sections. The thesis presented a new microscopic traffic model that was developed
on the basis of these findings, and showed that the model correctly reproduces traffic
dynamics at sags. The proposed modeling approach allows for an improved represen-
tation of traffic flow in microscopic simulation tools. This is expected to improve the
predictive power of these tools and increase their accuracy in evaluating the effects
of DTM measures or infrastructure adjustments. Policy makers, road authorities and
traffic engineering companies often require this type of evaluations.

The findings on strategies to reduce congestion at sags provide a foundation for the
development of new DTM measures. Particularly, the thesis identified two traffic man-
agement strategies (inducing drivers to accelerate fast along sags, and limiting the
inflow into the bottleneck) that are currently not being applied in practice. Moreover,
the thesis proposed two specific DTM concepts based on these strategies: a) making
vehicles equipped with in-car systems perform a specific acceleration-related maneu-
ver at sags in order to induce the following vehicles to accelerate fast and reach the
bottleneck at high speeds; and b) using variable speed limits to regulate the inflow
into sags and prevent congestion at the bottleneck. The findings reported in the dis-
sertation indicate that both DTM concepts have the potential to substantially reduce
congestion at sags. Furthermore, on a more general level, they confirm the high po-
tential of DTM measures based on the use of in-car systems, particularly advanced
adaptive cruise control (ACC) systems, and DTM measures based on the concept of
mainstream traffic flow control. Therefore, it is expected that industry will explore the
potential market opportunities related to these new technologies and on this basis will
develop them further.

6.4 Recommendations for future research

Determining the reasons why the car-following behavior of drivers changes at sags is
crucial for developing a better understanding of the causes of congestion at these type
of bottlenecks. Previous research indicates that the main reason is related to the char-
acteristics of vehicle control behavior! at sags. However, these are not well known

"Here vehicle control behavior means the way drivers operate the vehicle controls (e.g., pedals and
gear box) in response to the roadway characteristics, traffic conditions and environmental conditions.
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yet. Hence, we recommend to investigate more thoroughly how drivers operate the
vehicle controls at sags in various circumstances and how and to what extent this in-
fluences longitudinal driving behavior. A possible approach is to analyze real vehicle
control operation data together with the corresponding vehicle trajectory and vertical
alignment data. Nevertheless, to the best of the author’s knowledge, this type of data is
not available. An alternative could be to use driving simulator data (Yoshizawa et al.,
2012), although the reliability of this type of data is questionable. Otherwise, real driv-
ing data could be collected by carrying out experiments with test vehicles. If possible,
these experiments should be performed with different vehicles, with different drivers,
in different traffic conditions, and on sags with different vertical profiles. Another rel-
evant research topic is whether, how and to what extent the freeway’s vertical profile
influences lateral driving behavior. Currently, very little is known about this topic. A
possible research approach is to analyze high-resolution trajectory data.

This dissertation presented a new microscopic traffic model and demonstrated its face-
validity. However, the proposed traffic model should be calibrated and validated, which
requires a quantitative comparison of the model output with empirical trajectory data.
Vehicle trajectories from the Yamato sag (Tomei Expressway, Japan) are available, but
their resolution is not high enough for that purpose. Therefore, high-resolution data
(including lane changes) from that site and/or other sites will be necessary to cali-
brate and validate the traffic model. Preferably, the additional sites should be from
other countries and include sags with different vertical profiles and different number
of lanes. Also, the trajectory data should correspond to periods with different traffic
conditions, including free flow, onset of congestion and fully congested conditions.
Furthermore, it is recommended to perform a thorough analysis of the mathematical
properties of the traffic model and, particularly, of its car-following model. Such anal-
ysis is essential to gain more insight on how the model works and to identify potential
limitations. Also, it could indicate ways to improve the model performance further.
Finally, it would be very interesting to compare the performance of this model with
that of existing models. Another relevant research topic is the development of macro-
scopic approaches to model traffic at sags. Here, one of the first necessary steps is
estimating the fundamental relation between traffic flow, density and speed. The shape
of this relation at sags is not well known, although some preliminary results have been
presented in the literature (Gofii-Ros et al., 2013a).

The thesis identified the two strategies that define the optimal acceleration behavior of
vehicles equipped with in-car systems at sags in a series of scenarios. These findings
are very relevant for the development of new DTM measures for sags. However, more
research is needed to determine whether the identified strategies would also be optimal
in a wider range of scenarios or other strategies would be more appropriate in other
conditions. Relevant scenarios that need to be studied include scenarios with multiple
lanes, higher penetration rates and lower traffic demand. To this end, additional op-
timization experiments are necessary. Note that performing optimization experiments
for scenarios with multiple lanes will require modifying the formulation of the optimal
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control problem in order to include the possibility that vehicles change lanes and to
specify the lateral driving behavior of drivers. Moreover, further research is needed
to analyze the working principles of the identified strategies more in detail and to de-
termine how they can be translated into effective DTM measures. In this respect, it
is important to consider the drivers’ acceptance of and interaction with the in-car sys-
tems, since this will have a big influence on the effectiveness of the DTM measures.
Currently, ACC applications using infrastructure-to-vehicle or vehicle-to-vehicle com-
munication based on the strategies identified in this thesis are under development. Pre-
liminary work shows promising results (Papacharalampous et al., 2015b).

This thesis presented a new DTM measure that uses variable speed limits to regulate
the traffic density at the end of a sag (bottleneck) and prevent congestion at that lo-
cation. It is shown that the proposed measure can considerably reduce total delay.
However, there is room to improve and extend the controller design and, hence, to
increase the performance of this type of measure. For example, the oscillatory be-
havior of the controller could be mitigated by using an alternative type of control law
(e.g., proportional-integral feedback) or by using traffic state predictions. Also, the
controller design can be extended to make it operational in more complex freeway net-
works, such as networks with ramps or other types of bottlenecks. This extension may
require combining the proposed measure with other types of control measures (e.g.,
ramp metering). Furthermore, it would be interesting to test other means to regulate
speed in the controlled section. An alternative or an addition to displaying variable
speed limits on message signs could be to regulate the speed of vehicles equipped with
advanced adaptive cruise control systems via infrastructure-to-vehicle communication
(Wang et al., 2015). Also, it would be interesting to study ways to ensure that the
variable speed limits do not cause the formation of long-lasting stop-and-go waves.
Finally, it is recommended to perform a more extensive evaluation of the performance
of the proposed DTM measure. Such evaluation requires performing simulations for
scenarios with multiple lanes and heterogeneous traffic. In addition, the car-following
model should be adjusted to take into account the level of compliance of drivers with
speed limits.
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Summary

The main purpose of freeway networks is to provide short and reliable travel times
between key locations of a region while ensuring safe operations. Frequently, how-
ever, freeway networks cannot perform this function properly due to the occurrence
of traffic congestion. Congestion is a traffic condition characterized by high densities
and low speeds that arises when too many vehicles try to transverse a freeway section
with limited capacity. The occurrence of traffic congestion inherently causes delays.
Furthermore, it reduces travel time reliability and traffic safety, and increases fuel con-
sumption and air pollution.

Sag vertical curves (or sags) are roadway sections along which the gradient increases
significantly in the direction of traffic. Previous research shows that the capacity of
freeway sags is considerably lower than the capacity of freeway sections with other
vertical profiles. Hence, traffic generally becomes congested at freeway sags in high
demand conditions. Generally, congestion occurs first on the median lane and then
spreads to the other lanes. The congestion patterns observed at freeway sags are char-
acterized by the formation of stop-and-go waves, i.e., spatially-confined regions of low
traffic speed that propagate upstream at a constant velocity. The bottleneck is generally
the end of the vertical curve (see Figure I.A).
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Figure I.A: Typical traffic situation on a freeway stretch with a sag in high demand conditions if no
control measure is applied (d = demand flow, s = exit flow, g7 , . = queue discharge capacity of the
sag bottleneck; green and red circles are vehicles that are moving at high and low speed, respectively).

In some countries, sags are one of the most common types of freeway bottleneck. For
example, on Japanese intercity freeways, around 60% of traffic jams occur at sags. Be-
cause of this reason, various dynamic traffic management (DTM) measures aimed at
reducing congestion at sags have been developed in the past years. However, despite
the progress made, several challenges still need to be addressed in order to improve
our ability to mitigate congestion at this type of bottlenecks. These challenges include:
a) gaining a better understanding of the causes of congestion at sags; b) developing new
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mathematical models to represent traffic at sags in a more realistic way; and ¢) iden-
tifying the most effective strategies to manage traffic at sags. With regard to the latter
point, current developments in dynamic traffic management (such as mainstream traffic
flow control and in-car system applications) need to be considered.

The main objective of this dissertation is to develop new concepts for traffic manage-
ment at sags based on a thorough understanding of the causes of congestion at this type
of bottlenecks. To this end, the dissertation answers the following research questions:
a) what is the primary cause of stop-and-go waves at sags?; b) how should traffic be
modeled on a microscopic level in order to accurately reproduce its characteristics on
freeways with sags?; ¢) how should vehicles equipped with in-car systems behave at
sags in order to minimize the severity of congestion?; and d) can mainstream traffic
flow control measures based on the use of variable speed limits significantly reduce
congestion at sags?

Causes of stop-and-go waves at sags

It is well known that, in high demand conditions, traffic becomes congested at freeway
sags in the form of stop-and-go waves. However, there is no consensus in the literature
on what the primary cause of these waves is. There is evidence that the car-following
behavior of most drivers changes at sags: drivers tend to keep longer headways than
expected given their speed. The main reason for this appears to be inadequate acceler-
ation behavior. Some researchers argue that stop-and-go waves form mainly as a result
of the cumulative effect of these local changes in car-following behavior. On the other
hand, other researchers suggest that disruptive lane changes may be the main cause of
stop-and-go waves at sags.

This thesis contributes to the understanding of the causes of congestion at sags by
analyzing empirical trajectory data from a freeway stretch with a sag and showing that,
in most cases (89%), the factor triggering the formation and growth of stop-and-go
waves at the study site is related to car-following phenomena, whereas lane changes
are a much less frequent triggering factor (11% of cases). In view of these results, it
is concluded that the main cause of stop-and-go waves at sags are not disruptive lane
changes but car-following phenomena (which are probably induced by the increase in
freeway gradient, as suggested by other researchers). This is not to say, however, that
lane changes play no part in congestion dynamics.

Microscopic modeling of traffic flow at sags

Traffic models are essential tools for understanding traffic flow dynamics and also for
developing and assessing DTM measures. The findings reported in the previous section
indicate that using a car-following model that accurately captures the influence of the
freeway vertical profile is crucial for modeling traffic at sags on a microscopic level.
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On the other hand, there is no evidence that lane-changing behavior is influenced by
the vertical profile of the freeway. Thus, regular lane change models are generally
deemed suitable for modeling traffic at sags on a microscopic level.

This thesis contributes to the theoretical understanding and mathematical description
of microscopic driving behavior at sags by proposing a new model that describes car-
following behavior at this type of freeway sections more accurately than existing mod-
els. The proposed car-following model generalizes the Intelligent Driver Model (IDM)
by adding a term that describes the influence of the freeway vertical profile on vehicle
acceleration based on two assumptions (which are supported by empirical evidence):
a) drivers compensate linearly over time for the increase in resistance force caused by
an increase in slope; and b) the compensation rate (which is defined by a parameter) is
usually lower than the rate at which the resistance force increases as a vehicle moves
through a sag.

The thesis shows that a microscopic traffic model composed of the new car-following
model and a regular lane change model (LMRS) is able to reproduce the main phenom-
ena that characterize traffic flow at sags. In particular, the model generates a bottleneck
caused by the vertical curve and accurately reproduces its location. In view of these
results, it is concluded that the traffic model (and particularly its car-following model)
is face-valid and its underlying assumptions are plausible. Furthermore, a sensitivity
analysis reveals potential ways to mitigate congestion at sags. Specifically, it is found
that congestion is less severe if drivers: a) compensate faster for the increase in grade
resistance force at sags; and b) have shorter desired headways when they are queuing.

Optimal acceleration behavior of vehicles equipped with in-car systems at sags

Nowadays, there is growing interest in the development of DTM measures for sags
based on the use of in-car systems (e.g., advisory systems or advanced adaptive cruise
control systems). However, most proposed measures are in early phases of develop-
ment. The thesis contributes to the development of this type of measures by determin-
ing how equipped vehicles should move at sags in order to minimize congestion. An
optimal control method is used for this purpose. The optimal control problem consists
in finding the acceleration profiles of a number of vehicles as they move along a single-
lane freeway stretch with a sag in such a way that the total travel time of all vehicles
is minimized. The problem is solved for various scenarios defined by the number of
controlled vehicles and their positions in traffic.

The thesis shows that the optimal acceleration behavior of equipped vehicles involves
performing a deceleration-acceleration-deceleration-acceleration (DADA) maneuver
in the sag area (see Figure I.B). This maneuver induces the first group of following
vehicles to accelerate fast along the vertical curve. As a result, traffic speed and flow
at the end of the sag (bottleneck) increase for a particular time period, which produces
substantial total travel time savings. The maneuver also triggers a stop-and-go wave
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that temporarily limits the inflow into the sag, slowing down the formation of conges-
tion at the bottleneck. Moreover, in some cases, controlled vehicles perform one or
more deceleration-acceleration maneuvers upstream of the sag. This additional strat-
egy is used to manage congestion upstream of the sag in such a way that the inflow
into the vertical curve is regulated more effectively.
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Figure 1.B: Primary strategy example (scenario with one controlled vehicle, the 75th vehicle). A is a
region of moderately low traffic speed and limited flow around the beginning of the sag; B is a region
of moderately high traffic speed and high flow around the end of the sag.

Mainstream traffic flow control using variable speed limits at sags

The findings reported in the previous section show that limiting the inflow into sags
can help to alleviate congestion at this type of bottlenecks. Furthermore, previous re-
search indicates that DTM measures based on the concept of mainstream traffic flow
control (MTFC), which essentially regulate the inflow into a bottleneck, can substan-
tially reduce congestion at various types of bottlenecks. However, no automatic MTFC
measures have been specifically developed for sags yet.
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Figure 1.C: Traffic situation on a freeway stretch with a sag in high demand conditions if the MTFC
measure is applied (¢ = demand flow, s = exit flow, g. = outflow from the controlled section, ¢j ., =

queue discharge capacity of the sag bottleneck, qf:.nm = free flow capacity of the sag bottleneck; green
and orange circles are vehicles that are moving at high and low speed, respectively).

This thesis presents a concept for a MTFC measure for sags (see Figure I.C). The mea-
sure applies variable speed limits upstream of the sag in order to regulate the density
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at the end of the vertical curve (bottleneck). Density is kept slightly below the critical
density, hence preventing traffic from becoming congested while maximizing outflow.
Speed limits are set on the basis of a feedback control law. Simulation experiments
show that the MTFC measure considerably increases the sag outflow in periods of
high traffic demand, which leads to substantial total travel time savings. In view of
these results, it is concluded that MTFC measures using variable speed limits have the
potential to substantially reduce congestion in freeway networks with sags.

Conclusions

The findings of this dissertation suggest that the main cause of congestion (stop-and-go
waves) at sags is that most drivers do not accelerate enough to compensate instanta-
neously for the increase in grade resistance at this type of freeway sections. This limits
vehicle acceleration and makes drivers keep longer headways than expected given their
speed, which results in a local decrease of the freeway capacity. This conclusion im-
plies that lane changes are not the primary cause of congestion at sags.

The thesis provides an accurate mathematical description of microscopic driving be-
havior on freeways with sags. The main novelty is a car-following model that assumes
that drivers compensate gradually (not instantaneously) for the increase in grade resis-
tance at sags. This model facilitates improved representation of traffic in simulation
tools. In addition, potentially effective traffic management strategies can be identified
by analyzing the properties of the model and/or performing optimization experiments
using the model. An optimal control method is used for this purpose for the first time
in this thesis. In view of the results, it is concluded that the proposed method (possibly
extended) could also be used to identify strategies to manage traffic at other types of
bottlenecks.

The thesis identifies four traffic management strategies for sags: a) improving the abil-
ity of drivers to compensate for the increase in grade resistance at sags; b) inducing
drivers to keep shorter headways when they are queuing; ¢) inducing drivers to ac-
celerate fast through sags and reach the end of the vertical curve at high speeds; and
d) limiting the inflow into sags. The main goal of all these strategies is to increase
the outflow from the sag in high demand conditions, which leads to a decrease in total
travel time. Various DTM measures based on strategies a and b have been proposed
in recent years. However, there are no modern applications of strategies ¢ and d. The
thesis proposes two possible ways for implementing the latter two strategies in prac-
tice. The first way consists in inducing vehicles equipped with in-car systems (e.g.,
advanced adaptive cruise control systems) to perform a specific acceleration-related
maneuver at sags if traffic demand approaches the bottleneck capacity. The second
way involves regulating the traffic density at the bottleneck by modifying the speed
limits (and thus the flow) on a freeway section located immediately upstream of the
vertical curve on the basis of a feedback control law. Simulation experiments show
that both approaches have the potential to considerably reduce congestion at sags.
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The following issues should be addressed in future research: a) determining how
drivers operate the vehicle controls at sags under various circumstances and how that
influences their car-following behavior; ) refining, calibrating and validating the pro-
posed car-following model; ¢) determining the optimal behavior of vehicles equipped
with in-car systems at sags in a wider range of scenarios (e.g., scenarios with multiple
lanes, higher penetration rates, etc.); and d) developing implementable DTM measures
based on the strategies and concepts presented in this thesis.



Samenvatting

Snelwegen hebben als voornaamste doel te zorgen voor korte en betrouwbare reistijden
tussen belangrijke locaties in een regio terwijl de veiligheid gewaarborgd wordt. De
snelwegen kunnen deze functie echter regelmatig niet naar behoren vervullen vanwege
het optreden van congestie. Congestie is een verkeersconditie die gekenmerkt wordt
door hoge dichtheden en lage snelheden. Dit doet zich voor wanneer te veel voertuigen
over een snelweg met beperkte capaciteit proberen te rijden. Vertragingen zijn inherent
aan het optreden van congestie. Congestie verlaagt bovendien de reistijdbetrouwbaar-
heid en verkeersveiligheid, en verhoogt het brandstofverbruik en de luchtvervuiling.

Sags zijn wegdelen waar de gradint aanmerkelijk toeneemt in de richting van het ver-
keer, dus het deel van een helling voorbij het diepste punt van een dal. Eerder on-
derzoek toont aan dat de capaciteit van sags op snelwegen aanzienlijk lager is dan de
capaciteit van snelwegdelen met andere verticale profielen. Bij een hoge verkeersvraag
ontstaat er daarom doorgaans congestie op sags welke onderdeel zijn van snelwegen.
Congestie doet zich meestal eerst voor op de middelste rijstrook waarna het zich ver-
spreidt naar de andere rijstroken. De congestiepatronen bij sags bestaan uit stop-and-go
waves. Dit zijn ruimtelijk begrensde gebieden met lage verkeerssnelheden welke zich
stroomopwaarts verplaatsen met een constante snelheid. Het knelpunt is doorgaans het
eind van de verticale bocht (zie Figuur 1I.A).

d — Knelpunt
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Figuur IL.A: Typische verkeerssituatie op een snelwegdeel met een sag bij een hoge verkeersvraag
wanneer er geen beheersmaatregel is toegepast (d = verkeersvraag, s = uitstroom, g} ., =
uitstroomcapaciteit van de sag; groene en rode cirkels zijn voertuigen die respectievelijk met een hoge
en een lage snelheid voortbewegen).

In enkele landen zijn sags een van de voornaamste type knelpunten op de snelwegen.
Zo doet in Japan ongeveer 60% van de files zich voor bij sags. Hierdoor zijn er de
afgelopen jaren verscheidene dynamische verkeersmanagement (DVM) maatregelen
ontwikkeld met het doel om de congestie bij sags te verminderen. Hoewel er vooruit-
gang is geboekt, zijn er nog verschillende uitdagingen om de congestie op deze typen
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knelpunten verder te verminderen. Tot deze uitdagingen behoren: a) het verkrijgen
van beter inzicht in de oorzaken van congestie op sags; b) het ontwikkelen van nieuwe
wiskundige modellen om verkeer op sags op een meer realistische manier weer te ge-
ven; en ¢) het identificeren van de meest effectieve strategien om verkeer bij sags te
beheersen. Met betrekking tot dit laatste punt dienen huidige ontwikkelingen in dy-
namisch verkeersmanagement (zoals het gebruikelijke beheer van verkeersstromen en
in-car toepassingen) te worden overwogen.

Het hoofddoel van deze dissertatie is het ontwikkelen van nieuwe verkeersmanage-
mentconcepten voor sags, gebaseerd op de oorzaken van congestie bij deze typen knel-
punten. Hiertoe beantwoordt deze dissertatie de volgende onderzoeksvragen: a) wat
is de primaire oorzaak van stop-and-go waves bij sags?; b) hoe dient het verkeer op
een microscopisch niveau gemodelleerd te worden om de karakteristieken op snelwe-
gen met sags op een representatieve wijze te reproduceren?; ¢) hoe dienen voertuigen
welke zijn uitgerust met in-car systemen zich te gedragen bij sags om de ernst van de
congestie te minimaliseren?; en d) kunnen gebruikelijke reguleringsmaatregelen voor
verkeersstromen welke zijn gebaseerd op het gebruik van variabele snelheidslimieten
de congestie op sags substantieel reduceren?

QOorzaken van stop-and-go waves op sags

Het is bekend dat congestie zich op sags voordoet in de vorm van stop-en-go wa-
ves. Er is echter geen consensus in de literatuur over de primaire oorzaak van deze
stop-en-go waves. Er is bewijs dat het voertuigvolggedrag van de meeste bestuurders
verandert bij sags: bestuurders zijn geneigd om langere volgafstanden aan te houden
dan op basis van hun snelheid kan worden verwacht. De voornaamste reden blijkt te
liggen in inadequaat versnellingsgedrag. Enkele onderzoekers stellen dat stop-en-go
waves hoofdzakelijk het resultaat zijn van het cumulatieve effect van deze lokale ver-
anderingen in voertuigvolggedrag. Andere onderzoekers suggereren dat verstorende
rijstrookwisselingen de oorzaak kunnen zijn van stop-and-go waves op sags.

Dit proefschrift draagt bij aan het begrip van de oorzaken van congestie op sags. Hier-
toe zijn empirische trajectorie-data van een snelwegdeel met een sag geanalyseerd en
is laten zien dat voor dit deel in de meeste gevallen (89%) de vorming en groei van
stop-en-go waves gerelateerd is aan voertuigvolgfenomenen, terwijl veranderingen van
rijstrook veel minder vaak de teweegbrengende factor zijn (11% van de gevallen). In
het licht van deze resultaten wordt geconcludeerd dat de hoofdoorzaak van stop-and-go
waves bij sags niet verstorende rijstrookwisselingen zijn maar voertuigvolgfenomenen
(welke mogelijk veroorzaakt worden door de toename van de gradint van de snelweg
zoals gesuggereerd door andere onderzoekers). Dit wil echter niet zeggen dat rijstrook-
wisselingen geen rol spelen in de dynamiek van congestie.
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Microscopisch modelleren van verkeersstromen op sags

Verkeersmodellen zijn essentile middelen om de dynamiek van verkeersstromen te be-
grijpen en DVM-maatregelen te ontwikkelen en bepalen. De bevindingen welke gerap-
porteerd zijn in de voorgaande sectie duiden er op dat het bij het op een microscopisch
niveau modelleren van verkeer op sags cruciaal is om een voertuigvolgmodel te gebrui-
ken dat rekening houdt met de invloed van het verticale profiel van de snelweg. Aan
de andere kant is er geen bewijs dat het gedrag bij rijstrookwisselingen benvloed wordt
door het verticale profiel van de snelweg. Daarom worden reguliere modellen voor rij-
strookwisselingen geschikt geacht voor het modelleren van sags op een microscopisch
niveau.

Dit proefschrift draagt bij aan het theoretische begrip en de wiskundige beschrijving
van microscopisch rijgedrag op sags door het introduceren van een nieuw model dat
het voertuigvolggedrag op deze typen snelwegdelen nauwkeuriger beschrijft dan an-
dere modellen. Het gentroduceerde voertuigvolgmodel veralgemeniseert het Intelli-
gent Driver Model (IDM) door een term toe te voegen die de invloed van het verticale
profiel van de snelweg op de versnelling van het voertuig beschrijft. Die is gebaseerd
op twee aannames (beide ondersteund door empirisch bewijs): @) bestuurders com-
penseren lineair over de tijd voor de toename in de weerstand welke veroorzaakt wordt
door de toename van de helling; en b) de mate van compensatie (gedefinieerd door een
parameter) is doorgaans lager dan de mater waarmee de weerstand toeneemt wanneer
een voertuig zich over een sag verplaatst.

Het proefschrift laat zien dat een microscopisch verkeersmodel opgebouwd uit het
nieuwe voertuigvolgmodel en een regulier rijstrookwisselingsmodel (LMRS) in staat
is om de belangrijkste fenomenen van verkeersstromen op sags te reproduceren. Het
model genereert een knelpunt dat wordt veroorzaakt door de verticale bocht en repro-
duceert de locatie op een nauwkeurige manier. In het licht van deze resultaten wordt
geconcludeerd dat het verkeersstroommodel (en in bijzonder het voertuigvolgmodel)
op het eerste gezicht valide lijkt te zijn en dat de onderliggende aannames plausibel
zijn. Verder laat een gevoeligheidsanalyse manieren zien om congestie bij sags te miti-
geren. Congestie blijkt minder extreem te zijn als bestuurders: a) sneller compenseren
voor de toename in de hellingsweerstand op sags; en b) kortere gewenste volgafstanden
hebben wanneer ze in de file staan.

Optimaal versnellingsgedrag van voertuigen uitgerust met in-car systemen op
sags

Er is tegenwoordig groeiende interesse in de ontwikkeling van DVM-maatregelen voor
sags welke gebaseerd zijn op het gebruik van in-car systemen (bijvoorbeeld, advies-
systemen of geavanceerde adaptieve cruise control systemen). De meeste voorgestelde
maatregelen zijn echter in vroege stadia van ontwikkeling. Dit proefschrift draagt bij
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aan de ontwikkeling van deze typen maatregelen door te bepalen hoe uitgeruste voer-
tuigen zich zouden moeten verplaatsen op sags om congestie te minimaliseren. Hiertoe
is een optimal control methode gebruikt. Binnen het optimal control probleem wordt
gezocht naar versnellingsprofielen voor een aantal voertuigen op een enkelbaans stuk
snelweg met een sag waarbij de totale reistijd van alle voertuigen geminimaliseerd
wordt. Het probleem is opgelost voor verschillende scenarios gedefinieerd door het
aantal gereguleerde voertuigen en hun verkeerspositie.

Het proefschrift laat zien dat het optimale versnellingsgedrag van uitgeruste voer-
tuigen bestaat uit het uitvoeren van een vertraging-versnelling-vertraging-versnelling
(VVVYV) manoeuvre in het gebied van de sag (zie Figuur II.B). Deze manoeuvre zet
de eerste groep van volgende voertuigen aan om snel te versnellen langs de verticale
helling. Hierdoor nemen de verkeerssnelheid en -stroom aan het eind van de sag (knel-
punt) voor een bepaalde periode toe wat leidt tot substantile besparingen op de to-
tale reistijd. De manoeuvre veroorzaakt ook een stop-and-go wave die de instroom
van de sag tijdelijk beperkt, wat de vorming van congestie bij het knelpunt vermin-
dert. In enkele gevallen voeren de gereguleerde voertuigen bovendien een of meerdere
vertraging-versnelling manoeuvres uit stroomopwaarts van de sag. Deze additionele
strategie wordt gebruikt om de congestie stroomopwaarts van de sag zo te reguleren
dat de instroom in the verticale bocht effectiever geregeld is.
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Figuur I1.B: Voorbeeld van de basisstrategie (scenario met een gereguleerd voertuig, het 75e voertuig).

A is een gebied met een vrij lage verkeerssnelheid en beperkte verkeersstromen rond het begin van de

sag; B is een gebied met een vrij hoge verkeerssnelheid en grote verkeersstromen rond het eind van de
sag.

Gebruikelijke verkeersstroomregulering met variabele snelheidslimieten op sags

De bevindingen in de vorige sectie laten ziet dat het beperken van de instroom op sags
kan helpen bij het verlichten van congestie bij dit type knelpunten. Eerder onderzoek
laat bovendien zien dat DVM-maatregelen gebaseerd op de gebruikelijke verkeers-
stroomregulering (MTFC, het reguleren van de instroom naar een knelpunt) congestie
substantieel kunnen reduceren bij verschillende typen knelpunten. Er zijn echter nog
geen automatische MTFC-maatregelen ontwikkeld specifiek voor sags.
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Figuur II.C: Verkeerssituatie op een snelwegdeel met een sag met een hoge verkeersvraag wanneer de
MTEFC maatregel is toegepast (d = verkeersvraag, s = uitstroom, g. = uitstroom van de gereguleerde
sectie, ¢j, ,,, = uitstroomcapaciteit van de sag, q{inm = free-flow capaciteit van de sag; groene en
oranje cirkels zijn voertuigen die respectievelijk met een hoge en een lage snelheid voortbewegen).

Dit proefschrift presenteert een concept voor een MTFC-maatregel voor sags (zie Fi-
guur II.C). De maatregel past variabele snelheidslimieten toe stroomopwaarts van de
sags om de dichtheid aan het eind van de verticale bocht (het knelpunt) te reguleren.
De dichtheid wordt enigszins onder de kritieke dichtheid gehouden om congestie te
voorkomen en de uitstroom te maximaliseren. De snelheidslimieten zijn gebaseerd op
een feedback control regel. Simulaties laten zien dat de MTFC-maatregel de uitstroom
van sags bij een hoge verkeersvraag aanzienlijk verhoogt, wat leidt tot substantile be-
sparingen op de totale reistijd. In het licht van deze resultaten wordt geconcludeerd dat
MTFC-maatregelen welke gebruikmaken van variabele snelheidslimieten de potentie
hebben om congestie op snelwegen met sags wezenlijk te reduceren.

Conclusies

De bevindingen van dit proefschrift wijzen erop dat de hoofdoorzaak van congestie
(stop-and-go waves) bij sags is dat bestuurders niet genoeg versnellen om onmiddel-
lijk te compenseren voor de toename in de hellingsweerstand op dit type snelwegdelen.
Dit beperkt de voertuigversnelling en zorgt ervoor dat bestuurders langere volgafstan-
den aanhouden dan op basis van hun snelheid kan worden verwacht, wat resulteert in
een lokale afname van de capaciteit van de snelweg. Deze conclusie impliceert dat
rijstrookwisselingen niet de primaire oorzaak zijn van congestie op sags.

Dit proefschrift presenteert een accurate mathematische beschrijving van microsco-
pisch rijgedrag op snelwegen met sags. De belangrijkste noviteit is een voertuigvolg-
model dat beschrijft dat bestuurders geleidelijk aan (en niet onmiddellijk) compenseren
voor de toename in de hellingsweerstand bij sags. Dit model maakt het mogelijk de
representatie van verkeer in simulatietools te verbeteren. Bovendien kunnen mogelijk
effectieve verkeersmanagementstrategien gedentificeerd worden door de karakteristie-
ken van het model te analyseren en/of optimalisatie-experimenten uit te voeren met het
model. Hiertoe is in dit proefschrift voor de eerste keer een optimal control methode
gebruikt. Met het oog op de resultaten wordt geconcludeerd dat de (mogelijk uitge-
breide) voorgestelde methode ook gebruikt kan worden om strategien te identificeren
om het verkeer te reguleren bij andere typen knelpunten.
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Dit proefschrift identificeert vier typen verkeersmanagementstrategien voor sags: a) het
verbeteren van de mogelijkheid van bestuurders om te compenseren voor de toename
van de hellingsweerstand op sags; b) het aanzetten van bestuurders tot het aanhouden
van kortere volgafstanden wanneer ze in de file staan; ¢) het aanzetten van bestuurders
tot het snel versnellen op sags en het met hoge snelheden bereiken van het einde van de
verticale bocht; en d) het beperken van de instroom van sags. Het hoofddoel van alle
strategien is het bij een hoge verkeersvraag laten toenemen van de uitstroom van de
sags, wat leidt tot een afname van de totale reistijd. In de afgelopen jaren zijn er ver-
schillende DVM-maatregelen voorgesteld welke gebaseerd zijn op strategien a en b.
Hedentendage zijn er echter geen toepassingen van strategien c¢ en d. Dit proefschrift
stelt twee mogelijke manieren voor om de laatste twee strategien in de praktijk te bren-
gen. De eerste manier bestaat uit het aanzetten van voertuigen welke zijn uitgerust met
in-car systemen (bijvoorbeeld geavanceerde adaptieve cruise control systemen) tot het
uitvoeren van een specifieke versnellingsgerelateerde manoeuvre op sags wanneer de
verkeersvraag de capaciteit van het knelpunt nadert. De tweede manier bestaat uit het
reguleren van de verkeersdichtheid bij het knelpunt. Hiertoe worden de snelheidsli-
mieten (en dus de verkeersstromen) op een snelwegdeel direct stroomopwaarts van de
verticale bocht gewijzigd gebaseerd op een feedback control regel. Experimenten laten
zien dat beide aanpakken de potentie hebben om de congestie op sags aanzienlijk te
reduceren.

De volgende punten moeten worden aangepakt in toekomstig onderzoek: a) bepalen
hoe bestuurders de beheersmaatregelen bij sags uitvoeren onder verschillende omstan-
digheden en hoe dat hun voertuigvolggedrag benvloedt; b) verfijnen, kalibreren en vali-
deren van het gentroduceerde voertuigvolgmodel; ¢) bepalen van het optimale gedrag
van voertuigen welke zijn uitgerust met in-car systemen op sags met meer uiteenlo-
pende scenarios (bijvoorbeeld scenarios met meerdere rijstroken, hogere penetratie-
graden, etc.); en d) ontwikkelen van implementeerbare DVM-maatregelen gebaseerd
op de strategien en concepten gepresenteerd in dit proefschrift.
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