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Abstract

This system presented in this thesis report will be put iméfice in a sensory system for dental drilling.
The aim of this system is to provide real-time feedback toottaetitioner about the anatomical structure in
close vicinity of the drill bit. Therefore, the system hasi&al within vivo, in situ bone tissue, bone tissue
within a living organism that cannot be removed from the hoimady for analysis. Hence, non-destructive
biopsy is desired. Optical Coherence Tomography (OCT) inta able to provide optical biopsy at a
high resolution and in real time. With the use of Optical Geimee Tomography (OCT), e.g. blood vessels,
nerves and sinuses close to the drill can be detected béferdrill bit does damage to these vulnerable
anatomical structures.

Silicon process technology offers a promising platformdaelatively cheap Time-Domain Optical Co-
herence Tomography (TD-OCT) system. A first step into thedation of a single-chip TD-OCT system is
the development of a thermally driven Optical Delay Line (QBr Thermo-Optical Delay Line (TODL).
This thesis project is dedicated to the characterisatidhefTODL in order to find the voltage excitation
waveform that results in a linear variation in effectiveiogk path length. By making use of the mod-
els, non-linearites can be compensated and the limitedwidtidcan be extended by pre-emphasis of the
voltage excitation waveform.

Two models are presented, based on the general heat eqgftat@mmduction. One model utilizes Fourier
analysis to solve the heat equation and is a linear model figititen. The second model uses numerical
methods and is able to incorporate non-linearities, suatelations for thermal conductivity, diffusivity
and the variation of the refractive index of silicon as a timtof temperature.

Measurements are conducted to verify the modeling. Thalinedel has been shown to perform poorly.
The non-linear model was able to compensate for the noasiities mentioned. However, first results
showed that the TODL was behaving slightly slower than etggecThe non-linear model was corrected
for this behaviour by scalling down the relation for therrd#fusivity. The corrected non-linear model
achieved a linear variation of the effective optical pathglet over a scanning range 260 um at a line
scanning rate of0 kHz.




Vi




Contents

[L__Introduction] 1
MOLIVaLIOM . . . . . . . . . e e e e e e e e e e e e 1

[1.2 Functionaldescriptibn . . . . . . ot o 3
1.3 Problemdefinitidn . . . . . . ... 4
[L.4 Organisation ofthisrepbrt . . . . . . . . .. . 6
2_Theon} 7
[2.1__Optical coherence tomography . . . . . . .. oo e 7
211 Principlds . . . . ... 7

[2.1.2 _Resolution and sensitivity . . . . . .. ... e 9
[2.1.3 Opticaldelay lines . . . . . . ... 9

2.2 RibwaveguidesinSilichn . . . . . o oo 10
221 Confinemeht . ... .. ... ... ... ... 10
[2.2.2 Single-mode conditbn . . . . ... ... 11
[2.2.3 Chromaticdispersion . . . . . ... ... e 11

2.3 _Heatconductioninsolids . . . . . . . . .. .. e 12
[2.3.1__General heat conduction equation . . . . .. ... .. ... ceu...... 12

232 Jouleslalv ... ..... ... .. ... 13

[2.4 _ Thermalproperties of silichbn . . . . . . . .. .. ... ... 13
241 Thermaldiffusivify . . . . . . . . ... ... 13
242 Thermalconductivity . . . . . . . ... ... ... 14

[2.43 Thermo-opticeffdct . . ... ... .. ... ... ... ... ... .. ..., 15
I3__Characterisation of the TODL 17
[3.1 _The Thermo-Optical Delay Line, an overiew . . . . . . .. .. oo v .. 17
[3.2__Electrical domain, the platinum heater . . . . . . . . . . . .cv oo 18
B.3_Optical domain, the Tb waveglde . . . . .« o o o oo 19
3.4 _Thermal domain, the silicon membrane . . . ... ... .. .. ... 21
3.5 Linear model: Fourier analylsis . . . . . . . . ..o 22
B.6 Non-linearmodel . . . . . ... ... ... 25




viii CONTENTS
B8 Waveformgeneratibn . . . ... ... 28
[3.8.1 _Waveformrequiremehts . . . ... ... ... ... 28
[3.8.2 1eration proceiss . . . . . . .ot 29
[3.8.3 Characterisationreslilts . . . . . .. .. ... .. ... ... 30
4__Material and methods 33
4.1 Functional description of the measurement $etup . . . . . . . .. ... ... ... 33
4.2 Excitation electronibs . . . . . . ... 34
igital-to- - [ e e 34
{422 Poweramplifier . . . . . . . .. .. 34
43 Readoutelectronlcs . . . . .. .. .. ... 34
[43.1 MeasurementproblEm . . . . . ... ... 35
[43.2 Mechanicaldesiin . . . . . ... ... 36
433 TODL-boald . . ... ... .o 36
434 Readout-hodrd . . ............ ... ... ... 37
44 Dataacquisiidn . . . . . . . . ... 39
[4.41 Data-acquisition-bodrd . . . . . . ... 39
l4.42 Digitalelectronicsdesign . . . . . . ... ... 39
443 MATLAB SCHPUNY . . . o o o oo 43
- i = 45
l4.6 Chromatic dispersion compensation . . . .. ... ... ... 46
47 Photodetector . . . . . . . ... .. 48
4.8 Scanning mirrbr . . . . o v v 48
I5__Verification of the TODL models 49
B2 Dataanalydis . . .. ... ... 49
511 Scanningrange . . . . ... ... 49
[5.1.2 Llinearityanderbr . . . . . ... ... 49
513 Temperature . ... ... ... ... 50
[5.1.4 Peakpowkr . . . ... .. ... 51
[5.2 Comparison between linear and non-linearmodel . . . . ... ............ 52
(5.3 Comparison between temperature and optical measutemen . . . . . . . . . ... .. 53
5.4 Frequency behavidur . . . . .. ... ... ... ... 53
[5.5 Variation of ambienttemperathire . . . . . ... ... e 56
[5.6_TODL response with lowered thermal diffusivity . . . .. .. ............. 56
BZ DISCUSSION . .« -« o o o e e e e e 57
I6__Conclusions & outlook 59
[Reference's 63
[Gain-phase characterisation of readout-board 67




Chapter 1

Introduction

To be able to define proper goals for this thesis project, mesls to have an understanding of why the
Optical Coherence Tomography (OCT) system enhances thgngxsituation. This is explained in detalil
in section 1.L. The next step is to analyse the whole systetrsplit the system into its core functions,
sectio . L.R. This thesis work comprises the implementatfdine electronics of the system, accommodated
by two of the core functions. The core functions and the gtmalse achieved are defined in section 1.3.
Sectior T4 clarifies the outline of this report.

1.1 Motivation

Every year, over one million dental implants are placed imoa. It goes without saying that this is
a significant contribution to public health. However, thastzamount of implants implies that possible
complications in implant placement affect a large numbeyatfents.

Figure[I.1 shows an impression of a dental implant. To masenrfor the implant, a drill is used to remove
sufficient bone tissue for the implant to fit in. This boneuisncloses blood vessels and nerves, and this
is where severe injuries can be caused. Injuries in the nessels are considered a rare complication,
but might have life-threatening impact. Injuries to the ta¢or lingual nerves induce a temporary or even
permanent loss of ability to sense touch, heat and paindéncie of temporary sensory disturbances ranges
from 1.7% to 43.5%, of which 0.3% to 19% persists after 1 y&ag]. Other surgical problems that trouble
the practitioner are inadvertent perforation of the singsnirane, leading to e.g. infections, and damage
to adjacent teeth [2].

Figure 1.1. Impression of a dental implant
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To avoid the complications mentioned above, the placemeany implant is preceded by a thorough

planning phase. Firstly, radiographic images are takeadomnstruct a model of e.g. the patient’s mandible.
Imaging technology used for this purpose includes panaraadiography, conventional tomography and
Computed Tomography (CT). Nowadays, these systems ardabknerate a three-dimensional model,
usually based on information from a CT-scan. Fidure 1] 2fays such a reconstructed model. With the
help of this model and the raw CT-images, the position andeasfghe implant are determined and added

to the model (Figurg I.2(b)).

Figure 1.2. Computer aided design of a surgical guide (Nobel Biocare)

From this point on, the practitioner has a pretty compleeawof the mandible, the implant and its sur-
roundings. Using the model and the angles given by the picawti, a surgical guide can be constructed to
help the practitioner with the drilling. An impression ofcéua guide is given in Figuie1.3. However, such
an aid provides guidance in only two dimensions. The thirdatision, the depth, is left to the experience
of the practitioner. As an example, the transition fromicattbone to trabecular bone comes with a rapid
decrease of bone density. Care has to be taken here, asltheedaves very differently from one instant
to another. During the operation, the practitioner has tp selely on the mental picture that he made
according to the models generated during the planning plkasehis reason, implant placement requires
practitioners with extensive training.

Figure 1.3. Impression of a surgical guide (Nobel Biocare)

In conclusion, as soon as the planning phase ends, therensmedeedback from the anatomy of the patient
whatsoever. Today's imaging systems might be able to peoedl-time feedback during surgery, but they
lack the accuracy to be valuable in dental implantology. tAapissue, especially with CT-scanning, is the
amount of harmful radiation the patient is exposed to. Thela/planning phase itself and the surgical
aids are tailored to a specific patient, a costly and time wmisy process. As with any system without
feedback, such an approach is prone to errors and distugbanc
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The aim of the dental drilling sensory system is to providedfeack during the operation phase. By
early detection of vulnerable anatomical structures, ferator of the drilling system can be warned on
beforehand. A measure for bone density gives the practitian idea about how much force should be
applied to the drill. Hence, actual damage is less likelydoun and failure rates will be reduced. The
sensory system has no need to be adjusted for a specifictpatien

The two main requirements to such a warning system are thughasipatial resolution and real-time
scanning. Also, the system has to deal withsitu andin vivo bone tissue, bone tissue within a living
organism that cannot be removed for analysis. Hence, nstadive biopsy is desired. An OCT setup
is able to provide optical biopsy at a high resolution andeial time. It was originally used to research
retinae and coronary arteries [3]. Among many others, agiiins have been found in situ bone tissue
[4]. On top of that, the type of radiation used is not harmtullike existing X-ray imaging systems.

The OCT imaging system that is presented in this thesis téploased on fibre-optics and uses components
that are widely used in telecom industry. In this way, OCTdje from the fact that most components are
widely available and well-documented.

Two types of OCT are available for this purpose. The diffeeebhetween the two is in the way the depth-
scan information is obtained. Time-Domain Optical Coheeefomography (TD-OCT) gets its depth-scan
information by varying the effective Optical Path LengtHlQ by means of an Optical Delay Line (ODL).
By adjusting the delay of the optical signal in the refereans, interference takes place with reflections
from different depths in the tissue. To vary the delay, eithe speed of light or the physical length of
the optical path have to be tuned. The latter method is the osesl and can be implemented by e.g. a
scanning mirror. As these scanning methods are often gelyinmechanical parts, the line scanning rate
is rather low. The TD-OCT system will be discussed in moreitlet sectio 1.P.

In the case of Fourier-Domain Optical Coherence TomogrgpbByOCT), depth-scan information is pro-
vided by an inverse fourier transformation of the spectrdnihe backscattered light[[5]. The depth-scan
information is gathered through signal processing ratten 8 mechanical scanning method as in the case
of TD-OCT. Systems based on FD-OCT generally have higherrhites than their TD-OCT compeers. A
drawback of these FD-OCT systems is that they are based ahlaulasers and/or high-end photodetector
arrays. These devices are rather costly and thus a highdamig rate comes with a high price tag.

The key to a TD-OCT system is the ODL. Most ODLs are based owdhiation of the actual length of
the ODL, e.g. by a scanning mirror or by means of the piezaceffecertain materials. These methods
provide scanning rates up to a féuldz [6]. What if we can increase the scanning rate of a TD-OCT
system by introducing a thermally driven ODL, instead of achamical approach? The approach in the
system proposed in this report is based on the influence gfgeature on the refractive index of silicon,
the thermo-optic effect. Advantages of a thermally drivédLGare that no moving parts are necessary and
that the scanning rate is several orders of magnitude hieanning rates of ovén kHz are reported [7].

The use of silicon provides a relatively cheap platform tmiporate compact photonic devices. Properties
of silicon have been researched extensively and besidesdhtrical characteristics, a lot of knowledge
is present about e.g. optical and thermal properties| [80911,[12]. This enables the development of an
ODL in silicon. Eventually, the TD-OCT system built arountharmally driven ODL achieves a high line
scanning rate with substantially lower costs compared teCRLT .

1.2 Functional description

The sensing system is based on the TD-OCT setup as scheliyatiesvn in Figurd T.4. The main function
of this system is to irradiate bone tissue and analyse thectiefhs coming back from the bone tissue. The
reflections contain information about e.g. tissue type.ebdensity and drilling speed in the direction of
the drill.

The system can be explained best by following the opticalaiffom the source to the detector. A low-
coherence light source generates an optical signal whighlitsamong the sample arm and a reference arm
by the optical coupler. The sample arm incorporates theyatupler and the drill bit. The rotary coupler
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Figure 1.4. Schematical representation of OCT system

enables the coupling between the static drill and the radadrill bit. By integrating an optical fibre into
the drill bit of the dental drilling system, optical signaian be fed into the tissue surrounding the drill bit.
Back-scattering or back-reflections of the optical signatize tissue are picked up again by the fibre in
the drill bit and come together with the signal that is reféeldby the scanning mirror in the reference arm.
When both optical signals meet in the optical coupler, iet@nfice occurs. As the source is low-coherent,
interference only occurs if the OPL is equal in both arms. Atadlable delay in the reference arm, in
Figure[1.4 the scanning mirror, enables scanning over ththdange of the system. Hence, by varying the
optical delay in the reference arm, interference is onlgené for reflections or scattering from a certain
depth in the tissue. From the optical coupler, the interfeegoattern ends up at the photodetector.

Due to the rotation of the drill and the adjustable opticdhyethe environment of the drill bit will be
scanned in two dimensions. Finally, a digital represematif the implant’s biological environment can
be reconstructed by interpreting the optical informatioming from the photodetector with the aid of an
Analogue-to-Digital Converter (ADC) and digital signabgessing.

1.3 Problem definition

The OCT imaging system as described in sedfioh 1.2 can besdedvinto the function block scheme
depicted in Figure1]5. The concern of this thesis projeitt éevelop the electronics necessary to drive the
OCT imaging system. The emphasis lies on the linearity oatltpiired images. Once linearity is assured,
further research can be put into real-time 2D imaging.

Apart from the low-coherent light source, the electronisslved in the OCT imaging system are made up
by two subsystems. One subsystem controls the optical @atjtH and the second preprocesses the optical
output from the OCT imaging system. Both are highlightedeid in Figurd_1b and will be explained in
further detail in the following subsections.

Driving electronics for the thermo-optical delay line

The first subsystem addresses the variation of the Optidal IRength in the reference arm, to provide
depth-scanning in the tissue of interest. This is coveretth®yunction block ‘vary Optical Path Length’ in

Figure[1.4. Although this subsystem is described by onlyfanetion block, it comprises the investigation
of the interaction between three energy domains in ordentbdilinearly varying effective optical path
length.
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The implementation of this function incorporates the modebf the TODL and the design of the elec-

tronics necessary to regulate the effective optical patgtleof the TODL. To obtain a stream of pixels

that is uniformly distributed in space over the depth-saagmnange, the variation in OPL must be linear in

the time domain. To verify the linearity, the model has todsed by comparing the predicted behaviour
to the measured behaviour.

As the ODL is thermally driven, the ODL is not able to follownsdontinuities in the excitation signal. To
avoid discontinuities, a triangular waveform is suggeskdghce, two scans are made during one period of
the excitation signal. In conclusion, the process of madgdif the TODL, implementation and verification
leads to part one of this thesis project as defined below.

‘ Design of a system to vary the effective optical path lengttoeding to a triangular Waveforh1

Readout of the photodetector and image reconstruction

The second subsystem embodies the signal processing pghea system. The OCT imaging system pro-
vides an optical output signal. This optical signal has tpilmeessed in such a way that it can be fed to a
computer for further analysis and processing. Doing sd,tpar of this thesis project is defined:

’ Signal processing of the optical interference signal tomstruct a digital imagp

1.4 Organisation of this report

The report presents a method to manipulate the electrigait iof the TODL to compensate for non-
linearites in the optical output. By pre-emphasis of theteieal excitation, the limited bandwidth of the
TODL can be extended significantly. In order to find the exwtawaveform that eventually offers these
benefits, the device has to be modeled. Chdgter 3 presentmddels, a linear model based on Fourier
analysis and a non-linear model that utilizes a numericdigalifferential equation solver. To verify the
accuracy of the models, a measurement setup has been destamtef ¥ presents the electronics and the
data acquisition designed by the author of this report,ttagewith the optical components that are used.
Finally, the response of two TODLSs are analysed for a mulétaf frequencies and ambient temperatures.
Chaptefb shows the results of the measurements taken. Bmmd and outlook follow in chaptier 6




Chapter 2

Theory

Silicon provides a platform for compact optical systems tinad is the reason why this material is of great
interest when designing a Time-Domain Optical Cohereneaofmaphy (TD-OCT) system. This chapter
supplies the relevant theory behind a TD-OCT system andriicpéar, the Optical Delay Line (ODL) that
forms the heart of this system.

The principles behind Optical Coherence Tomography (OC&)eaplained in section 2.1. The need for
an ODL is explained here, which leads to seclion 2.2. Se@i@nakes care of a basic building block and
work horse of the OCT system, the rib waveguide. The ODL véltloiven in a relatively large temperature
range compared to regular electronics. Especially wheatity over a wide temperature range comes into
the picture, a thorough thermal analysis is required. 883 gives a glance upon the heat equation and
introduces thermal diffusivity and thermal conductivitihe coupling between the thermal domain and the
optical domain, the thermo-optic effect, lies at the bagithe whole system and is explained in section
[2.4. Eventually, a close look has to be taken at the thernffaksdiity and thermal conductivity of silicon,
given in section 2}4 as well.

2.1 Optical coherence tomography

OCT imaging is a type of optical imaging that emerged in thdyedneties [3]. The system proposed by
Huang in 1991[B] has been developed for noninvasive imamgirigological systems, tailored to retinae
and coronary arteries. OCT performs high resolution, esgssional tomographic imaging of the internal
microstructure in materials and biological systems by meag backscattered or backreflected light. The
use of low-coherence interferometry to produce an imagepti€al scattering or reflection from internal
tissue microstructures is analogous to ultrasonic puté@-énaging.

Sectiorf Z.111 introduces the principles behind the OCT intagystem. Resolution and sensitivity will be
discussed in sectidn 2.1.2. Section 2.1.3 summarizes timgaODL's and their benefits and drawbacks.

2.1.1 Principles

In essence, OCT imaging is based on low-coherence intentgrg of light waves. Two terms call for
further explanation. Firstly, interferometry concerns theasurements of the superposition of two or more
waves. In the case of OCT, the light waves which are reflecgesidp a mirror and the biological tissue of
interest interfere and produce an interference light w&ezondly, the use of low-coherence light implies
that interference only occurs when both waves have the satieaDPath Length (OPL).
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Interference

A monochromatic light wave can be described by the wave @ndtl, which expresses the electric field
E of the wave. Substituting angular frequeneyand angular wavenumberaccording to equatiods 2.2,
the wave equation can be rewritten as equdtioh 2.3. Thewghé is now a function of wavelengthand
refractive index, with ¢ the speed of light in vacuum ang the phase velocity of the wave. Furthermore,
equatior 2.8 shows that the refractive index only affectstimporal behaviour of the wave. The spatial
behaviour remains unaffected.

E(x,t) = Epcos kx + wt (2.1)
2T c w
2m 2me
E(x,t) = Eycos 3 + Ht (2.3)

When combining the reference bedrh and signal beant’,, their fields add and produce interference.
Mathematically, this is described as given in equdtioh &.dubsequent photodetector measures the output
intensity of the interferometdy,, which is proportional to the square of the electromagrfaid £. Taking

into account the difference in OPAl = I, — [, the intensity oscillates as a functionAf [13]:

1 1 1 2
I(t) Z\Eso|2 + E\ETOF + 50k coszfm (2.4)

Low-coherence light

Coherence of a beam is a measure for the bandwidth of the listiike a beam with a single wavelength
or a very narrow bandwidth, low-coherence light is compasied multitude of wavelengths. As a con-
sequence of the interference between the spectral comispreave groups occur rather than one single
propagating wave (Figufe 2.1). No interference occurs wherOptical Path Lengths of the beam have
a mismatch higher than the coherence lerigthThe coherence length is inversely proportional to the
bandwidth of the optical signal. Furthermore, the resolutbf the OCT imaging system depends highly
on the coherence lengih

Long Coherence Length Light Short Coherence Length Light

Figure 2.1. low-coherence vs. high-coherence

Group velocity and phase velocity

In any non-monochromatic optical signal, the superpasitithe individual waves will form wave groups.
Such a wave group can be seen in the right half of Figuie 2.4 tNere are two velocities to define, namely
the phase velocity, and the grouph velocity,. In physical terms, the phase velocity is the speed in which
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a certain phase front propagates. The group velocity defireespeed of the envelope of the wave group,
i.e. the shape of the superposition. Both are in generaheotdame, unless the medium is non-dispersive.

The group velocity can be interpreted as the speed of thenmaftion in a signal and therefore this group
velocity is of main interest in TD-OCT.

_w - (2.5)

c
v, = — = —
P K ok

2.1.2 Resolution and sensitivity

One of the advantages of OCT is that the axial and transvessdution are decoupled. The axial resolu-
tion is a function of the coherence length and thus of the Wwidth of the optical signal. Assuming a light
source with a Gaussian spectral distribution, the axiadluti®n Az is given in equatiof 216, wherAz
andA are the Full Width at Half-Maximum (FWHM) of the autocorretat function and power spectrum
respectively. The centre wavelength of the source is gigexyaThe axial resolution is inversely propor-
tional to the bandwidth of the light source. Hence, broaddwadth optical sources have a short coherence
lenghtl, and achieve high axial resolution [13].

21n2 [ N2
Az = — (AOA) (2.6)

The transversal resolution is not dependent on the bankwitthe light source. It is related to the min-
imum spot size to which an optical beam can be focused. Thisrinis determined by the numerical
aperture of the beam. The transversal resolution is givegiratio 2.7, with\, the wavelength or the
light used,f the focal length and the spot size on the objective lens|[13].

- (2)()

In conclusion, the resolution is a function of the opticabmerties of the OCT system. The sensitivity
however is merely a result of electrical properties of theedion system, as to be seen in equalion 2.8.
Firstly, the quantum efficiency of the photodetector is a measure for the efficiency of theemion from
the optical domain to the electrical domain. Together wihith power of the incident lighP, this gives
the electrical signal power. Secondly, the noise in thealetes proportional to the incident powétr and
introduces the noise floor of the system. Due to the propmatity, the noise is represented as the Noise
Equivalent Bandwidth (NEB). Parametérandv relate to the energy of a photon, withthe constant of
Plank andv the velocity of the photon.

SNR = 10log (2}1;7]\];@8) (2.8)

2.1.3 Optical delay lines

In order to achieve depth scanning in a TD-OCT system, theggation delay in the reference arm must be
varied. If the propagation delay in the reference arm irssainterference will take place with reflections
from deeper layers in the tissue. On the other hand, lowgrggation delay will shift focus to reflections
closer to the surface. Generally, an ODL is incorporatechi reference arm in order to control the
propagation delay and thus the (effective) OPL.

To manipulate the propagation delayequatiorf 219 shows us two parameters to play with. Thahés, t
length L of the optical path and the refractive indexof the material of which the optical path consists.
The speed of light in vacuumis a constant.
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Most techniques are based on the variation of the OPL. Thenasrity of these systems use a mechanical
approach to obtain this variation. Linear actuators arentep, such as piezo-actuated mirrars! [14] or
piston-like structures to move a mirror back and fofthl [16}ther approaches can be found in spinning
mirror pairs [16] and piezo-actuated delay lines|[17]. Do¢hie mechanical nature of these systems, the
scanning rate is limited to the sultHz range.

- distmiwe _ L _ Ln (2.9)
velocity v, c

The other parameter, the refractive indexallows a non-mechanical approach. By making use of the
thermo-optic effect in silicon, light can effectively beosled down by heating a silicon rib waveguide
[7]. By modulating the temperature of the rib waveguide, aalde optical delay can be obtained. The
thermo-optic effect is discussed in more detail in sedtigh3

2.2 Rib waveguides in silicon

A rib waveguide is a structure that confines light waves in tivoensions, similar to an optical fibre. The
difference is that instead of a fibre, light is confined in @siésilicon. How to achieve this confinement
is explained in sectioh 2.2.1. For research purposes, afteingle-mode operation of the waveguide is
required. This specifies the dimensions of the waveguide.sliigle-mode condition is covered in section

222

The refractive index of silicon is not constant. Hence, theesl of light in silicon is a function of the
wavelength. This implies that low-coherence light will smeut when travelling through silicon. This
phenomenon is called chromatic dispersion and will be éxgthin further detail in sectidn 2.2.3.

2.2.1 Confinement

In order to make a waveguide, light has to be confined in tweedsions. Confinement, in other words,
means that light has to be reflected in all directions exceptHe preferred direction. By modeling the
refractive index of the materials used, light can be guidéalthe preferred direction and hence a waveguide
is obtained.

To get an understanding of confinement, one can have a lodieatanditions for total reflection of a
wave. Total reflection occurs when the angle of the incideatend; exceeds the critical angle, given

by equatiori 2.710. All angles are with respect to the norméhetoundary between the two materials. As
silicon is the material of interest,, can be substituted by the refractive index of silieg). To maximize

the range of angles with total internal reflection, the caitiangle should be as low as possible. Thus, the
silicon waveguide should be surrounded by materials witbfeactive index smaller than the refractive
index of siliconng; =~ 3.5, preferrably as low as possible.

0. = arcsin <n1) (2.10)

no

The cross-section of a rib waveguide in silicon is shown iguF¢[2.2. The waveguide is surrounded
by two materials with refractive indices; andn,. The actual rib is shown with widtlv and height
h. The ratior defines the height of the waveguide compared to the thickness of the surrogsdiiio
obtain confinement in the direction normal to the siliconevabne usually uses Silicon-On-Insulator (SOI)
wafers. In this case the surrounding materials would benafa silicon dioxide witm; = 1 andny ~ 1.5
respectively. Although equatién 2]10 gives insight in cosfihent, finding the conditions of confinement of
a wave requires solving the Maxwell equations. A commongduspproach is the Effective Index Method
(EIM), explained in chapter 2 of [8].
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Figure 2.2. Rib waveguide geometry

Confinement in the lateral direction is such a case wheretieql& 10 is not able to explain reflection. Al-
though the refractive index of the material is equal in bbgarib and the slab on each side, the propagation
properties of a wave are affected by the geometry of thetstreicThese effects are taken into account by
defining a so-called effective refractive index. The effectndex is a function of the heiglit, the width

w of the rib, the height-h of the planar section of the structure and the refractivexnof the material.
The factorr represents the ratio between the height of the slab and ipbktlod the rib. Using the effective
index method of analysis|[8], one will find millesimal vai@ts in the effective index. It is shown by Soref
[18] that this is sufficient to confine light in the lateral elition. Hence, the rib structure on a SOI wafer
achieves confinement in two dimensions, rendering a wagegnisilicon.

2.2.2 Single-mode condition

Fulfilling the single-mode condition is equivalent to statihat the effective refractive index of all higher
order modes in the rib area should be lower than the effertiractive index of the fundamental mode in
the slab region[19]. In terms of confinement, this meansftrdtigher modes than the fundamental mode,
the slab region no longer reflects the wave back into the kb@e Hence, higher order modes will leak
away into the slab region.

By making use of the EIM, the effective refractive indicesnti@ned above can be evaluated. The geometry
of the waveguide plays an important role is this evaluatlbthe wavelength and refractive indices of the
materials are given, the single-mode condition can diydmtl related to the dimensions of the waveguide
as given in Figur€ 2]2. Soref made an approximation of tHetioe and came up with the unequality
given in equation 2.10[10]. For waveguides with a heigigreater thant), he found a value 0.3 for
constant. Pogossian compared equation 2.11 to experimental résulisl by Rickman([20], and adviced
constant: to be0 [19]. The single-mode conditions for both= 0.3 (Soref) and: = 0 (EIM) are given in
Figure[2.8. The dots and crosses refer to Rickman’s expataheesults with dots representing multi-mode
waveguides and crosses representing single-mode waesguid

w

—<c+ (2.11)

h V1—r2
What about the
copyrights of
figure[2.3?

2.2.3 Chromatic dispersion

Chromatic dispersion or intramodal dispersion resultsftbe fact that the optical source used in TD-
OCT is not purely monochromatic. The different spectral ponents of the source will have different
propagation delays, for instance because the refractlexinf silicon is function of wavelength. Also
the geometrical properties of the waveguide structuresaifiinfluences the propagation const&ntis a
consequence, the envelope of the wave group will smearendgering the interference pattern wider than
the coherence lengthi.. In OCT, this means a loss of resolution.
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Figure 2.3. Single-mode condition compared to experimental data |19]

2.3 Heat conduction in solids

Heat transfer or transport of thermal energy is embodiedh®etphenomena, being convection, radiation
and conduction. There is no convection in solids and ragidieat transfer is little at low temperatures.
Given a temperature range uphe0 K, transfer of heat in solids is thus dominated by conducti@mmduc-
tion in solids can be mathematically modeled by the genexat honduction equation, which is covered
in sectio2.3.11. When resistive heating is used to introduneggy into the system, one has to deal with
Joule’s first law as described in sectlon 2 3.2.

2.3.1 General heat conduction equation

Thermal energy is subject to diffusion and thus heat wilttstaflow if a temperature gradient is present.
For example, such a gradient occurs when heat is generatatbidded to a thermal system. Consequently,
heat ‘travels’ from areas with high thermal energy to are#bk lewer thermal energy with a certain rate.
In such a case, local temperature is a function of place amel ti

Mathematically, an unsteady thermal system with exteraat eneration is described by the general heat
conduction equation, given[in 2]12. This equation origéedtom the conservation of energy and describes
the spatial and temporal behaviour of heat conduction.riateenergyl/ represents the temperature at a
certain location at a certain time instance. The generagedigh.,, takes into account heat that is added
or extracted from the system. The thermal diffusivityf a material is a measure for the rate of the heat
flow. Another parameter of interest is the thermal conditygtik, which relates the power that is added to
the system to a change in temperature.

190U(x,y,z,t 1
VQU($>yaZ7t) - a ( 8? ) = _quen (212)
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2.3.2 Joule’s law

Joule’s first law, or Joule-Lenz law, relates the current ih@athrough a conductor to the generated heat in
that conductor. Through Ohm'’s law, Joule’s law can also Ipgessed as a function of the voltage across a
conductorU. Both expressions are given in equafion 2.13.

2
_ 72 _
Q-1rrt =" (2.13)

The generated heay.,, in equatiod 212 is the expressed as the power applied pesfurlume (7/m3).
Joule’s first law relates the generated heat to the currehtranelectrical resistance of a conductor. This
relation is given in equatidn 2.114, wit the heatV’ the volume U the voltage across the conductor and
R the resistance of the conductor.

L 10Q 102
dgen = Vor VR (2.14)

2.4 Thermal properties of silicon

About any property of silicon is prone to variations with fgenature. For use in a TD-OCT system, and in
particular in a TODL, three of these properties are of irder®©n one hand, there is the relation between
the power applied to the silicon and the temperature of ti@si The heating rate and magnitude are a
consequence of the thermal diffusivity (seclion 2.4.1) twedmal conductivity (sectidn2.4.2) respectively.

On the other hand, there is the interaction between the laetnperature and the refractive index. This
effect is called the thermo-optic effect and will be expéadnn sectiof 2.413.

2.4.1 Thermal diffusivity

According to the heat equation, diffusion of heat will takege when a heat gradient exists in a material.
The thermal diffusivitya, of a material is a measure for the rate in which heat is corduittrough that
material. While this parameter is often assumed to be a aansbés does not hold for silicon in a large
temperature range. As silicon has been an important meterithe past decades, its diffusivity has been
researched extensively. A few results are depicted in E{@u4. As to be seen in this figure, the curves
have quite a spread, but their trend is similar. Althougheh®no concensus on the exact relation between
thermal diffusivity and temperature, the general undeditay is that the diffusivity is proportional to
T—I.S_

The measurements reported in Figuré 2.4 were all conduetdalifk silicon. Heat conduction in silicon is
dominated by phonon transport. In silicon layers, e.g. ihB8&fers, thermal conduction is expected to be
lower than for bulk silicon, as several phonon scatteringlmeism prohibit this transpoft [11]. On top of
that, doping has its influence on phonon scattering mechmasras well, which also implies a lower thermal
diffusivity and the closely related thermal conductivitifor this reason, an approximation of Shanks’
measurements is made, using the proposed proportiofatity® [12]. The approximation is fitted to the
commonly used thermal diffusivity at room temperature anemin equatiof 2.15. Both Shanks’ results
and the approximation are depicted in Figuré 2.5.

~2.3106

aT) = s (2.15)
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Figure 2.4. Thermal diffusivity of silicon
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Figure 2.5. Thermal diffusivity of silicon - an approximation

2.4.2 Thermal conductivity

Thermal conductivityk is defined as the product of densjiy specific heat capacity, and thermal dif-
fusivity a. Not only the thermal diffusivity, but also the specific heapacity has its dependency on
temperature. Because of this, the proportionality With'® is not applicable here. The influence of the
thermal expansion of silicon, i.e. the temperature depecelef the density, on the thermal conductiv-

ity is reported to be less than 1%[12] and therefore negledi¥onetheless, both dependencies are taken
into account by Shanks. It can be seen from Fiduré 2.6 that@nsgeorder approximation fits Shanks’

observations quite nicely. This approximation is given dquation 2.16 and will be used throughout this
work.

k(T) = pepa ~ 7.88-1074T2 — 0.994T + 370 (2.16)
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Figure 2.6. Thermal conductivity of silicon - an approximation

2.4.3 Thermo-optic effect

Given zero electric field, the relation between temperaanceeffective refractive index in silicon is domi-
nated by two effects. Firstly, the carrier injection effand secondly, the thermo-optic effect.

The refractive index in silicon is proportional to the elect concentratiom, and hole concentratiopy.
This phenomenon is called the carrier injection effect. [Bdéctron and hole concentration are functions of
the intrinsic carrier concentrationy and the doping leveld’ 4 and Np. The intrinsic carrier concentration
is strongly dependent on temperaturel [21), 22]. Figuré 2pictethe intrinsic carrier concentration,

the electron concentratiar, and the hole concentratigR for the case that the donor concentrativp

is equal to10**. The carrier injection effect as a function of temperatuma be calculated from these
concentrations according to equation 2/17 [10].
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Figure 2.7. Carrier concentration as a function of temperature
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For centre wavelength, equal tol.3 pym:

An = An, + Any = —(6.2-10722Ang + 6.0 - 1078 (Apg)°®) (2.17)

Also temperature has an influence on the refractive indexiobs, through the thermo-optic effect. Ac-
cording to Ghosh, the thermo-optic effect is attributechigrtnal expansion and a variation of the excitonic
band gapl[2B]. According to Moss’ rule, the thermo-optieeffis related to the band gap energy, which
in turn varies with temperature. Cocorullo summarized ss\teeories and carried out measurements on a
variety of samples with different crystal orientation arapihg levelsl[24]. The second order model fitted
to his findings is given in equatién 2]18.

An(T) = g—; =-1.49-10717% 4 347-107" T +9.48 - 107° (2.18)
However, Cocorullo’s findings only consider phase veloaity are conducted for a wavelength 623 nm.
Silicon is a dispersive material, hence the refractive xndgated to the phase velocity is different from
the group refractive index. The relation given in equalicl82hus has to be corrected for the material
dispersion. This is left for further research.

The conclusion to be drawn from equatiéns 2.17[and|2.18 ayut€D.7 is that the influence of the carrier
injection effect is well below 1% of the thermo-optic effécthe temperature range bel@0 K.




Chapter 3

Characterisation of the TODL

To provide undistorted images, a TD-OCT system dependseolingarity of delay variations in the ODL.
Therefore, effort has to be put into linearising the delayatins when using such an ODL. The Thermo-
Optical Delay Line is a device that operates across thregggromains. It is excited in the electrical
domain, which affects the thermal domain and eventuallylte# modulation of the optical domain. This
chapter describes the modeling of the TODL that enablestrestigation of the trade-off between speed
(line rate) and power consumption that is inherent to the TODN top of that, a method is presented to
determine the electrical waveform that corresponds to és&reld linearity in the optical domain.

The TODL structure and its dimensions are explained in se@il. The behaviour of the TODL in the
three domains are treated seperately in secfions 8.2lt&8etion$ 35 arld 3.6 describe the linear and the
nonlinear model respectively. Both models are compare@dtian[3.7. In sectioh 3.8, the domains are
put together to generate an excitation waveform for the T@Hzt will result in a linear variation of the
optical delay.

3.1 The Thermo-Optical Delay Line, an overview

The principles behind the TODL are best explained by anadyits cross section. Its goal is to alter the
group velocity of infrared light, i.e. a variable delay irethptical domain. The means to achieve this are
based on rapidly heating up and cooling down of a silicon rdveguide. The heating is provided by a
platinum heater close to the rib waveguide, the cooling d@yorovided by a silicon membrane that is
connected to the bulk silicon.

The base material for the TODL is a standard SOI wafer withréedwxide layer o375 nm thick. The
monocrystalline silicon device layer is expanded to mezhikight of the rib structure. After expansion, the
n-type doping level is in the order af)'* cm—3. Calculations show that the carrier injection effect as thi
doping level introduces an error smaller than 0.1% comptaréae thermo-optic effect, in the temperature
range belows00 K. Therefore, the carrier injection effect is neglected. Tibestructure in the silicon is
patterned using Reactive lon Etching (RIE). The silicon raemne is fabricated by back-etching through
the wafer up to the buried oxide. The cross section of the S&é¢mafter the front- and back-etching steps
is depicted in Figure_3l1. The slab regior2i8 um thick, while the rib itself has a height 80 ym. The
width of the rib is2.6 pm. The length of the membranei mm

From a modeling point of view, the device in Figlire]3.1 cangi sp into three parts. Each part represents
the behaviour in one of the energy domains. A top-level madptesented in Figufe 3.2. The electrical
part of the TODL is a platinum heater structure. Two stripplatinum, the two blue rectangles in Figure
[, convert electrical energy into thermal energy throdghle’s effect. A voltage:(¢) applied to the
heater structure results in dissipation in the heater,itbemal powerP;;,. As the strips are placed close
to the rib waveguide, the core of the waveguide will also hgathrough heat conduction of the silicon
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Figure 3.1. Cross section of the TODL

membrane. The membrane between the waveguide and the licti gletermines the relation between
applied electrical power and the temperature of the cordh@fwaveguideAT'. In its turn, the silicon

rib waveguide interacts with the thermal domain throughtti@mo-optic effect. A relative change in
temperature with respect to the ambient temperdfymesults in a change in the refractive ind&x. The
change in refractive index directly influences the optiahgl, here expressed as the effective path length
Al.

electrical : thermal : optical
domain : domain : domain
I Ty I
| |
I l I
| |
u(t ' P, | - -
®) Joule’s th heat. AT thermo-optid An effective Al
— conduction
effect : effect path length
| equation |
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Figure 3.2. Top-level model of the TODL

3.2 Electrical domain, the platinum heater

The two platinum heaters are placed parallel to the wavegulBbth heaters span the whole length of
the TODL, aboutl0 mm. Their measured resistance is approximafek§2[25]. To facilitate driving the
resistance with an off-the-shelf power amplifier, the tasise is brought down by decomposition of the
heater into ten sections. A photograph of a single sectishdsvn in Figuré 3]3. Three materials can be
recognised easily by colour. Silicon appears in purple,re&® platinum turns up in grey and a layer of
gold is clearly distinguishable. The rib waveguide app@ara horizontal strip in slightly darker purple, in
the middle of Figur@_313. On either side of the waveguide iamaw strip of platinum. These strips are
connected at fixed intervals to a wider supply rail, also nafd#atinum. The supply rail is partly covered
with gold to reduce the resistance. The heating structureriaected to the outside world through the layer
of gold.

All ten sections are placed in parallel and the supply rals/dr the current to each section. Each supply
rail is placed outside the membrane and has a resistank®nf The heater together with the supply rail
can be modelled electrically by a lumped resistor netwdrkys in Figurd_3.4. Each section of the heater
is represented by a resistfiy, the corresponding series resistance of the supply ragdch section is
modelled as resistorB,. The network is analysed using the Modified Nodal Analysis\@ method.
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Figure 3.3. Photograph of a TODL (top view)

The MNA method is based on matrix calculations. Exploitihg periodicity of the networkyiATLAB ®
creates the admittance matrix recursively. Calculati@rfopmed on the network in Figuke 8.4 show that
approximately 90% of the power applied is dissipated in gegdr. The contact resistandesrepresent the
connection from the supply rail to the contact pads. Pacasipacitances and inductances are neglected.

Figure 3.4. Electrical model of platinum heater

An advantage of the use of platinum is the reliability andb#ityt over a wide temperature range. On top
of that, it has a relatively high Temperature Coefficient @sRtance (TCR). This enables measurement
of the temperature of the waveguide by measuring the resistaf platinum. As the TCR of platinum is
known to be lower for thin films than for bulk platinum, calittion measurements are taken in a controlled
temperature oven. The resistance of the platinum strudpends linearly on temperature with a positive
coefficient ofa,,, = 2230 ppm/K. The actual resistanck is given by equatiof 3l1 witi\T" the tem-
perature with respect to ambient temperature Bgdhe resistance of the platinum structure at ambient
temperature. Due to the parallelisation of sectidigis reduced fron¥ k(2 to about’0 (2.

R(T) = (1 + auAT)Ro (3.1)

According to Joule’s law, equatidn_2]13, the generated teatlinear function of the resistance of a
conductor. The thermal powe?,, generated by the current flowing through a conductor, theénplia
heater, is then the first time derivative of Joule’s law, givie equatiod 312. Because of the losses in the
supply rails of the heater, the thermal power is multipligc®b %.

2
P(t) = % - 2((% - 90% 3.2)

3.3 Optical domain, the rib waveguide

The cross section of the TODL in Figure B.1 shows a struchatis similar to FigurE2]2, in the middle of
the membrane. However, to ensure the functioning of thetsire as a waveguide that is suitable for OCT,
one has to evaluate confinement and the single mode condMifithout confinement, light is scattered
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along the whole silicon device layer, rendering a well defimanipulation of the light impossible. Multiple
modes will cause multiple interference patterns, whichhih@yen overlap eachother. This complicates the
detection of the right interference pattern. Multiple ifideence patterns reduce resolution and produce
multiple images.

The dimensions of relevance for the optical behaviour aeéntigthh, and widthw of the rib and the ratio

r between slab region thickness and the rib heigth as definEjime[2.2. These dimensions determine
whether there is confinement and if the single-mode condiidulfilled. Whereas the optical behaviour

is determined by the cross section of the waveguide, the lieaxposed to this behaviour for the whole
length of the waveguide. The length of the waveguigeis 10 mm. The total delay is thus obtained by

integrating the optical behaviour along the optical patthen TODL.

Confinement is evaluated using the Effective Index MethdMJEA graphical representation of the single-
mode condition, equatidn 2111, is repeated here as Highreith the TODL marked as a red cross. The
figure shows that the TODL is well into the region where bota donditions proposed by Soref and
Pogossian [18, 19] as well as experimental data by Rickim@jgizdict single-mode operation.

Soref's
formula

w/h

Figure 3.5. Single-mode condition compared to experimental data (adapted from [19])

The difference in refractive indices of air and silicon aaia considerable amount of light to be reflected
back from any silicon-air-interface. A fraction of the ident light will thus be reflected back and forth
through the waveguide. This enables the option to produeef@rence with light that has travelled through
the waveguide multiple times. The scanning depth of the O@Tem is linearly proportional to the total
delay added by the TODL, compared to the delay in silicon atiant temperature. The advantage of
multiple reflections is that the beam passes the active predODL several times. The delay of a single
pass is thus multiplied by the number of reflections. The nda@twback of using multiple reflections is a
lower signal-to-noise ratio, as part of the optical powdo# in every reflection.

In conclusion, the additional OPL is obtained by integmtihe change in refractive indeXn over the
total physical path length. The change in refractive indansed by the thermo-optic effect is given in
equatior 2.718. The temperature at a certain point in the guaglte follows from the thermal modeling in
sectior 3.#. The additional OPL then follows from equalid® Ihe additional OPL of a single pass can
also be expressed as the average change in refractive Xxwexer the waveguide times the length of the
waveguideL,. This value has to be multiplied by the number of reflectidh& obtain the total change in
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OPL.

Al(t) = Andl = N(ARL,) (3.3)
OPL

3.4 Thermal domain, the silicon membrane

The main function of the silicon membrane between the ribagaide and the bulk silicon is to increase
the thermal resistance to the bulk silicon. Besides thatréduction in mass of the waveguide means a
lower thermal capacitance. This enables faster heatingaolthg down of the waveguide.

To acquire a basic understanding of the thermal behavioercan have a look at the simplified electrical
equivalent of the membrane, shown in Figlurd 3.6. This diisunerely meant to support the explanation
of the thermal behaviour. The three masses in the systemg ltleé bulk silicon on both sides of the
membrane and the membrane itself, are modeled as capastanc The rate of the heat flow between
the masses is modeled as thermal resistaRggsTo introduce the heat f|O\Ald€ into the system, a current
source provides thermal powé};, to the circuit via the node that represents the membranedenype.
When the source is on, heat is accumulated in the membranempetature difference is built up in
Cin.membrane. The temperature difference across thermal resistaRgesesults in a heat flow from the
membrane into the bulk. The membrane in combination withbthik silicon thus acts as a low-pass filter
in the thermal domain. The centre of the membrane, whereiltheaveguide is, only experiences the
high-frequency part of the thermal power signal. The bulic@n capacitance§’, ... are considered
sufficiently big to filter only the DC-component of the thedrpawer signal.

Rip Rip
] ]
| I | I
@Pth(t)
Cth,bulk Cth,mem,brane Cth,bulk

Figure 3.6. Electrical equivalent of the silicon membrane

Regarding the thermal behaviour, the relevant dimensimm fFigure[ 3.l are the membrane width, the
membrane length and the height of the slab region, i.e. tlv@sidevice layer . Whereas the membrane
length and the height of the slab region are fixed, a varie®yQIDLs is available with different membrane
widths. The membrane width affects both the speed of thecdesd the power necessary to reach a
certain temperature. A relatively wide membrane has a Highmal resistance to the bulk, which implies
that heat is flowing to the bulk slowlier. Hence, a higher temapure is built up in the membrane, but this
is at the cost of speed. The membrane cannot cool down fasgkenéor a narrow membrane, the effect
is opposite. More power is needed to reach the same temperatu the device can be driven at higher
frequencies. Therefore, a trade-off between speed (lte¢ aad power is inherent to this device.

Investigation of this trade-off and eventually finding thremer excitation signal requires a more sophisti-
cated model. The membrane can be looked at as a slab of silitothe same dimensions as mentioned in
sectior[ 3.L. Figure 3.7 shows a slab of silicon with membtength L, and widthL,. The two platinum
heaters are modeled as a single strip in the middle of the meamabthe red line in Figufe 3.7. Doing so,
the thermal resistance between the platinum heaters arsiliteen membrane are neglected. Furthermore,
the membrane is considered to be thin compared to its lemgthwédth. Temperature difference in the
z-direction is assumed to be zero, which reduces the memboam2D model.
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Figure 3.7. Simplified silicon membrane

As stated in sectidn 2.3.1, heat transfer in solids is dotathhy conduction. Convection and radiation are
neglected. With the given assumptions, the silicon mengcam now be represented by the general heat
conduction equation (e€lg. 2112), adapted to 2D[(ed. 3.4hitnequation{/ (z, y, t) is the temperature with
respect to ambient temperatufg. The applied poweP;;, appears in the equation ag..,(z, t) through

the 2D equivalent of equati@n 2114, given in equafion 3.% ptwer is only present at theaxis in Figure

[3.7 and therefore has to be multiplied by the Dirac deltagod(s) in the model. The thermal conductivity
and diffusivity are represented layand « respectively. Substitution of the voltage excitation wawe

u(t) and the platinum resistand&(T") from equatio 311 completes the model.

19U(z,y,1) 1

VQU(.’E,:%t)— QT = _EQQen (34)
1 1
dgen(@,t) = 3 Pn(t)0(2) = +——Pun(t)() 3.5)

The solution to this differential equation represents kiegrnal behaviour of the membrane. In order to find
the particular solution, initial conditions and boundaoyditions have to be defined. The initial condition,
given in equatiof 316, states that the whole membrane is biemttemperaturé, att = 0. The boundary
conditions are chosen such that the sides of the membraia¢ ambient temperature at any time instance.
The boundary conditions are expressed mathematicallyuatemnd 3.7.

U(z,y,0) =0 (3.6)
L, L,
U(iivyat):() U(iayvt):()
2 2
I I (3.7)
U(x7_7yat>:0 U('/L‘77U7t):0

3.5 Linear model: Fourier analysis

Alinear solution to equatidn 3.4 can be found using Foumeisis, as it was originally developed to solve
the heat equation. Exploiting the assumed linearity, ibisvenient to determine the step response of the
membrane. Equatidn 3.8 represents a step input to the sysigm?, the power per ared,z) the Dirac
delta pulse which defines the location of the heater ghdthe Heaviside step function. The generated
heatg,.,, has to be substituted in the heat equation from equiatiénrde differential equation can then be
solved by evaluating the Fourier series given in equafic8®8d 3.ID[[25]. For the thermal conductivity
 and diffusivity o, the constants at room temperature are used, beiagd8 W/mK anda =0.8 cm? /s.
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dgen = Py 6($)6(t) (38)

0 for m odd orn odd
8Py(—1)m=1)/2

Dypn = >3 S5\ formevenand: even (3.9)
meme  nem
nrile (m * m)
z Y
2 m2 | n?
—an’| T+ |t
Ugen(z,y,t Z Z Dy, cos ( ) cos (;Mry) [1 —e (L?E Lg) ] u(t) (3.10)
m=1n=1 v

The step response as a function of merely time is found byagusy the temperature along the rib waveg-
uide atz = 0. The input powerP; i Lyle 2. This represents an applied powerldiV. The
step response is expressed mathematically in equafioh 3.11

(3.11)

Ly
1 2

H(t) = + / Uyen (0, y, t)dy
y S

PO:T;LZ W /m?2

With the step response at hand, the temperature responseettam excitation in thermal powe?;;, (t)
is found by convolution of the latter with the impulse respenthe time derivative of the step response,

equation 3.IP.

AT(t) = - H(t) * P (t) (3.12)

dt

Finally, the average temperature chan§€(¢) can be translated into a change in effective OPL. Equa-
tion [3.I3 is equal to equatidn 8.3 after substitution of tbastant for the thermo-optic effect at room
temperaturefZ = 1.86 - 10*.

Al(t) = N(1.86 - 10*AT'(t)L,) (3.13)

Summarizing, the function block scheme from Fiduré 3.2 islemented by substituting equation]3.2 into
equatio 3.IR and subsequently substitution into equEibs.

Frequency response

To find the step response, equation B.10 is evaluated witrddhvoodes in the:-direction and 100 odd
modes in they-direction. Doing so, a 2D thermal map of the silicon membrénobtained. The part
of interest is the temperature along the waveguide, beiagdtutionUy.,,(0,y,t). Figure[3.8 shows the
steady-state respon&g..,, (0, y, co) for TODLs with different membrane widths. As expected foirear
model, the shape is the same for all membrane widths, theitanpis scaled as a function of width.

The step response is found by averaging the temperaturg lenvaveguide for every time instance
The step responses for a number of membrane widths are yhshila Figurd 3.0. Here, the power-speed
trade-off is clearly visible. The wide membrane in red dsls/a temperature change that is much higher
than the narrower membranes in green and blue. The time ¢b staady-state however is much longer
than for its narrower compeers.

The impulse response for a specific membrane forms the higduwe inear model, but does not show the
power-speed trade-off as clearly as the step responseefoherthe step response is displayed here. The
iteration process does use the impulse response.
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Figure 3.8. Temperature along the waveguide
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Figure 3.9. Step response of TODL

Advantages

The linear model gives the designer a good basic undersiguodithe thermal behaviour of the membrane.
The response is qualitatively right and allows the use ohs for further analysis such as a bode plot.

This gives a worst-case approximation in terms of power awelsga good estimate of the membrane’s
thermal cut-off frequency.

The Fourier series only has to be evaluated once to find theeretponse. Once the step response is
calculated, the iteration process is fairly easy in termsoofiputing power. The iteration frequency is thus
higher than for the non-linear case.
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Limitations

The main limitation of the Fourier analysis is that this aygwh does not allow non-linear variables by
definition. However, Figurds 2.5 abd P.6 show that both tleemtfal diffusivity and the thermal conduc-
tivity drop by approximately 25 % over an increase in temperafrom room temperature 0 °C. The
decrease in conductivity implies a lower required powehalgh the speed of the device is reduced due
to a lower diffusivity.

Furthermore, the ambient temperature is not taken intowatcdulk heating might increase the steady-
state temperature of the membrane edges and in practien,temoperature changes from day to day. This
cannot be accounted for in the linear model.

In conclusion, the non-linearity of the thermal condudyivand diffusivity has a significant effect on the
thermal behaviour of the TODL. This justifies a closer lookha non-linearities and the development of a
non-linear model.

3.6 Non-linear model

For the non-linear model, a numerical approach is moreldeitdor this purpose, the Partial Differential
Equation (PDE) solvepdepe in MATLAB ®is used. The PDE solver enables the use of the non-linear
equations described in section]2.4.

The functionpdepe is a 1D solver and thus more assumptions have to be made. Gogfize average
temperature chang&7 with the maximum temperature changdaty) = (0, 0) in Figure[3.8 tells us that
the discrepancy between the two is a mere 2%. Neglectinglibisepancy is equivalent to the statement
that the membrane is a segment of an infinitely long membrare temperature profile along the
direction would be the same for every valueyofU,.,, is now no longer a function of and we are left
with a 1D model.

To be able to use the solver, the heat equation from eqUa#bha3 to be rewritten in the form that is im-
posed by the PDE solver, equatfon 3.14. Therefore, equUaifbhas to be multiplied by. Now, variables

¢, f, s correspond to equatiohs 3I[5-3.17. The parameteepresents the symmetry of the problem. In
this casem is equal to zero, which implies slab symmetry. The thermabewtivity (7)) and diffusivity
a(T) are given in equatioris 216 and 2.15. Using equatiod 3.&dntkrnal temperatur€ can be related
to the absolute temperatufée Also, the ambient temperatufg is taken into account here.

ou ou —mé m 8£ 8£

c(x,t,U, 8x> Ezaz o (gc f(x,t,U, 89:)) —l—s(x,t,U, 8x> (3.14)

_ k(1)
c= o(T) (3.15)

ou
f= H(T)% (3.16)
1

T=2713+Ty+U (3.18)

With ¢, f, s andm, the boundary conditions and the initial conditions defjreednesh ofr andt has to
be fed to PDE solvepdepe . The mesh specifies the points at which a humerical solusigaquested.
The thermal power waveforr®,, () is passed on internally imATLAB ®. Figure[3.10 shows the output
of pdepe , AT(x,t), for Py, (t) = 10¢(¢), a step function ol0 W. The characterised membrane width
L, is 80 pm.
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Figure 3.10. Solution AT (x,t) provided by pdepe

As the averaging over the membrane length is replaced by aunmgwion in the non-linear model, the
response of the membrane is the solution given by the PDEestdv all x = 0. A response similar to
the step response for the linear model is achieved. Figdshows the response for a range of ambient
temperatures for 8 ym membrane excited with B0 W step.
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Figure 3.11. Membrane response versus ambient temperature

Summarizing, the non-linear implementation of the functidock scheme from Figule_3.2 consists of
feeding equatiof 312 to the PDE solver and subsequentltisitg) the results into equatidn 2]18 and
B13.
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3.7 Comparison

With both models implemented, the behaviour of the two candmepared regarding power requirements
and speed. For the platinum heater, there is no differentveckea the two models as there is no further
information available about the heater. Introducing theosd-order approximation of the thermo-optic
effect results in a deviation up to 10 % compared to the cohstaroom temperature. The non-linearity
shows up in the thermal modeling as the thermal conductavity diffusivity. The first mainly affects the
steady-state behaviour, whereas the latter influences¢hebnane response in terms of time.

The thermal conductivity is known to decrease for an in@edisemperature. A raise in temperature results
in a higher temperature change for the same amount of povwiedp Hence, the power-temperature
interaction enforces itself. Figufe 3]12 shows the stestdie behaviour for a membrane with a width of
80 pm. A step of 10 W in thermal power is used for simulation. With a powerl6fW, a temperature
range is covered that is close to the expected operating rafntipe TODL. The figure shows a non-linear
steady-state temperature which is 20 % higher than for tieatimodel. For a wide membran&0 pm,
simulations show a difference of 50 %. The cause for the biggeact for wider membranes lies in the fact
that higher temperatures are reached for the same pow¢atixai If the ambient temperature is increased
from room temperature t¢0 °C, the difference increases to 30 % fos@u:m wide membrane.
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Figure 3.12. Steady-state behaviour

Both models show the power-speed trade-off. The non-lineadel should show itself a little slower, as
the thermal diffusivity goes up for increasing temperasuiigurd 3.1 depicts the response ofdhg:m
wide membrane, again for a step input. However, the powerialesed in such a way that the steady-state
values match. The linear model has a step input0diV, for the non-linear model a power step®s W
suffices. If we define the response time as the time it takesatchrthe steady-state behaviour within 1 %,
the non-linear model is about 30 % slower. For a membrarig®f:m wide, this percentage goes up to
70%. In this case, the percentages are more a qualitativparion, as they deviate a lot for different
margins.
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Figure 3.13. Membrane response with equalised steady-state behaviour

3.8 Waveform generation

Section$ 32 tb 314 describe the set of equations that haedolved in order to find the voltage excitation
signal for a given optical behaviour. However, it is not gthd-forward to reverse the general heat conduc-
tion equation with non-linearities. On top of that, tempera depends on power through the heat equation
and power depends on temperature through the temperajpeadiency of the platinum heater. Therefore,
a solution is found by means of an iteration process.

The solution is based upon the desired behaviour in theamtmmain. Sectionh 3.8.1 introduces the ideal
waveform and states the requirements to the voltage excitaaveform. The iteration process is presented
in sectior 3.8. Results of the iteration process are sliowactior 3.8.8.

3.8.1 Waveform requirements

To serve its purpose, the TODL has to modulate the opticayd@learly in time at a certain frequency.
Non-linearities in the optical delay result in distortionthe image. The range of the delay determines the
scanning range in the tissue. The frequency relates directhe line scanning rate.

The TODLs under test have a power limitation of ab2wtV. This puts a limit to the scanning range and
the frequency. To obey the power limitation over all the miqorameters, the scanning range to set to
200 pm. The change in OPIA[ represents the instantaneous scanning depth. For aménepetatureAl

is zero and thus the scanning range is equal to the maximure f@l Al that can be achieved. Combining
the scanning range and the linearity requirement, the icleahge in effective OPIA/; 4.4 (¢) is found.
Figure[3.1# shows the ideal case for two excitation periddsthe object of interest can be scanned on
both the rising flank and the falling flank, the line rate isdgvas high as the excitation frequency.

The generated voltage excitation waveforms consist of amelied samples per excitation period. The
accuracy to be achieved in the iteration process is set tés7 Bhe maximum error between the ideal
waveform and the calculated waveform that results from tie fioltage excitation waveform is thus less
than 0.8 %.

To characterise the frequency behaviour of the TODL, a tadkexcitation frequencies is applied. First of
all, the maximum line scanning rate is expected to be a fandf the membrane width. Second, the gain-
bandwidth product of the photodetector limits the bandwiftthe optical signal t6 MHz. To perform all
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Figure 3.14. Ideal optical behaviour

measurements with the same measurement settings, the omiine scanning rate is set 10 kHz. The
maximum excitation frequency is thaskHz.

The waveform requirements stated in this section also impeguirements on the Digital-to-Analogue
Converter (DAC) that eventually provides the waveform ® Ti©DL. The DAC should have a sample rate
of 100 feze,maz =D00KkSPS or bigger. The minimum resolution in bits is 7.

The waveform requirements mentioned in this section arevsanized in Tablé3]1.

Parameter min  max range
Scanning range Al oz 200 um
Line scanning rate  f; 2 10 kHz
Excitation frequency fez. 1 5 kHz
Accuracy 0.8 %
DAC frequency fpac > 500 kSPS
DAC resolution 7 bits

Table 3.1. Waveform requirements

3.8.2 Iteration process

For both models, the same iteration process is used. Tlatidercycle, based on Figure B.2, is shown in
Figure[3.15. The iteration process starts with wavefagtt). In theory, any waveform can be chosen for
uo(t), but the process benefits from an ‘educated guess’ in terrapesd. By using the waveform from
Figure[3.1# and the constants for the thermo-optic effedtthermal conductivityy at room temperature,
a first estimate is found. Equatipn 3l19 calculatg&), depending on TODL dimensiots,, L, and L.
and the resistance at room temperatilge

wol) = \/ Aligear(t) 4koL,L. Ro (3.19)

1.86-10°L, Lz 90%

Figure[3.I5 represents the iteration process in the form Edfirection Block Scheme. From waveform
ug(t), the first iteration ofAl;(¢) is calculated using the set of equation in sectlonk 3[2To 84(¢) is
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Figure 3.15. Function block scheme of the iteration cycle

compared ta\ ;4.4 () in the block ‘error’. The next block checks whether the imgmbaccuracy is met or
not. If not, the last voltage excitation waveform_ (¢) is corrected for the error and fed back into the set
of equations as;(t). When the maximum error is greater than 1086, (¢) is scaled to match the overall
gain from voltage to effective OPL. When the maximum erroesslu;_ (¢) is reshaped according to the
instantaneous erreft). Eventually, the iteration process ends when a voltageatian waveformu(t) is
found that meets the accuracy.

3.8.3 Characterisation results

The iteration process from sectibn 318.2 is able to genéhatgoltage excitation waveforms according to
the requirements specified in section 3.8.1. The input paterm are the membrane width, the excitation
frequencyf... and the ambient temperatufg. For frequencies belo®00 Hz, all membranes are able to
follow the shape of a square-rooted triangular waveforngeated in equatidn 3.119, only the gain of the
waveform has to be adjusted for. For higher excitation feeqies, the membrane can no longer follow the
excitation waveform. This manifestates itself especiallhe moments where the waveform is not smooth,
i.e. where the spectral components at high frequenciesrddei This has to be compensated for.

Figure[3.16 shows three waveforms for a membrane wid# afm and an excitation frequency 6fkHz.

The line scanning rate is thud kHz. This example shows the most extreme case, as the wider rapator
are not able to be operated at such a high excitation frequghe waveforms for wider membranes would
look similar, except the voltage is lower. The blue wavefisitihe suggested excitation considering a linear
model. One can see that the iteration process emphasiskgjtie spectral components by suggesting a
step-like behaviour at the moments where the ideal wavef®mot smooth. The red waveform considers
a non-linear model. Here the amplitude is corrected for #ticed thermal conductivity and diffusivity
at high temperatures. Also, the emphasis on high frequengieven stronger. The green waveform is a
square-rooted waveform that is meant for comparison wighetttitation waveform for a membrane with
an infinite thermal bandwidth.
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The iteration process is finished when a certain accuracyeis rfigure[3.1l7 shows the error for the
waveforms in Figure_3.16 after the accuracy is met. Inhecetite iteration process, the maximum error is
equal tozi7 for both. For apparent reasons, the error is the largeseahtiments where the ideal waveform
is not smooth.

In conclusion, the square-rooted triangular waveform thiginates from the quadratic relation between
power and voltage, equatién 2113, only holds for low exititafrequencies and relatively narrow mem-

branes. For higher frequencies and wider membranes, thehmgiofrequency behaviour has to be com-

pensated for by pre-emphasis of the excitation waveforme dmbient temperature has a positive effect
on the required power in the sense that less power is needenl tiv ambient temperature is high. On the
other hand, the maximum excitation frequency of the devaesglown and one has to keep in mind the
power necessary to raise the ambient temperature.
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Chapter 4

Material and methods

To verify the model that is proposed in chagiér 3, measuré&neifi be done on several TODLs with a
variety of membrane width, excitation frequencies and ambiemperatures. This chapter describes the
measurement setup, its components and the methods usethio thie measurement data. Secfiod 4.1
gives a quick overview of the measurement setup in compavigih the OCT system described in section
[I.2. Section§4]2 o 4.4 explain the details of the hardwadesaftware designed for this purpose. The
optical components that are used are described in setiiBns[4.8.

4.1 Functional description of the measurement setup

The measurement setup is an adaption of the system explairfeidure[1.4. The TODL replaces the
optical parts related to the drill bit. The scanning mirrermiow a reference for measurements on the
TODL. The TODL is continuously excited by a voltage signaittis determined in sectién 3.8. The mirror
covers a range of positions with a fixed step size. Analydieginterference patterns for every position
of the mirror unveils the scanning range of the TODL and itgdirity. To obtain information about the
membrane temperature and power consumption, the insemiawoltage and current are monitored by the
readout electronics. The acquired data from the photottetand the readout electronics are synchronised
and pre-processed before transmission to a Personal Cen{pP@).

Sample arm

Low—coherence Scanning mirror

source

Photodetector
Reference arm

Data ‘ Readout
acquisition electronics
< Excitation
electronics

TODL

Figure 4.1. Schematical representation of the measurement setup
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The measurement setup is designed to execute measuremntsraously. The PC controls, either di-
rectly or via the data-acquisition-board, all the elecitsrand the position of the scanning mirror. Mea-
surements are taken by a single mouse-click.

4.2 Excitation electronics

To put the characterisation of the TODL to practice, the gateel voltage excitation waveform has to be
translated from a vector mATLAB ® to an analog voltage signal. A Digital-to-Analogue Conge(DAC)
connected via the Universal Serial Bus (USB), sediion #adkes the step from software to hardware. A
power amplifier, section 4.4.2, adds power to the signal sliehthe generated voltage waveform appears
over the TODL.

4.2.1 Digital-to-Analog-converter

A Data Acquisition module (DAQ) from National Instrumenid$l USB-6259) is used in the measurement
setup as a DAC. It connects to a PC via USB and offers a varfetpalog and digital in- and outputs. The
analog outputs offer 16 bits of resolution and a sample ra2eSdVISps. Compared to the requirements in
sectior 3.811, this is more than enough.

The DAQ communicates directly witiaTLAB ®. In MATLAB ®, a few scripts are written to start, stop
and select the proper voltage excitation waveform plus treesponding sample frequency. The scripts
pre-scale the excitation waveform, such that the outputgel range of the DAQ is met. The waveform
is therefore divided by the gain of the power amplifier. Hertbe voltage waveform after amplification
meets the vector values maTLAB ®.

4.2.2 Power amplifier

The voltage excitation waveforms presented in se¢fior8§3ejuire voltages up t¢5 V. The TODL acts
as a resistive load of abog6 2 and thus the peak current lies around A. As both the output voltage
range and the current sourcing specifications of the DAQ ddutfill these requirements, the DAQ is not
able to drive the TODL. The function of the amplifier is to iease the power of the voltage signal that is
supplied by the DAQ.

The power amplifier is based on the OPA548T, a high-voltaigg-burrent operational amplifier by Texas
Instruments. The minimum gain necessary to match the wli@gge of the excitation to the voltage range
of the DAQ is4.5x. Before taking measurements, the gain is calibrated by eomgp the peak output
voltage of the amplifier to the excitation waveformnmTLAB ®. The peak output voltage is measured
with help of the voltage cursors on a Tektronix TDS2014B lssiope. The pre-scale factor, which should
be close or equal to the gain of the amplifier, is tuned ungiljthak output voltage matches the peak voltage
of the excitation waveform. The pre-scale factor used fermtteasurements in chaptér 5tig1x.

4.3 Readout electronics

The readout electronics deals with the acquisition of teetekal signals, the voltage across and the current
through the TODL. Sectidn 4.3.1 states the two pitfalls Heate to be avoided when measuring resistance.
To measure the electrical quantities while the TODL is alsonected to the optical system has some
implications on the mechanical aspects of the measurerat.sThe interfacing of the TODL with both
electrical and optical signals requires some mechanicsigde sectiod_4.312. The two Printed Circuit
Board (PCB) designs are clarified in sectibns 4.3.3[andl4.3.4
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4.3.1 Measurement problem

Two of the problems of measuring TODL resistance are thetasie of the measurement wires and a phase
mismatch between voltage and current. The measuremers hare parasitic resistance, capacitance and
inductance. To some extent, measurement wires might evek agoantennas and pick up any form of
electro-magnetic waves. The most relevant parasitics@isidered to be the resistance and inductance.
To minimize the measurement error, wires have to be shorttackli The measurands have to be amplified
as close as possible to the object to measure.

Any capacitive or inductive behaviour will cause a phasé sletween the voltage and the current. In the
case of the voltage excitation waveform given in Fidure3thé voltage goes down to almost zero. This
results in a current that is almost equal to zero too. Whendhistance is calculated by division of the
voltage by the current, according to Ohm’s law, the phasenaish induces in large errors. Figlirel4.2
shows the impact af° phase mismatch for triangular voltage and current sigidle.simulated resistance
is defined in equation 3.1 witR, equal to80 ().

Resistance R [ Q]
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o
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Measured resistance
0 . . N N
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Figure 4.2. Effect of a 1° phase mismatch between voltage and current

The conclusion to be drawn from Figlre 4.2 is that resistameasurements are prone to large errors at low
voltages when a phase mismatch is present. Hence, addinfisahto the voltage excitation waveform
will improve the resistance measurement. On the other tadting static power to the device changes the
temperature response. In case the static power raises thierdgrtemperature, the amplitude of the voltage
excitation waveform with respect to the offset level is Istlg lower. This makes up for part of the added
power that results from the applied offset voltage. Norleti® the total required power to retain the same
scanning range will increase.

The voltage offset improves the resistance measuremerit,rhight affect the optical behaviour in a neg-
ative way. The best way to obtain decent resistance measutss thus to minimize the phase difference
between voltage and current.
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4.3.2 Mechanical design

The TODL has both optical and electrical in- and outputs. dptical fibres have to be aligned with the rib
waveguide for optical coupling. To optimize the alignmeahg TODL is placed on a rotational stage and
the location of the two optical fibres is controlled by two X¥fages. The TODL cannot be operated on
the rotational stage, as the stage cannot sink the heasttiigsipated in the TODL. The temperature of the
rotational stage was measureds@t’ C under steady-state excitation. Therefore, operation ®f@DL
requires a heatsink. Furthermore, the accuracy of thetaasis measurements benefits from circuitry that
is close to the TODL. On the other hand, this circuitry mayatzgtruct the optical fibres.

A variety of TODLs have to be tested. It is therefore convenie design two PCBs. One PCB is mounted
near the TODL to exploit the advantage of being close to thwicde Every TODL comes with its own
PCB. This TODL-board contains few components, so that thraeffort to test more TODLs is small. The
majority of the components are placed on a second PCB, tdeue#oard. To overcome the mechanical
and thermal problems, a metal bracket is designed that canob@ted in the rotational stage. A large
heatsink is equipped with a similar mount, such that the kmtacan be placed onto the heatsink after
alignment. The bracket has an elevated plateau for the TOBé& surroundings of the plateau are used to
fit the TODL-board. With the top of the PCB aligned to the bottof the TODL, the optical fibres are not
obstructed. The electrical connections are made by wirglibgrthe TODL directly to the TODL-board.
Figure[4.B shows a photograph of the TODL, the bracket an@@feL-board on the rotational stage used
for alignment. The main optical fibre on the left is glued iptace with epoxy. The optical fibre on the
right is used for checking the alignment of the main fibre.eAthe main optical fibre is fixated, the fibre
on the right is removed and the TODL-board is electricallpmmected to the readout-board through the
carde-edge connector on the right.

Figure 4.3. Aluminium bracket, the TODL-board and a TODLmounted on a rotational alignment stage for fixation of
the optical fibre

4.3.3 TODL-board

The aim of the TODL-board is to minimize the error introdutgdhe wire resistance, by means of a four-
point measurement with short wires. The phase mismatchngniried by applying the same circuitry
in both signal paths. Figuie 4.4 shows a simplified schenu#fign of the TODL-board. The voltage
excitation signal is applied via clamg3+ and P—, which are connected to the power amplifier from
sectio 4.2P. A fraction of this voltage appears at the rindbe middle of R+ and Rp. The current
through the TODL causes a voltage across the sense reRistors g, present at the node betweBopr,
and Rspnse- Both resistor pairs act as a voltage divider with a ratio dfoD0. The voltage at the
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nodes describes are subsequently amplified by a diffetentiplifier based on the OPA365 from Texas
Instruments. Using the amplifier in a differential configioa allows both a single-sided and symmetric
excitation of the TODL. This adds to the flexibility of the nse@ement setup. The differential amplifier
offers a gain oR1x.

P+

i

!

Rropr Ry
-|_ -|_ OPA365 40
L |
RsensE Rp
o OPA365
P

Figure 4.4. Simplified schematic design of TODL-board

The supply voltage of2.5 V comes from the readout-board. Furthermore, the board icsranumber

of test-pads, which give access to vital signals. In FiguBe @top view of the TODL-board is shown. The
top half consists of the test pads, the sense resigieny s and two golden pads where the bond wires can
be attached. The bottom half of the board houses two opamp8&3Hn a single package, their feedback
networks and capacitors for power supply stabilisation.

4.3.4 Readout-board

The purpose of the readout-board is to address the phaseatalsiand to apply time multiplexing of the
voltage and current signals. The data acquisition boaclidsed in sectidn 4.4.1 offers only one ADC for
electrical signals. Therefore, the ADC has to be shareddeithe two signals.

The simplified schematic design of the readout-board isatiegiin Figurd 4. The two signalst)
andi(t) represent the signals coming from the TODL-board in Fiude 4lo avoid any further phase
difference, both signals are sampled by a Sample-and-Hwoidlifier. The two active-lowroLD’-signals

are provided by the data-acquisition-board. If necessappase mismatch can be (partly) compensated for
by adding a delay between the twadLD’-signals. The time multiplexing is implemented by a higieed
switch, which follows the S&H Amplifier. The data-acquisist-board provides theswiTCcH-signal. The
next step is to match the voltage range of the signal to that impltage range of the ADC. The amplifier
has a variable gain betweértx and13x. The gain stage following the switch also compensates ti# 50
voltage loss for impedance matching. The offset voltageliscsable, eithe® V or 2.5V, depending on
whether the TODL is driven single-sided or symmetrically.

The symmetrical power supply of the readout-board is a DEQtA8-0.6D, which supplies15V to the
board. The readout-board has on-board voltage regulaiqgeotiide+12V for the readout-board itself
and+2.5V for the TODL-board. The active components that make up thdaet-board are summed up
in Table[4.1. A photograph of the readout-board is preseintétyure[4.6.

The total delay in the components used, together with theokagrate of the ADC, determine the max-
imum sample rate that the readout-board can deliver. Witdtbital design presented in sectlon]4.4, the
maximum sample rate B00 kSps. At the maximum excitation frequency 6ikHz, the readout provides
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100 samples per excitation period. This is equal to the nurmbsamples that is generated by the DAC
and therefore sufficient. Every sample consists of a valugdliage and a value for current. Gain-phase
analysis of the readout-board is available in appehndix 6.

HOLD

SWITCH
u(t) ulk]
o— S&H
HClLD E:
i(t) ilk] T
O— S&H OFFSET

Figure 4.5. Simpflified schematic of readout-board

Function Manufacturer Product code
Sample-and-Hold Amplifier ~Analog Devices AD781
Switch Vishay DG642
Differential Amplifier Analog Devices AD8130
Buffer Amplifier Intersil HA-5002
\oltage Reference Texas Instruments ref50XX

\oltage Regulatof=12 'V National Semiconductor 78M12/79M12
\oltage Regulatot=2.5V National Semiconductor LM317LZ/LM337LZ

Table 4.1. Active components on the readout-board

Figure 4.6. Readout-board on a large heatsink with a dummy bracket and TODL-board installed
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4.4 Data acquisition

In essence, the data acquisition part of the measuremem setkes the transition possible from the ana-
logue, time-continuous world to a world of vectors and ntasithat can be manipulated by the PC. The
data-acquisition-board has two on-board Analogue-tatBliGonverters, which quantise and discretise the
analogue signals coming from both the readout-electraasosell as the photodetector. The board is dis-
cussed in more detail in sectibn 4J4.1. The digital signaisifthe ADCs are fed to a Field-Programmable

Gate Array (FPGA). The FPGA is programmed to control the daguisition process and to support a

USB data connection to the computer. The optical signalésgoocessed in the FPGA as well. Section

[4.4.2 explains the design of the digital hardware. The &wellcontrol of the measurement process, data
analysis and visualisation of the acquired data are takenafay a script irMATLAB ®, sectiof 4.4]3.

4.4.1 Data-acquisition-board

The basis of the data-acquisition-board is the XEM3005jiratiion board from Opal Kelly. Among others,
it features a Xilinx Spartan-3E FPGA, a Phase-Locked Lodg JPa USB-interface and two expansion
connectors. The digital hardware design from se¢tion UsAiploaded to the FPGA via the USB-interface.
The PLL is also configured via USB and generates two clockadsgi©ne for the electrical data acquisition
and another one for its optical counterpart. The integnatioard from Opal Kelly connects to the data-
acquisition-board via the two expansion connectors.

Apart from the power supplies, the data-acquisition-ba@artains two Analogue-to-Digital Converters by
Texas Instruments. An ADS804 is used for conversion of gtadtsignals. It features 12-bit resolution
and10 MSps sampling rate. The analog input voltage range is singlee@maehd configured to bgV. The
analogue input has an impedance&0f? for the purpose of impedance matching. The analogue-titatlig
conversion is based on pipelining. A sample takes six clgckes from the moment it was sampled until
it appears at the digital output. This ADC is used for eleefrimeasurements and thus connects to the
readout-board via a coaxial SMA cable with a typical impesaof50 (2.

The second ADC is an AD9446. As it serves in the optical sysieresolution and sampling rate are
critical for the performance of the OCT system. A more higld-&DC is favourable. The AD9446 offers
16 bits in resolution, up to 100MSps sampling rate and bpteiormance in terms of signal-to-noise ratio
and dynamic range. Its inputs and outputs are differenttatransformer couples the signal from the
photodetector to the input of the ADC.

The specifications of both ADCs are summarized in Table 4.2.

ADS804 AD9446

Sampling frequency 10 100 MSps
Resolution 12 16 bits

Input voltage range 0-5 4 Vo,
Pipeline length 6 13  clockcycles

Table 4.2. Specifications of the A-to-D converters used on the data-acquisition-board

Besides the two analog inputs, a 6-pin header on the datasibon-board offers four digital input/outputs
and two grounds. Two of those are used as digital outputset@ehdout-board, theoLD and swITCH
signals.

4.4.2 Digital electronics design

By ‘digital electronics’, the part of the electronics is médhat deals with logical signals rather than
analogue signals. In this case, the digital electronicercall the electronics that comes after the ADCs in
the signal path, up until the USB controller that connecth&PC. All digital electronics are described in
VHSIC Hardware Description Language (VHDL) and loaded thi FPGA via the USB controller.
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The electrical signals and the optical signals are treatpdrately inside the FPGA. Both systems operate
independently, but they are controlled by the same trigfjersa MATLAB ®. This keeps all signals syn-
chronised. The digital electronics design knows two mottethe measuring mode, all data is gathered for
a few periods of the excitation signal. The data is storegtaarily in First-In-First-Out (FIFO) registers.

In the second mode, the data from the FIFO registers is uptbém the PC via USB. The starting and
switching between modes is regulated by triggers framLAB ® .

Acquisition of electrical data

The signal path for electrical data starts at the ADC and daestly to two FIFO registers, one for voltage
data and one for current data. During the uploading modeFtR® registers are written to the USB
controller.

The data flow is controlled by the Finite State Machine (FSdépicted in Figur€ 4l7. After start-up, the
FSM is in the state ‘idle’. The left-hand side of the ‘idldate represents the upload mode, the right-hand
side is the measuring mode. The FSM waits in the ‘idle’-stat# it receives a trigger fronmATLAB ®.

In general, the first trigger is the commarghMPLE’ to start the sampling sequence. After the sampling
sequence, i.e. when a predefined number of samples is thkdfSiM returns to ‘idle’. The next step is the
upload mode. WhemAaTLAB ®is ready to receive the data, the FSM is commanded to senek: ifteiving

all the data, the FSM is put back into ‘idle’ byaTLAB ®. While the FSM is in the state ‘serdhta’, it

is insensitive to both the internal sample triggering areisthmpLE command fromMATLAB ®. In other
words, the FIFO registers are ‘write-only’ in measuring m@ahd ‘read-only’ in upload mode.

wait
10011

SAMPLE

Figure 4.7. Finite State Machine for data acquisition of electrical signals

In measuring mode, the system takes a sample at every ridyg & the signal ‘samplé&igger’ until

a predefined number of samples is taken. The state stegel’ waits for this signal to be low, state
‘trig _stage?2’ is passed when the signal becomes high. Hence,nitg@rcation of both makes the FSM wait
for arising edge in the signal ‘'samptggger’. The state ‘hold’ makes the signabLD to the readout-board
low and waits for an appropriate amount of time before cariig to the next state. The voltage data is
now written to a FIFO register. At this point, the voltagersifis sampled and stored. Thav/ITCH-signal

is now made low to select the current signal instead of theagelsignal. After the proper delay, also this
value is stored in the second FIFO register. When the numbsarmples to be taken is met, the FSM
returns to ‘idle’. If not, another sample is taken by skigpdirectly to ‘trig_stagel’.

However, there are a few issues that have to be solved torgearthe validity of the stored data. The FSM
described above, together with the solutions to thesess&ideveloped into an implementation in VHDL.
The simplified VHDL design is shown in Figure #.8. The issuesraentioned below.




4.4 Data acquisition 41

| ; |

: ok divas sampletrigger :

| |

| |

| |

| |

' clk . ULFSM [T HOP
PLL | .

; COUHIG[SbIt: I SWITCH

| 1

| |

| |

| clk_divs leﬁ |

| |

| |

| |

| —>| FIFOU |« |

jadclk _ I
ADC |[! cl Ly
adg803 —| USB

|

| |
| —> |
[ clk [

Figure 4.8. Simplified VHDL design of the acquisition system for electrical data

1. The excitation frequency is not fixed. The FIFO registensdver have a fixed size.

2. There is a propagation delay in the readout electronicBer Aapplying theHoLD and SwITCH
signals, it takes a certain amount of time before the inptih@fADC is stable.

3. Both voltage and current data are in the same data streamngdrom the ADC

4. The pipeline of the ads804 gives a delay of six clock cycles

To address the first issue, the clock frequency is made flxiBlUSB-enabled PLL sets the clock fre-
guency in such a way that ‘samptiegger’ has a frequency hundred times faster than the atiwit fre-
guency. Doing so, every excitation period is sampled onelfathtimes at any excitation frequency. Due
to the clock divider ‘clkdiv48’, the rest of the blocks runs at a frequency 48 timeb&iigThis gives room
for a FSM with a sampling sequence of 48 states at maximum.

To deal with the propagation delay in the readout-board, libéd’- and ‘switch’-state have a built-in
waiting sequence. Besides controlling theLD and swiTCH signals, the states also start a counter, the
block ‘counter5bit’. The count is fed back to the FSM. Depending on the cgatlnetstates decide whether
to wait another clock cycle, or to advance to the next state. aFsampling rate 0800 kSps, the clock
frequency i24 MHz. The ‘hold’-state waits for 19 clock pulses, whicl8i® ns. The ‘switch’-state waits

13 clock pulses40 ns. The counter is reset to zero in the states following thedh@nd ‘switch’-states.

There is only one data stream coming from the ADC. The datéeobrmlepends on the position of the
switch on the readout-board. The FIFO registers both hawvedime data input and the same clock signal.
The FSM differentiates between the two by means of the veritable ‘wren’. The state ‘Uto_FIFO’ in
Figure[4.Y is implemented by making the write-enable of FNF@igh, which allows the FIFO register
to write one sample into its memory. The write-enable of ttieeoregister is low, and thus the register
ignores this particular sample. The statedlFIFO’ works similar but selects FIFDQ

The issue with the ADC pipeline is that it introduces a addisl delay of six clock cycles. The FSM

would have to wait in total twelve clock cycles more. Thisviesonly a few clock cycles for other tasks
and reduces the flexibility of the system. A way to solve thitoi exploit the advantages of the pipeline.
By applying a clock signal ‘adclk’ to the ADC that has a fregog six times higher than ‘sampteigger’,
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the delay introduced by the pipeline of the ADC is exactly sample period. The sample data written to
the FIFO registers are thus the samples taken in the pregamgpling sequence. The validity of data is
now secured for all samples, except for the first sample. iShsslved by discarding the first sample data
in MATLAB ®. The clock divider ‘clkdiv8’ provides the clock frequency for the ADC. A disadvayeaf
this approach is that the resolution to cope with the delaythe readout-board is reduced frofnto & of

a clock cycle. This limits the maximum sampling frequenc$@0 kSps.

Eventually, when the predefined number of samples are taker|FO registers contain all this data. The
USB controller is able to read out the FIFO registers and sistkem available imATLAB ® as vectors
with decimal representations of the bit-values of the ADC.

Figure[4.8 shows a simplified implementation in VHDL. In themplete design, all blocks are equipped
with a reset and there is an output buffer added between diok signal ‘adclk’ and the ADC.

Acquisition of optical data

The signal path for optical data is more straight-forwarde Tunctionality of the digital electronics in the
case of optical data is not only to store the data sampleslboto perform Amplitude Modulation (AM)
demodulation. Information about the group veloaityas described in equatign 2.9 is in the envelope of
the optical signal. The optical signal is thus sampled, thshdemodulated and then stored into a FIFO
register. The task of the FSM here is only to start and stops#mepling according to the triggers from
MATLAB ®. The simplified VHDL design is depicted in Figure}.9.
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Figure 4.9. Simplified VHDL design of the acquisition system for optical data

The PLL generates the clock signal such that 1000 samplé¢alae for every excitation period. The clock
signal is fed directly to the ADC. The clock signal for thetreSthe design is ‘DCQopt’. This is the same
clock signal as the one coming from the PLL, but it has the spinase delay as the samples taken by the
ADC. The phase delay between ‘atipt’ and ‘DCQopt’ becomes relevant at high sampling frequencies.
The samples from the ADC are thus in phase with ‘DGAY'.

Any signals between the FPGA and the ADC have to be transiadaddifferential signals to single-ended
and vice versa. The block in Figure .9 that interfaces alkignals coming from and going to the AD9446
contains a number of buffers that provide this functiogalit

Once the sample data is single-ended, it can be demodulBitedground level of the signal is exactly in
the middle of the digital range. Therefore it is fed to thedil@bs()’ that calculates the absolute value of
the optical signal and subtracts this digital offset from sample data. Thereafter, the absolute values are
filtered by a digital low-pass Finite Impulse Response (Fildr and stored in the FIFO register.

The FIR filter has a normalised cut-off frequency:at The filter has 150 orders, which results in the filter
characteristic shown in Figure 4]110. As the optical sigaddw-pass filtered, the signal no longer contains
high-frequency components. The data can be compressecthyatang the output of the filter, a built-in
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feature of the block ‘LPF’. The decimation factor used isrfolihe output sample frequency of the block
‘LPF’ is four times lower than the input frequency.

Magnitude
[
o

107° - )
0 pi/2 pi
Normalised frequency

Figure 4.10. Transfer function of the FIR low-pass filter with 150 orders

To verify the AM demodulation, the data from ‘FIE@emod’ is compared to the raw optical data. This
comparison is shown in Figure 4]11. The figure shows an mrtence pattern in blue and the AM demodu-
lated signal in red. The maxima in the interference pattepnasent a reflective object within the scanning
range of the measurement setup. In the measurement setupfléctive object is a mirror. The mirror is
detected twice, once during a falling flank for:5 ms and once for a rising flank of the excitation signal.

The shape of an interference pattern is determined by thesamnd the chromatic dispersion. Ideally, the

shape would look similar to the right-hand side of Fiduré Re to dispersion, the interference pattern is

smeared out. The better the chromatic dispersion compenstte narrower the shape and thus the better
the resolution.

As Figurd 411l shows, both the shape and the location of tixénmazare well captured by the AM demodu-
lated signal. The amplitude is of minor interest for the nueaents in chaptét 5, only the signal-to-noise
ratio (SNR) should be high enough to reliably detect the maxiln contrary, for OCT the amplitude is a
matter of interest and the SNR should be high to be able tetletak reflections.

4.4.3 MATLAB scripting

MATLAB ® has the top-level control of the measuring process. It oisithe excitation electronics, the
position of the mirror and communicates with the FSMs andRhk. Its tasks can be divided into three
categories, being initialisation, measurement contrdh\asualisation. The categories are discussed in the
following sections.

Initialisation of the measurement setup

The initialisation starts with the definition of all the maasment parameters. The parameters specify
which TODL is used at which excitation frequency and how mexwitation periods have to be analysed.
This results in the sampling parameters, such as the nunftsaneples to be taken and the sampling
frequencies. The initial position of the mirror is detererytogether with the expected scanning range and
the number of mirror positions to be analysed.
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Figure 4.11. AM demodulation of the optical signal

After definition of the necessary parameters, all the devigeder control byvATLAB ® are initialised.

The synthesized VHDL design is loaded into the FPGA and tiygubdrequencies of the PLL are set. The
mirror is moved to its initial position. Finally, the voltagexcitation waveform is loaded from a mat-file
and the TODL is pre-heated by switching on the excitatiomalidor 5 seconds. Without preheating, the
first measurements show abnormal behaviour that is believbd caused by the TODL. The last step is
the allocation of PC memory for the measurement data. Theuneaent setup is now ready to measure.

Measurement control

In the measurement parameters, a number of mirror posiiandefined. For every position, a measure-
ment has to be done. A single measurement is described below:

Move mirror

Start excitation signal

Trigger sampling process by sending the comnssdpPLE to the FSMs
Read out the three FIFO registers

Pre-process data from FIFO registers

Find the desired number of excitation periods

N oo o A~ w bdh o

Store the acquired data

Two of the steps require further explanation. Firstly, the-processing mentioned in step 5. The data that
is read out from the FIFO registers is a decimal represemtati the bit-values of the two ADCs. For the
electrical signals, these decimal values are translatéldetooltages measured by the ads804 ADC. The
offset and scaling factor used are calibrated using a TeltMDS2014B oscilloscope. The decimal values
that represent the optical signal are scaled by a fadtorDoing so, the optical signal has a similar range
as the electrical signals, which is convenient for vis@di purposes.

Secondly, finding the desired number of excitation perisdiine by a similar manner as the triggering of
an oscilloscope. The script analyses one of the signalspltege signal, and stores the time instants where
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a certain threshold value is crossed. The period betweemtwtese time instants is thus one excitation
period. The desired number of periods is selected from ttee dde corresponding excitation periods for
the current signal and the optical signal are deducted frmnsame time instants.

Optionally, the measurement process can be repeated ktwera to average out uncorrelated measure-
ment errors.

Visualisation of the acquired data

During the measurement process, real-time visualisatidheoacquired data makes it possible to check
whether the measurement process is going well. Every npositions results in a measurement as shown
in Figure[4.12. The figure shows the voltage, the current haaptical signal of the most recent measure-
ment data. The figure shows three periods, hence six linesscan
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Figure 4.12. Scan of a mirror positioned in the middle of the scanning range with a TODLwith a width of 88 um at
an excitation frequency of 1 kHz.

After the measurement processaTLAB ® shows all the optical data in an intensity plot such as Figure
[413. Any errors in acquisition or in triggering can easily $potted here MATLAB ® also shows the
resistance over one excitation period, averaged overakxitation periods measured.

4.5 Low-coherent light source

The low-coherent light source used is a SuperLuminescende{SLD). This kind of light source is a
compromise between a Light Emitting Diode (LED) and a LasiedB (LD). A SLD can be seenas a LED
with a built-in waveguide. The spontaneously emitted lightaptured in the waveguide and therefore
exploits the optical amplification that is common to LDs. @a bther hand, this optical amplification goes
hand in hand with narrowing of the optical bandwidth. Thiplaeins the narrow bandwidth and the high
efficiency of a LD. In a SLD, the spontaneously emitted lightges the waveguide only once to retain a
wide bandwidth, at the cost of efficiency.

Due to the waveguide, the generated light is confined intmglesidirection. This significantly enhances
the coupling efficiency into a single-mode optical fibre, pamed to a LED.

The optical source is a SLD from Exalos, type EXS13G2-23hlabld 4.3, the specifications of interest
are listed. Substitution of these values in equaliioh 2.6lt®$n the theoretical axial resolution of the
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Figure 4.13. Optical data acquired for a TODLwith a width of 88 um at an excitation frequency of 1 kHz and double
reflection

system. Equatioh 2.6 is repeated here as equhfidn 4.1. Takresolution for the EXS13G2-2311 is
13.6 nm. Whether or not this resolution can be obtained in practigeedds on the chromatic dispersion,
which will be dealt with in sectioh 416.

Centre wavelength, 1300nm
BandwidthA\ 55nm
Max. powerP 20mW

Table 4.3. SLED specifications (EXS13G2-2311)

Ay — 20 =
* A 55 nm

™

2In2 <)\g) ~ 2In2 ((130()nm)2
T

) ~ 13.6 nm (4.1)

4.6 Chromatic dispersion compensation

Compensation of chromatic dispersion implies a waveledgiendent optical network that cancels the
difference in delay between the spectral components of mbétowever, a TD-OCT system makes use
of two optical paths. To undo the broadening of the interfeegpattern caused by chromatic dispersion,
equalising the dispersion in both arms suffices.

The most straigth-forward manner to achieve similar defaygvery spectral component is to make both
the reference arm and the sample arm as similar as posstseélam in the reference arm travels through
the TODL, which consists of silicon. To compensate for ttepdision in the TODL, one can add another
piece of silicon in sample arm. The OPL in this piece of siiahould be equal to the OPL in the TODL.

Although most of the OCT system consists of optical fibre ,eefspace part is present in the system. A
fibre collimator connects the optical fibre part to the frpaee optical part. It is placed on a linear stage in
such a way that the OPL can be tuned to match the other arm. Areectllimator produces a collimated
gaussian beam with a diametersahm. A block of silicon can be placed in line with this beam, asvgho

in Figure[4.14. The black rectangle represents a top view®ftlicon block, the centre of the beam is
depicted in red. By placing the silicon block under an anglee can differentiate between the multiple
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reflections. Reflection losses can be minimised by seldgtadding a reflective layer where total internal
reflection is favourable.
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Figure 4.14. lllustration of the dispersion compensation block with a number of internal reflections at an incident
angle of 51.1°

To be able to differentiate between reflections, the indidegle must be chosen in such a way that the
lateral displacement of the beakhis bigger than the radius of the beaw,,,,. The Optical Path Length
between the two sides of the silicon should be equal to thgtheof the TODL,lropr. These two values
determine the length of the silicon blot; through equation 412.

lSi = Z%ODL - rl?eam (42)
For proper alignment of the block, two values are of intergstly, the lateral displacement of the beam
D, i.e. the spot along the side of the silicon block where aagenteflection will exit the block. When
evaluating the displacement for every reflection, one knawvsre to apply a reflective layer. Secondly,
the lateral shift of the beaifi. The lateral shift is of importance for alignment. Both areiaction of the
incident angle);.

Part of the beam will exit the block after a number of reflatsidv at a distanceV D from the point of
incidence. On the left side in Figure 4114 after an even nurabeeflections, on the right side for an odd
number of reflections. The lateral displacemé&ntan be calculated from equatibnl4.3. The parameters
nqir andng; correspond to the refractive indices of air and silicon. A®rample, Figure 4.14 shows the
transmitted beam after five reflections in more detail.
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The beam shift is directly related to the beam displacentaritnow with respect to the incident beam
instead of the point of incidence. This value representdatezal distance between the transmitting end
and the receiving end. The beam shift is given by equétidn 4.4

D =lg;tanb; = lg; (43)
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S =(ND —lg;tan#;) - cos0; (4.4)

The angle of incidence calculated for a beam diametémoifn is 51.1 °. At this angle, the losses for every
reflection are high. The silicon bar has to be coated with actfe layer to reduce losses. Other options
are the use of an anti-reflective layer and a smaller colbchdeam. The beam shift for a single reflection
at this angle of incidence is7 mm.

4.7 Photodetector

The photodetector used is a PDB150C from Thorlabs. This alanbed photodetector, which provides
differential optical measurement for increased SNR coexbdo a single detector. It has a built-in tran-
simpedance amplifier with switchable gain and a bandwidgfedding on the gain setting. In the charac-
terisation setup, a gain a0 V /A is used, which corresponds to a bandwidt d{Hz.

The SNR of the system can be calculated from equéfidn 2.&ruhd assumption that the photodetector
is the main noise source. Equat[on]2.8 is repeated here atieqUL.5 for convenience.

77P0pt
SNR =10log <2thEB) (4.5)
Parameters andv relate to the energy of a photon, withPlanck’s constant and the velocity of the
photon. The NEB and the quantum efficiencgre properties of the photodetector. Both can be extracted
from the Operation Manual [26]. The NEB is equivalent to tlamdiwidth of the detectoff MHz. The
quantum efficiency is given as the responsivityof the detector. Equatidn 4.6 converts the responsivity
into the quantum efficiency that is usedinl4.5. The respditysdf the detector a1300 nm is 0.95 A/W,
which corresponds to a quantum efficiency of 0.91.

p=2. 0 (4.6)
q Ao
The optical powertP,,; that illuminates the photodetector is equal to output powfethe low-coherent
source after taking into account the losses in the opticstesy. These losses include transmission- and
reflection losses. Hence, the optical powy, is a function of the number of reflections used to obtain
the scan range.

4.8 Scanning mirror

As a reference object, a mirror is used. The mirror is plaged motorized linear stage by Thorlabs. The
steppermotor is driven by a steppermotor controller froen8&, the 8SMC1-USBh. This controller is
connected to a PC via USB. The drivers for the PC are compatilth MATLAB ®.

The rotation of the steppermotor is translated to a dispi@ce. The displacement of one stef jgm. As

the theoretical resolution of the measurement setup is rhigdter, the resolution of the motorized linear
stage suffices. The steppermotor controller allows an inpoge from—21¢ to 2'6. The range of the
mirror is thus£2.5 cm. The expected scanning range of the measurement se20f isn. At most, with

five reflections, the scanning range will beam. For the measurements of chapter 5, the scanning mirror
covers a range df00 — 400 pm with steps ofl0 um.




Chapter 5

Verification of the TODL models

For verification of the TODL models, the combination of thedaband the TODL have to be tested to
what extent the variation in effective optical path lengtatames the ideal situation as defined in section
[3.8.1. The parameters to evaluate are introduced and erplai sectioh 5]1. Both models are compared to
each other in sectidn 83.2. Sectionl5.3 compares the acoyitérhl measurements to the electrical signals
analysed. Sectiors 5.4 ahd]5.5 evaluate the non-linear Inimda variety of frequencies and ambient
temperatures respectively. Finally, the findings are dised in section 5.7.

5.1 Data analysis

The raw data coming from the measurement setup has to besadaly extract the parameters that are
important for verification of the model. The goal is to acleiénearity of the delay variation in the TODL.
The region where linearity is required is defined by the staprange. The scanning range depends on the
thermal behaviour of the TODL and is therefore unknown beffand. The scanning range can be extracted
from the optical data as described in secfion .1.1. In cda&wvestigate the linearity, a measure has to be
defined that represents the extent to which the variatiohegftfective optical path length is linear. This
is discussed in sectign 5.1.2. The temperature of the TODA faaction of time offers a second view on
the accuracy of the model. The temperature of the TODL canxtracted from the electrical data. This is
explained in section 5.7.3.

The figures in this section are generated from measuremerftwimed on a TODL with a width 8 ym
at an excitation frequency dfkHz.

5.1.1 Scanning range

To find the scanning range, one has to analyse the optical dat@t from noise, an optical signal only
exists when interference occurs and interference onlyrsceithin the scanning range. The scanning
range is found by taking the FWHM range of the optical power.

Figure5.1 shows the average optical power received by tomgktector plotted as a function of the mirror
position. The line corresponding to half of the maximum cgitpower is depicted horizontally in black.
The vertical red lines mark the mirror position closest tt ttee maximum. The scanning range is defined
as the distance between the two marked mirror positions.

5.1.2 Linearity and error

To investigate the linearity, the peaks in the interferguatern have to be compared with the positions of
the mirror. A peak in the interference pattern is caused l®flaation of the mirror. One line scan is taken
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Figure 5.1. Full-Width-at-Half-Maximum scanning range as calculated by MATLAB®

in half of the excitation period. The scanning range can treumapped onto the time domain covered by
half of the excitation period. The time instant at which tlealp is detected relative to this time domain
translates into a measured mirror position relative to #tected scanning range.

The physical mirror position determined by the steppermiamow plotted against the position that is
deducted from the optical signal. Figlirel5.2 shows thegifiank of the waveform as ‘up’ and the falling
flank as ‘down’. For comparison of the two flanks, the falliray# is flipped along the-axis. Ideally, the
measured position and the mirror position should be equaMery position. The ideal curve is shown as a
black line. Due to the flipping, point symmetry of the two ceswvith respect to the middle of the scanning
range implies similar behaviour of the line scans ‘up’ anolvd’.

To reduce the errors induced by the measurement setuppteutieasurements are carried out. Each line
scan contains five periods of the excitation waveform. Thakpealetected for each period are averaged
along the five periods. On top of that, the line scanning B®de repeated such that the scanning range
is covered five times. Unlike the peaks, the data of each lia@rsing process is stored separately. The
curves in Figur€ 512 show the mean for each mirror positioa esloured square. The standard deviation
is denoted as a range in the vertical direction.

The error is defined as the difference between the ideal amdethe measured curve. For a qualitative
analysis, the error is put into a bar graph, Fiduré 5.3. Heth flanks are plotted chronologically from left
to right. To compare the response of the TODL in a more ohjeatiay, theR?-value is calculated. Given
the linearity of the ideal curve, thB?-value is a measure for the percentage of the measurementhaat
can be explained by a linear approximation. Hence, the @dlueR?) is a measure for the non-linearity of
the measurement data. MATLAB ®, the functionr egst at s is used to calculat&? with the ideal curve
and the measured curve as its input parameters.

5.1.3 Temperature

The measurement data also comprises the electrical sigpplied during excitation. By dividing the
voltage signal by the current signal for every time instding instantaneous resistance of the platinum
heater is calculated. The resistance of platinum is a fanaif temperature, as stated in equalion 3.1. The
instantaneous temperature of the membrane close the wdeatan be deducted by reversing equdtioh 3.1
and substitution of the calculated instantaneous resistan

As the resistance measurement is prone to errors due to bate glifference and noise, the resistance is
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averaged over all measured periods of the measurementgroldee excitation waveform does not change
during the measurement process and thus the resistande &leosimilar for every period. Inspection of
the measurement data for voltage and current show that theured waveforms remain constant over the
measuring period. The main source of variation is due tg#ritng on a steep part of the waveform.

5.1.4 Peak power

The peak power is calculated similar to the resistance. Asititation waveform does not change, the
voltage and the current are similar, unless the resistahaeges. The voltage and current are averaged
over all the excitation periods measured. The power wawefotlows from multiplying the voltage and
the current. The peak power is the maximum of this power vwavef
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5.2 Comparison between linear and non-linear model

The goal of both models is to produce a variation in effectipécal path length that equals Figlire 3.14.
This figure is characterised by two requirements. The sognrange has to b200 xm and transition
between the ends of the scanning range has to be linear. gy lmodel and the non-linear model are
compared at an excitation frequencyldtHz for a TODL of 88 ym wide. The measured resistanBg
was71.9 Q.

Figureg 5.4 and 5]5 show the scanning range and the linéaritiye linear model and the non-linear model
respectively. The excitation waveforms for both modelsshi@vn in Figuré 3.16. The peak voltage of the
linear model is considerably higher than for the non-limaadel. A higher scanning range is thus expected
for the linear model.

The FWHM scanning range for the linear modelB) ym, whereas the non-linear model comes to a
scanning range o200 yum. This confirms that the thermal conductivity cannot be rdgdra constant.
Furthermore, according to the optical measurements, thdinear relation for thermal conductivity is
accurate for an excitation frequencylofHz.

In terms of linearity, the linear model performs poorly. Bdihe scans, up and down, are bended in the
same direction compared to the ideal curve. This meandte&ip’-scan is very different from the ‘down’-
scan. This is an unwanted behaviour. On the contrary, theinear model shows the point-symmetry,
implying that the heating up and cooling down happens in dairfashion. This shows even better in the
errors from Figuré 513, which is also takenldtHz. The shape of the error suggests that the membrane
is behaving more slowly than expected. The membrane is regiikg up with the discontinuities in the
waveform. This manifests itself as ‘hysteresis’ in the ogitbehaviour.

The rate of heat flow and therefore the speed of the membrart@racterised by the thermal diffusivity.
A slower membrane implicitly states that the thermal diffitg in the model was chosen too high. This
statement is investigated further in secfiod 5.4.
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Figure 5.4. Scanning range for linear model for a TODL of 88 um at an excitation frequency of 1 kHz

The linear model has proved itself not accurate. Both scamginge and waveform are very different from
the predictions. It will not be used for further analysis.eTon-linear model does its job well in terms
of thermal conductivity, although a remark has to be madee Mieasurements shown in Figlre]5.5 are
based on a resistanég equal to71.9 Q) instead of80.0 2. This explains the difference in scanning range
between Figures 5.2 and b.5. The modeled thermal diffysséems on the high side. This can be tested
by analysing the frequency behaviour of the membrane,s€btd.
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Figure 5.5. Scanning range for non-linear model for a TODL of 88 um at an excitation frequency of 1 kHz

5.3 Comparison between temperature and optical measurements

The comparison of the thermal behaviour versus the optiebéwiour is meant as a double-check of the
modelling done in chaptéi 3. The relations for thermal catiglity and diffusivity given in chaptdrl2 are
for instance conducted for bulk silicon. The thermo-opfiee is determined for a wavelength 0§23 nm
and is based on phase velocity only. By measuring the teryreraf the membrane, an intermediate step
is taken which can help to find the origin of deviations betwe®del and measurements.

Figure[5.6 shows the thermal response in one excitationgeTihe waveform predicted by the non-linear
model is shown in red, the measured waveform in blue. Theiamdpland the offset of the measurements
do not comply to the predicted waveform. Through equdiidh Both are very sensitive to deviations in
Ry. However, this does not fully explain the factor two betwéles predicted and measured waveforms.
The temperature measurements are discussed further iorgBcz.

When the measured waveform is scaled to match the predicteefoven, the green waveform in Figure
5.8, one can compare the two in terms of delay and shape. Measnots show a slight delay, invisible at
frequencies below00 Hz but distinguishable in Figuie 3.6. Another observation akenis that the rising
flank matches the predicted waveform after scaling. Thénfalllank shows a lag. In other words, the
heating of the membrane happens roughly according to theeintbe cooling down of the membrane is
slower than predicted.

Comparing the scaled measurements from Fifure 5.6 to theabpignal in Figuré 517 also shows a lag,
but for both the rising flank and the falling flank. The- R2-values for the rising and falling flank are
5.1-1072 and7.2 - 103 respectively, also suggesting that the falling flank is tleestvof the two.

5.4 Frequency behaviour

The TODL model is supposed to be accurate for excitatioruigagies up té kHz. Also, the model should
be able to take into account the width of the membrane. Tdw#re frequency behaviour of the non-
linear model, a number of excitation frequencies are tefstetivo membrane widths. With the frequency
response of the two membranes at hand, the trade-off befpayegr and speed can be investigated further.

Figure[5.8 shows the frequency behaviour for the scanningeraf the combination of the TODL and the
pre-emphasis imposed by the non-linear model. Due to themhasis, the power is not constant for all
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Figure 5.7. Intensity plot of the optical signal for one excitation period

frequencies. Ideally, both curves would show a flat respatg60 ym. Instead, both show a decrease
in scanning range over frequency. The curve in blue repteska narrow membran&g um. In red, its
wider counterpart with a width of18 ym. The narrow membrane shows a flat region for low frequencies.
At moderate frequencies, the scanning range falls off dt alidpe of—20 ym per octave. At frequencies
above4 kHz, the slope changes to approximatelg0 ym per octave. For the wider membrane, the two
slopes are-30 um per octave and-60 um per octave. The difference is in the fact that for the wider
membrane, the second slope already appeat&Ht. Hence, both membranes show similar behaviour,
except the wider membrane has a lower cut-off frequency.

The second requirements, linearity, also shows a deviaten frequency. Thé — R2-values for both
membranes are depicted in Figlirel5.9. The non-linearity ith&eft in the frequency behaviour after
compensation with the non-linear model increases exp@igniThe higher the frequency, the higher the
hysteresis in the optical signal.
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Both the decreasing scanning range and the hysteresisaptical signal suggest a thermal diffusivity that
is in reality lower than in the model. The hysteresis is dudhéofact that the membrane heats up and cools
down slowlier. Heat is flowing at a lower rate than expectederttually, the predicted scanning range
can no longer be reached as the voltage excitation wavefaitéady decreasing before the steady-state
behaviour defined by the thermal conductivity has settled.
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Figure 5.9. Linearity as a function of excitation frequency for two membrane widths

One part of the power-speed trade-off is already discus§dwe bandwidth of the wide membrane is
lower by a factor two. The peak power used to obtain the sognrange is also lower for the wide
membrane. The peak power for the narrow membrane is &al38W, for the wide membrane a peak
power of 10.6 W suffices. Considering the two examples, the product of mangwidth and power is
roughly constant, as implicitly stated in the model equatidowever, this conclusion assumes a scanning
range that is equal for low-frequencies, i.e. when the tlaériffusivity has little influence. There are no
measurements available with equal scanning range andeineguTo quantify the power-speed trade-off,
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more measurements are necessary.

Regarding the frequency behaviour, the non-linear moddeasribed in chaptét 3 has a reasonably linear
behaviour up td — 2 kHz. For higher frequencies, hysteresis and loss of scannimgereender the TODL
useless. A plausible solution to these problems lies inaiveting of the thermal diffusivity in the model.

5.5 Variation of ambient temperature

According to the Figure 3,11, the ambient temperafliyédnas a significant influence on the steady-state
behaviour of the membrane. To investigate whether the amhtéeperature affects the linearity, a number
of waveforms are applied assuming different ambient teatpegs. The actual ambient temperature is not
changed. Figurie 5.10 shows the results of the variation diemhtemperature in the model.

As predicted, the scanning range is higher for low ambiemiperatures. The model predicts a higher
thermal conductivity and compensates for that by incregitia electrical power. There is hardly a relation
to find between linearity and ambient temperature. TheR2-values vary randomly around a mean value
of 2-10~3. Assuming the ideal scanning range, the actual ambientageatyre is35 °C. Figure[5.8 shows

that the non-linear model results in a scanning rang&lof.m. The actual ambient temperature would be
15°C, a value that corresponds to the ambient temperature fopntelsuring the resistance, Figlrel 5.6.
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Figure 5.10. Scanning range for non-linear model with assuming a variation of ambient temperature

5.6 TODL response with lowered thermal diffusivity

The findings in the previous sections make it plausible thathermal diffusivity is in reality lower than
literature suggests. To test this assertion, the thernflaisglity in the non-linear model is scaled down.
The proportionality taI’~!® from literature is not altered. In order to fulfill the reqaiments stated in
Table[3.1, the lower thermal diffusivity is put to the tesaatexcitation frequency dfkHz. A few factors
are tried, with a factor af.4 the most succesful attempt. Lower factors run into problduogsto limitations
of the iteration process. A startup effect gives a largerearo = 0, which keeps the iteration process from
converging.

The non-linear model comes up with the waveform that is degiin Figurd 5.711. The optical response
of the TODL is given in Figur€5.12. With the proposed scalirighe thermal diffusivity, the scanning
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range is increased 200 ym compared tal60 pm for the value from literature. The error is depicted in
Figure[5.18. Comparing this figure to Figlirel5.3, the nordinmodel with corrected thermal diffusivity
at 5 kHz performs better than the uncorrected non-linear modek&iz. Another remark that has to be
made, is that the shape of the error is similar to the diffegdyetween predicted and measured temperature
as shown in Figurg 5.6.
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Figure 5.11. Excitation waveform for a 88 um wide TODL at 5 kHz (10 kHz line scanning rate)
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Figure 5.12. TODL response for an excitation frequency of 5 kHz

5.7 Discussion

Two values are measured for the resistance of the TODL at tearmperatureRy. For the TODL with a
width of 88 um, Ry was measuref0.0 2 when disconnected from all electronics. When connectedeo th
readout-board with all power supplies switched off, thikieadropped td'1.9 2. The first value results in




58 Verification of the TODL models

ol
T

Error [ p m]
o

|
a1
T

! ! !

50 100 150 200
Position of mirror [ pm]

|
=
o

Error [ m]

-5 L L L L
0 50 100 150 200

Position of mirror [ pm]

Figure 5.13. Error in micrometers for a 88 um wide TODL at 5 kHz

a scanning range that is slightly highed0 ym instead of200 um. The measured value for the ambient
temperaturdy corresponds to the value deducted from optical measuranresectio 5515 °C. Using
the other value, the scanning range is equal(®.m, but performing the calculations for temperature
suggests an ambient temperature&®f C. If the temperature of the bulk silicon would be this highe th
aluminium bracket would at least be warm. As this is not theec#he first scenario is more likely. The
low-frequency scanning range is determined by the thermadigctivity. In order to optimize the non-
linear model, the thermal conductivity has to be lowered #&doi. This observation is supported by theory,
as the thermal conductivity is a function of the thermaluiffity by definition (ed._2.16).

The amplitude of the temperature measurements deviattastibdly from the predicted temperature wave-
form. An explanation would be that a significant part of thectlical power is lost elsewhere. That can
be in the parasitic resistances of the heater, by conveatidiradiation. Also, the layer of Silicon-nitride
might alter the thermal behaviour, although its thermaldranivity is a factor five lower than for crys-
talline silicon. Literature suggests that the thermal eatidity changes in a similar manner as the thermal
diffusivity. The optical measurements however show thatstanning range is close to the predicted val-
ues. The reduction in scanning range due to lower thermalwdivity could possibly be compensated by
the thermo-optic effect for group velocity. A matching seeng range between model and measurements
would be a coincidence.

On the contrary, the non-linear model manages to compefwatiee non-linearity reported in literature.
With the thermal diffusivity scaled down by a factor 0.4, then-linear model also compensates for the
limited bandwidth. Although the ideal scanning rang(i8 um, Figure[5.8 has a flat region at a scanning
range of240 pm. The non-linear model can probably provide a flat frequeratyalviour up tdb kHz with

a factor for thermal diffusivity slightly lower than 0.4. lAh all, the corrected non-linear model has proved
to increase the linearity and the bandwidth of the TODL dridggally. The line scanning rates achieved go
up to10 kHz, where literature reports values bf- 2 kHz[6].




Chapter 6

Conclusions & outlook

The goal of this thesis project was to design the excitatrmhraadout for a thermally driven Time-Domain
Optical Coherence Tomography system. The excitation ofylstem comprises the characterisation of
thermally driven ODL or Thermo-Optical Delay Line (TODL) ander to find the voltage excitation wave-
form that results in a linearly varying effective opticatipéength in the TODL.

The desired variation in effective optical path length h&samgular waveform, because a triangular wave-
form consists of two linear sections. However, this imptigs points in the waveform where the waveform
is not smooth. In other words, high frequencies dominatheptaces where the waveform is not smooth
and the TODL needs a high bandwidth to be able to follow trentrular waveform. Unfortunately, the
bandwidth of the TODLs available is limited. The bandwidthttee TODLs can be extended by pre-
emphasis of higher frequencies in the voltage excitatiovefeam. To apply this pre-emphasis, the power
consumption and frequency behaviour have to be known. Femptrpose, the required power and the
frequency behaviour of the TODLs is modeled. Two other patens are taken into account, being the
membrane width and the ambient temperature.

Two models are presented that predict the optical behawvibtive TODL according to a certain voltage
excitation waveform. One model is based on Fourier decoitipo®f the heat equation and is thus a linear
model by definition. It uses constant values for the threetnmagortant properties of silicon, being the
thermal conductivity, thermal diffusivity and the therroptic effect. The other model takes into account
the non-linearities of the three properties mentioned. Adart of both models is the general heat con-
duction equation, which links the behaviour in the eleafribomain to the optical behaviour are coupled
through the thermal domain. To find the voltage excitationef@rm corresponding to a desired optical
behaviour, an iteration process is built around the modele iteration process adjusts the input of the
model until the desired optical behaviour is approximateithivv a certain accuracy. Given the ambient
temperature and a membrane width, the iteration processaes a voltage excitation waveform that is
pre-emphasised for higher frequencies.

The pre-emphasis only extends the bandwidth if the modelsaecurate. To verify the model and the
pre-emphasis, a measurement setup has been designed. asereneent setup combines the excitation
and readout of a TD-OCT imaging system based on the TODL. dhe af the measurement setup is the
readout of the optical signal coming from the TD-OCT systeiththe TODL in the sample arm and a

scanning mirror in the reference arm. As a double-check@ftiodel, the temperature of the membrane
is measured via the platinum heater. By comparison of thpéeature behaviour to the optical behaviour,
deviations from the model can be assigned to specific modahpeters.

The verification benefits from a multitude of measurementafwide variety of input parameters. The
flexibility of the measurement setup allows measuremente tiaken for a wide range of input parameters
by changing a few parameters MnTLAB ®. The readout electronics are designed to change the TODL
under test in a matter of minutes. To further ease the measumts, the whole measurement process is
autonomous. Firstly, this can be exploited to reduce measent errors. Multiple measurements with the
same input parameters can be taken without any user intemerMean values and standard deviation
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of the measurands are calculated automatically. Secoadtpgnomous measurements are a first step to
real-time OCT imaging.

Both models can be verified by comparing the measured saamaimge and linearity to the desired tri-
angular waveform. The linear model performs poorly for bofthe scanning range shows an error of
more than 50 %. Whereas the scanning range can be tuned byiraglihe power, the linearity cannot be
compensated for. The conclusion to draw from the linear hisdbat thermal conductivity and diffusivity
cannot be assumed to be constant.

This leaves us with the non-linear model. The measured sogmange is very close to the ideal case
for low frequencies. At higher frequencies, the scanninggeadrops and also the linearity decreases
rapidly. Inspection of the shape of the error between thalidgrve and the measured curve reveils that the
membrane is behaving more slowly than predicted by the mddes implies that the values for thermal
diffusivity, the rate of heat flow, in the model are too higlowering the thermal diffusivity in the model
results in more pre-emphasis in the voltage excitation Veawe

The thermal diffusivity is scaled down by an empirical facd60.4x. Measurements taken at an excitation
frequency ob kHz now show a scanning range that corresponds to the prediabeés: In terms of linear-
ity, the non-linear model with corrected thermal diffuspvat 5 kHz performs better than the uncorrected
non-linear model at kHz. This means that a TD-OCT imaging system based on a TODL e igne
scanning rates of0 kHz. Line scanning rates reported in literature for the commaisked grating-based
delay line go up td-2 kHz.

Outlook

This thesis project was designed to be part of the DentalilyyiSensory System, a prototype of a surgical
drilling system enhanced with sensor feedback from theoamiatl structures and tissue. The outlook is
therefore split up into an outlook regarding the ODL and th#amk on the use of the device in the Dental
Drilling Sensory System.

On modeling the TODL:

A lowered thermal diffusivity results in a more accurate mddr higher frequencies. The question is how
this lower thermal diffusivity can be explained. The answeeuld be in the layer of Silicon-Nitride that
is on top of the membrane. The thermal diffusivity and cotidlitg of Silicon-nitride are lower than for
silicon and the total diffusivity could be a weighted avexad the properties of the two layers.

Further research of the interaction between the silicon brane and the layer of Silicon-nitride may also
give more insight in the thermal conductivity. Togetherhihie thermo-optic effect for group velocity, this
will clear up the discrepancy between the predicted themaakform and the measurements.

According to both models, there is a trade-off between pasesumption and bandwidth. Furthermore,
the power consumption in comparison with the membrane widiicates a constant power-width product.
Unfortunately, a lack of measurements prevents a decehtsimaf this relation. The exchange between
power and bandwidth as a function of membrane width is isterg from a designer’s point of view. With
this relation at hand, the membrane width can be determiasddon a requirement in either bandwidth
or power.

Regarding the measurements that are already taken, thaererésinformation to be extracted from the
raw measurement data. The most interesting parameter ¢gtigate is the FWHM bandwidth of the
interference pattern, which is a measure for dispersion.di8gersion decreases the resolution of the
system, further analysis gives insight in the dispersioa &sction of e.g. temperature. Doing so, the
resolution of the system can be determined. Using the ihgaihed, the resolution can be enhanced.

The iteration process starts to run into convergence pmubl®r low values of the thermal diffusivity
or for high frequencies. The reason for this is a startupceffieat tries to create a temperature offset
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instantaneously at = 0. To improve the convergence, this startup effect has to beadied before
calculation of the error.

On the Dental Drilling Sensory System:

The measurement setup presented in ch@pter 4 is a first steppad-time OCT imaging system that can
be used in the Dental Drilling Sensory System without muchspfal adaptation. To some extent, the
measurement setup already provides real-time imagingaditie rate of about Hz. The limitations are
mainly due to the fact that the DAC has no buffer, which resmilta continuous stream of data on the USB
bus. As mentioned, the excitation waveform does not chaftga.oOne excitation can easily be stored
inside the FPGA. The FPGA can then drive a DAC. This saves af loaffic on the USB bus, which can
be used for transmission of line scanning data. The FPGA wam &ke the ambient temperature out of
the equations by measuring the ambient temperature angiagphe corresponding excitation waveform
from an array of excitation waveforms.

Also, MATLAB ® does a lot of post-processing. In general, a lot of functipnaan be shifted from
MATLAB ® into the FPGA. Once the excitation waveform is coming from EfPGA, triggering of all the
data is fairly easy. Eventually, the FPGA should be capabsending full frames to the computer.

For imaging purposes, a scanning range@d ym is small. The scanning range increases for higher
power and longer devices, but this needs redesign of the T@Dleasier approach is the use of multiple
passes. When the optical losses of mainly the chromatic @igpecompensation block are minimized, a
fifth reflection might still give enough SNR. The scanninggatncreases tbmm, a reasonable range for
imaging purposes.
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Conclusions & outlook
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Gain-phase characterisation of
readout-board

To verify the proper functioning of the readout-board, angalhase analysis has been performed with the
help of the HP 4194A Impedance/Gain-Phase Analyzer. Thiyzarais compatible with GPIB, which
allows Labview to take automated measurements. The bladeain from Labview is shown in Figure
[@. The block diagram produces all the measurement settirrgsite necessary to perform the gain-phase
analysis. The results are shown on-screen and saved in @fiigetiles are later imported imATLAB ®to
create Figurels|2 {d 4.

TODL-ID|

=

‘Readout mode
[

B—

Readout gain

I D:\My Documents\TU Delft\Afstuderen\LabView\GP_meas\

txt

T Stop frequency
Power Splitter

Board type SlEE
= R —
' e Number Of Points (100)

|

Measurement Type

o

mEaEaaEs;
Impedance (0: Z | - Theta) Test Attenuation Integration Time (0:Short)

Gain-Phase measurement type Test Input Impedance Sweep Type

Figure 1. Labview schematic for control of the HP4194A Gain-phase analyzer

Autoscale A/B

Figure[2 shows the gain-phase characteristics for thegmithannel with the gain settings that are used
most frequently. The gain mentioned in the legend is theeviken from the board design. The measured
gain is shown in the graph. Figure 3 shows the gain-phasactesistics for the current channel. Besides
the gain and the phase, the phase difference between tteyeahannel and the current channel is of

special interest. The phase difference for the three g#tings are shown in Figuté 4. The phase difference
is less thari).1 © for the whole frequency range.
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Figure 2. Gain-phase analysis for the voltage channel on the readout-board
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Figure 3. Gain-phase analysis for the current channel on the readout-board
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Figure 4. Phase difference between the voltage channel and the current channel




	Introduction
	Motivation
	Functional description
	Problem definition
	Organisation of this report

	Theory
	Optical coherence tomography
	Principles
	Resolution and sensitivity
	Optical delay lines

	Rib waveguides in silicon
	Confinement
	Single-mode condition
	Chromatic dispersion

	Heat conduction in solids
	General heat conduction equation
	Joule's law

	Thermal properties of silicon
	Thermal diffusivity
	Thermal conductivity
	Thermo-optic effect


	Characterisation of the TODL
	The Thermo-Optical Delay Line, an overview
	Electrical domain, the platinum heater
	Optical domain, the rib waveguide
	Thermal domain, the silicon membrane
	Linear model: Fourier analysis
	Non-linear model
	Comparison
	Waveform generation
	Waveform requirements
	Iteration process
	Characterisation results


	Material and methods
	Functional description of the measurement setup
	Excitation electronics
	Digital-to-Analog-converter
	Power amplifier

	Readout electronics
	Measurement problem
	Mechanical design
	TODL-board
	Readout-board

	Data acquisition
	Data-acquisition-board
	Digital electronics design
	matlab scripting

	Low-coherent light source
	Chromatic dispersion compensation
	Photodetector
	Scanning mirror

	Verification of the TODL models
	Data analysis
	Scanning range
	Linearity and error
	Temperature
	Peak power

	Comparison between linear and non-linear model
	Comparison between temperature and optical measurements
	Frequency behaviour
	Variation of ambient temperature
	TODL response with lowered thermal diffusivity
	Discussion

	Conclusions & outlook
	References
	Gain-phase characterisation of readout-board

